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DEDUCTIVE SEARCH IN A SEMANTIC NET

E. SANDEWALL

This paper describes through an example how one essential func-
tion in a "computer understanding" system, namely disambiguation
using plausibility information, may be described in a formal man-
ner. It is argued that the formal description is useful as a
precise and compact model of the computer program. We use a subj-

set of the PCF-2 formalism, described by the author in a previous
report (SANDEWALL, 1972), with some minor changes which have

been made since that paper has been implemented and experimented

with in a programm called SEPAC, which is an implementation of
PCF-2.

Disambiguation experiments of similar phrases have previously been
performed by QUILLIANZ. The purpose of the work reported here has
not primarily been to improve the quality of the judgements in
choosing the right meaning of a phrase, but instead to obtain a
more precise formulation of how the judgement is done.

In the context of this symposium, it is important to point out
that the present work belongs to the field of "artificial intelli-
gence" rather than "simulation of thought processes". That is to
say, the structure of the program was chosen to engineer the
desired outputs, and is not based on any solid knowledge of how
humans perform the same task.

Altough the work reported here clearly approaches the borderline
between artificial intelligence and computational linguistics,
the frame of reference of this paper is decidedly that of the
former discipline.

Overall organization of system.
Our general framework is that of a system which consits of both
program(s) and a data base (= semantic net), and whose know-
ledge is accumulated in the latter. The structure of the data
base has been specified on a logical level in reference (1).

The program part of the system processes input sentences. Each
phrase which is input to the system passes in principle trough
the following steps:

1. Parsing. Converts the sentence to a tree structure.

2. Asssimilation . Relates the sentence to the "data
base'" or "semantic net" of the receiving system. This invol-
ves e.g. finding the referents of pronouns and of noun phrases
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starting with a definite article. It also involves attempts
to disambiguate words and phrases and to restructure then
so that their intended meaning becomes more explicit.

3. Response to the sentence. In a question-answering
context, this means storing assertions and answering questions.
In a more general context, it requires a procedure which main-
tains a model of the conversation or input text.

These steps are assumed to be 'locally sequential'’, i.e. each
subtree in the parse tree runs through them in this order. Ho- .
wever, .some sub-trees on lower levels may proced through assimi-
lation before other sub-trees have yet been generated. Moreover,
backtracking must be possible when the program has gone astray,
and it then upsets the sequence of the above steps.

Generation of the output sentence might require an extra step.
On the other hand, for the purpose of some experiments, some of
the test runs with the material in this paper, the 'parsing"
program was very simplified, and no backtracking across step
boundaries was required.

To i1illustrate what is done in these successive
steps, let us consider one example, the half-sentence

The hand is badly damaged (, and ...)
This sentence might be preceeded by e.g.

John has been severely hurt in the accident.
or

This clock needs repairing.
Clearly, "hand" in the considered sentence has a different meaning
in the two cases. The processing of the sentence goes roughly as
follows*

1. The sentence is parsed into

//////}E\\\\\
The -Ly
hand bad damaged

In fact, "damaged" goes into a sub-tree, but let us bypass that
matter.
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2. The sub-tree under the node '"The" is assimilated. The opera-
tor associated with "The" decides (since no hand has pre-
viously been mentioned) that "The hand" means "The hand of
it" i.e. it calls for the assimilation of

The

OF

hand it

(More precisely, rather than "it", we here use an artificial
ronoun which is the union of "me", "you", "he", "she", "it").
P y

3. Starting from below again, "it" is assimilated and found to re-
fer to John or to the clock, in the two examples of predeces-
.sor sentences. (One can of course construct examples where se-
verall hyptheses have to be tried at this point).

4. The sub-tree

OF

hand john

(we assume from now on the first predecessor sentence) is assi-
milated, and it is decided that it must be taken as "hand, which
John has as part', where "hand;" is the primary meaning o% "hand"
Assimilation returns a more complex structure, roughly
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OF

hand john D
. ~Np
handl /////EE;E?\\\\\\\
have-as-— By
part john

which contains both the original information and the prefer-
red interpretation. OF, in the tree is one of the internal
forms corresponding to the English "of"; AND, forms the inter-
section of two properties, namely that of being a handl, and
that of being something which John has as part.

5. The sub-tree headed by "The" now contains the OF, tree shown
on this page. It proceeds to the assimilation step. A new
node: handle 2 (say) is introduced in the semantic
network, and intended to stand for the damaged hand. It is
provided with the adequate connections, i.e. being a hand. and
being a part of John. *

6. The tree for the whole sentence now has the form

/IS\
thand12 -LY
bad damaged

Assimilation leaves the -LY sub-tree and the whole tree in prin-
ciple unaffected. In the "response" step, the assertion is pre-
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sumably accepted, i.e. the node :handl2 is provided with
additional arcs which show that the hand is badly damaged.

This example has illustrated the points we shall consider in
this paper, namely:

a) the procedure associated with the definite article "the",
b) the disambiguation of "of" into "which is a part of".

c) the disambiguation of "hand" into "handl".
The definite article is however covered only as a prerequisite
for the two latter points, rather than for its own interest.

The definite article. We associate with
the definite article (like with a number of other "function"
words) a procedure which is used in the assimilation step. Such
a procedure takes as argument(s) the sub-tree(s) which appear
under the node of the function word. It is also able to find out
what is above and beside it in the tree, although that was not
needed for the example above.

The present, incomplete definition of the "The" procedure takes
essentially one argument p, which is to denote a "property" (as

definded in reference (1)), e.g. a typical noun, and does the
following: :

1. If the argument p is an OF-expression (i.e. a tree with an OF,
node at its root), then the procedure looks for some object
in the data base which has the property p. (The question may
arise when the object should have that property. The
procedure for "the" in fact has a second, optional argument,
which should be the situation in which the desired object has
the property). If it is found, that object is returned, other-

wise a new object o¥is created, assigned the property p, and
returned. '

2. A list of lately mentioned objects is scanned to find some which

has (have) the property p. If one is found, it is returned, If
several are found, a choice is made.

3. If some object o is in "focus" from the preceeding context, then

it is checked whether

OF

v
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Lkas a plausible interpretation (see below). If so,

The

o |4
is assimilated and returned.

t. If neither (2) nor(3) succeedes, then a new object node o¥
is created like in case (1).

This definition has been sufficient for our experiments, but
:learly it misses some cases, notably

5. Sometimes when p is an OF-expression, the object which has the
property p shall not be retrieved, but instead "The" shall
return its argument, e.g. in expressions involving modals like
"He wondered who is the author of Waverly".

6. Sometimes "the" is used to denote the second or later occuren-
ce of what should be represented internally as a variable.
E:ample: "if a prince kisses a frog, then the frog turns into
a beautiful princess".

To recognize such cases, the procedure for "The'" must be able to
look around in the tree above it..

The disambiguation of " OF ", The assimilation
routine associated with OF consits of a number of cases, just like
the routine for '"The'". Most of these cases are also used by the rou-
tine for the genitive 's. Some specialized cases (exemplified by
"color of", "size of", '"name of", etc.) as well as phrases that denot
an event ("the rise of'", '"the sight of") are sorted out using essen-
tially word-class information. Sometimes backtracing may be needed.
- There remains those OF-expressions which denote a new object,
including a person (e.g. "John's father", "John's car"), as oppo-
sed to a property or other abstract entity ("color of", "size of").
Among these cases, some are considered to be '"functional, such

as "John's father", but not "John's car", Ohne can treat "father

of" as a function of (essentially) one argument, whereas for "car
of" that would not be natural. The functional case is (presently)
recognized by a flag on the functional noun (such as "father").
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The non-functional case, which is what we above referred to as
OFA’ occurs in phrases like

John's hands
John's wallet
John's lawyer
a row of bricks
a table of wood

These phrases have obvious interpretations, i.e.
the hands that are physically part of John
the wallet that John owns
the lawer who serves John
a row consisting of bricks
a table made from wood

We believe that the number of possible relations (part of, owns,
etc.) is small and for practical purposes can be kept fixed. Our
“task 1is to choose between them in each particular case. The proce-

dure for OF in the OF, cases adds one more branch under the OF
node, besides the two old branches that correspond to the phrases
before and after OF. The new branch contains a list of candidate
interpretations.

This candidate list may be used as follows: if the node above the
"OF'" node is a "The" node (as in the example in our initial example)
then the procedure for '"The' obtains an argument p which has the
structure

P =
] 1t

p O P

where p" 1s a list of candidates. If this list contains only one
alternative, then the routine which looks for an object which has
the property p will be satisfied if it finds one which has the
property p". Similarly, the routine which assigns the property p

to an object will also assign to it the property p". These are the
routines that were mentioned in the specification of the "The"
procedure. — If several candidates are on the list, then the system
postpones the choice between them. (In the presently existing
program the choice is then in fact never made).

518



Thus in principle, the extra branch in the tree serves to commu-
nicate the candidate list from one part aof the program, namely
the "OF" routine, through e.g. the "The" routine, to the routines
for storage and retrieval of properties of objects. This way of
doing it is considered more sound than by using extra arguments
to procedures, and similar makeshift devices. The "The" proce-
dure does not need to know what happens, and other procedures
which also need to store and retrieve properties of objects

(such as the "An'" procedure) may appear in the place of "The".

The candidate list is computed in the following way: For given
arguments p' and o, the "OF" procedure goes through the candida-
te verbs and form trees for the actions

o owns a p'

a p' is physically a part of o
a p' serves o

a p' consists of o

e.g.

John owns a knee
a knee 1is physically part of John

etc., and then checks which of these are plausible. Plausibility
can be achieved through specialization of a more general action.
Thus the action "a knee is physically a part of John" is a spe-
cialization of "a bodypart is physically a part of a John" is a
specialization of "a bodypart is physically a part of a person",
assuming of course that the data base also contains information
such as "a knee is a bodypart". If the more general action has
been marked as plausible, then the specialization is also consi-
dered to be plausible.

We notice that if the system has been told that one rather general
action is to be considered as plausible, then this may be used

for a large number of cases, but also that several plausibility
statements may be needed for a single verb. Thus the data base
should know that "a root is physically a part of a plant" and

"a battery is physically a part of a car" are plausible, as well
as the generalization about bodyparts that is used in the example.
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The procedure that has just been described can be more compactly
and precisely specified using the notation of predicate calculus
and the conventions and definitions of reference (1). We shall
not be able to repeat that material here, but must assume from
here on that it is known® However, we believe that it should

be possible to understand most of the remainder of the paper
without reference to (1).

We shall need the following relations:

MAYMEAN: property x property
This relation is exemplified by

hand MAYMEAN handl

and in general connects an expression and a possible reading
of it. The reasons for having such a relation shall be further
discussed below. -

Plausible: action
This relation of one argument marks an action as plausible.

SUBACT: action x action
This relation connects a specialized and a more general action,
such as "John has a handl as part" and "a person has a body-
part as part". ’

Dfmeaning: action x casefunction x casefunction
This relation is used to mark the possible meanings of the
OF, case of OF, as discussed above. Thus as (p OF o) may be
interpreted as "a p owned by o", we shall have

% We have modified the notation as follows, compared to the

PCF-2 report (1): .

a) The situational argument is consistently omitted. We define
Holds (a) ® (¥ s) a INN s
and assume that all objects "exist" in the situation we work
in.
all axioms for the relation IS..IN are assumed to carry over
into corresponding axioms for IS2.

b) Spelling changes: ANDPROP—AND,, , Expected —»Plausible.

c) Instead of the infix case functions, we use a function
Action so that
acoc'o'...=Action(a, <c,0,c',0",...>)
where c,c', ... are case functions. This is closer to the
implementation in the SEPAC program.

d) For simplicity, we treat OF-expressions as properties, and
have (p OF o IN s) VAL o' = o' IS (p OF o) IN s
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Ofmeanlng (own, obj, by)
where by is the "case indicator" which marks him who owns,
and o b j marks the thing being owned. (The proper choice
of case indicators e.g. for the verb "to own" is not an issue
here).

We have the axioms
Plausible(Action(a, <c,p,c',0 > ))_A_Ofmeaning(a c,c') —m
(p OF o) MAYMEAN (p AND (c WHICH Action(a, <c' ,o:>))) (1)

a SUBACT a JL.Plau51b1e (a')—==Plausible (a) (2)
plus obvious axioms for SUBACT, WHICH, etc. that were given in
(1). We shall only remind the reader that the axioms there imply

o IS2 (¢ WHICH Action(a,<...l...>))

Holds(Action(a,<c,o,...l...>)) (3)
where IS2 is a binary relation which says that the object has
the property, and Holds marks an action as occurrlng in the
world. (In this paper we do not care which world? ).

With this machinery, we can specify the procedure for .assimila-
ting OF (p,0) in the OF4 case as follows: Find all p' for which
it can be proved

(p OF o) MAYMEAN p'
and add the list of those p' as a third branch under the OF node.
Rename the node as OF4

A deduction which shows how this works for the example of "the
hand of John" will be given below.

Likewise, the deductions that are done in the routines for sto-
ring and retrieving the property of an object can be characteri-
zed (not completely formally) by the rule

p MAYMEAN p'jL (only one such p' for that p)—m-

o IS2 p =0 1IS2 p' (4)
Disambiguation of "Mand' in the
example . We want our system to implement a "continuous",

rather than an "atomistic" view of word meaning. That is, we
do not want to hypothesize that -each word has a small, fixed
number of simple, well-defined, conceptually indivisible '"mean-
ings". Instead, we view the "meaning'" of a word as a '"blob",

2 We assume tacitly that the object o "exists in" the situation
- or "world".
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which may be sub-divided by various criteria into more specia-
lized meanings, which in their turn may be sub-divided. As one
continues to sub-divide, more and more properties become charac-
teristic of the remaining sub-meaning.

As a consequence, we want in principle that both the original
word, and its various sub-divisions, shall be represented as
nodes in the network. Thus we would want ho have nodes for "hand",
"hand of person" (= "primary meaning of 'hand'"), "hand of clock",
"hand of ape', "hand of robot", etc.

The relation which connects a word and one of its sub-meanings
is MAYMEAN, which we have used for phrases. Thus if hand, is: the
node for the primary meaning of "hand'", we would have in the
network

hand MAYMEAN hand]

We also have additional axioms

P MAYMEAN p',A. p' MAYMEAN p"—sp MAYMEAN p" (5)
and |

p MAYMEAN p'—w(p OF o) MAYMEAN (p' OF o) (6)
The 1atter'axiom is an insténce of an obvious axiom schema.

‘Leﬁ us exemplify these axioms by working out the formal deduc-
tion whereby "hand of John" is disambiguated. We assume that
the data base contains

hand, SUB, bodypart (11)
hand MAYMEAN handl (12)
Plausible)Action(haveaspart, <by person obj body-

part>)) (13)
john IS2 person ' (14)
Ofmeaning(haveaspart, obj, by) (15)

The deduction then proceeds as follows (successive conclusions
are numbered to the right, and their support is indicated to

the left):
6,11 (hand OF john) MAYMEAN (handl OF john) (16)

2,11,13, Plausible(Action(haveaspart;-<by john
14 obj handl>>)) ‘ an
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1,15,17 (hand; OF john) MAYMEAN (handy ANDp
(obj WHICH Action(haveaspart,<by john>))) (18)

5,16,18 (hand OF john) MAYMEAN
(handl ANDP
(19)

(obj WHICH Action(haveaspart,<by john>)) ))

This deduction mirrors rather closely what is done in the pro-
cedure for "OF", as specified above. The deduction leading to
(17) contains in fact several steps, but is trivial (although
for some other example the corresponding deduction might be
less trivial).

In the assimilation of the phrase "the hand (of John)", the
procedure for "The" as specified above may introduce a new
constant :hand for which it asserts

thand 1S2 (hand OF john) (20)
This statement enables the following deduction:

4,19,20 :hand IS2 (hand, AND

1 P 21)
(obj WHICH Action(haveaspart, <by john>)))
21 thand IS2 hand (22)

1

whereby it has been determined that th and is a hand in the
primary sense of the word. Also:

21 thand IS2 (obj WHICH Action(haveaspart,

<by john>)) (23)
3,23 Holds(Action(haveaspart, <by john obj

:hand >)) (24)

whereby it has been determined that th and is physically
part of John.

In these deductions, supporting axioms which have not been
listed in this paper, but which occur in reference (1), have
not been indicated in the left-hand column. The constant
haveaspart should in fact be a new expression, or
set equal to such an expression, in a fully developed system.

Discussion. We have tried to show, through the selec-
ted example, that the operation of relatively complex program
can be characterized with high precision using the notation of
predicate calculus (with some carefully chosen amendments) and

a relatively small number of axioms. The machinery shown in
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this paper makes heavy use of material in reference (1) which

is useful not only for disambiguation, but also for other pur-
poses such as question-answering. The following items are needed
specifiecally for the disambiguation task:

The relations M A YME AN, OFMEANING, and
Plausible

i

Axioms 1,2,4,5,6 (where 6 should be generalized into an axiom
schema)

Plausibility information in the data base, such as in axiom 13

Information about the possible meanings of OF-expressions, such
as in axiom 15.

Of this, the items that have to do with MAYMEAN and
Plausible can be used for other disambiguation as well
(such as composite nouns:"glass bottle', "horse shoe'", "alligator
shoe", ete., or for finding referents of pronouns). The relations
Ofmeaning and the items associated with it can of course only

be used for the purpose discussed in this paper.

We have chosen this particular example, disambiguation using com-
- monsense information, in ordelr to emphasize that the method cf
modelling a program through a' deductive system is not limited to
the manipulation of logical truth, but can also be used for ope-
rating on heuristic information. The deduction itself is of cour-
se precise, just like the operation of the program that we wish
to model, but the assumptions and the conclusions in the deduc-
tion have a heuristic content.

The reason for doing this formal exercise 1s to structure the
problem. It is useful before one write the program: the forma-
lization is a blueprint for the program. It specifies what de-
ductions the program must make, but does not specify exactly

h o w they shall be done - that information must be added

wvhen the program is written. The formalization is also useful
afterwards, as a documentation of the programm, an aid at debug-
ging, and a means to compare its capacity with other programs.

It might be argued that the example here is all very well, but
what happens when s e ver al  plausibility statements
have been used in a deduction? Presumably at some point one
would like to cut off the deduction and say '"now the plausibi-
lity has been eroded so much that we do not wish to continue'.
How could this be done formally? One answer is obvious: in

the same way as a program would do it, i.e. by keeping track
of the accumulated uncertainty as the deduction goes on.
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For a simple sclution, the relation Pl ausible coula
have an additional, numerical argument, which is an estimate of
the plausibility.

The formal description of the program should enable the reader

to determine what the program can do, by performing the deduc-
tions manually. The present paper is not a formal description

in this sense, partly because we have chosen to omit some for-
mal detail, and partly because we have had to refer to referen-
ce (1) to keep the paper small, while at the same time our nota-
tion has been modified somewhat since my paper (SANDEWALL, 1972)
was written. However, it is hoped that the degree of precision

in this paper was sufficient to convince the reader that 100
percent precision in a useful program description can be achieved.

In the specification of the OF procedure and at some other
points, we have used some informal comments together with the
formal machinery. We foresee the development and use of a set
of formal operators, which can be used in the specification of
procedures associated with "The'", "OF", etc., but we want to
postpone that work until we have more experience with what ope-
rations are needed in such procudures.
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DIE VERWERTUNG NEGATIVER INFORMATIONEN BEI DER LOSUNG VON

PROBLEMEN !

V. BRICHACEK, Z. ZASTAVKA

Bei der Analyse der Beziehungen zwischen der L&sung von Pro-
blemen und der Ausnutzung der erreichbaren Informationen zeigte
sich, daB positive Informationen meistens besser verarbeitet
werden:als negative Informationen.

Unter positiver Information wird verstanden, daB eine bestimmte
Aussage zur Menge der kritischen Aussagen gehdrt. Von negativer
Information wird gesprochen, wenn eine bestimmte Aussage nicht
in die. Menge der kritischen Aussagen gehdrt.

Als erster analysierte HOVLAND (1952) systematisch diese Fest-
stellung in Untersuchungen zur Begriffsbildung. In seinen weite-
ren Studien zeigte sich, daB8 die Reihenfolge positiver Informa-
tionen vorteilhafter ist als die Aufeinanderfolge gemischter
oder rein negativer Informationen (HOVLAND, WEISS, 1953). Die
Ergebnisse werden dadurch erklirt, daB der Mensch Informationen
besser verarbeitet, die aussagen, was zu einem bestimmten Be-
griff "gehdrt", als solche, die zeigen, was zu dem Begriff
"nicht gehdrt".

Khnliche Ergebnisse kdnnen auch in den Untersuchungen von
HAYGOOD und DEVIN (1967), von ANDERSON und GUTHRIE (1966),

von BOURNE und GUY (1968) und von SCHWARZ (1971) gefunden werden.
Die Studie von FREIBURG und TULVING (1963) zeigt aber, daB Ver-
suchspersonen widhrend des Trainings relativ besser lernen, ne-
gative gegeniiber positiven Informationen auszunutzen.

In unserer Forschung befaBten wir uns mit der Uberpriifung der
Befunde iiber die Verwertung negativer Informationen bei der
Lésung von Problemen in etwas anderen Situationen als in den
angefiihrten Studien. Gleichzeitig stellten wir uns die Aufgabe,
ausfiihrlicher zu analysieren, wie die negativen Informatiomen
verarbeitet werden und welche Fehler am h3ufigsten sind. Unsere
Forschung hatte also zwei Ziele: zum einen untersuchten wir,

ob die Befunde iiber die Verwertung negativer Informationen auch
auf andere Arten experimenteller Situationen verallgemeinert
werden kdnnen, zum anderen bemiihten wir uns, die verschiedenen
Formen der Ausnutzung negativer Informationen bei der Ldsung
von Problemen n#her aufzuschliisseln.

1 Deutsche Ubersetzung von A. KARST, Prag
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