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Introduction

One of the objectives of artificial intelligence rescarch
is the creation of a robot which is able to behave intelligently

in the real world. The robot must e.g. be able to predict,

- through logical inference, the consequences of its actions in

the énvironment; and by the use of that ability; it must be

able to teke the right actions to attain given goals. It should
also be able to communicate with =2 humsn; to state its beliefs
about the environment; and to make use of a&vice_(for how to
aettain given goals) that the human maj give. In the initial
stages of work towards such a robot, it‘may be,desirable; dr 
even‘necessary to let the "intelligence™ "live™ in an artificial
universe, which is simulated inside the computer. Th¢ reasons -
are obvious: first we need not worry about the hardﬁaré interfac¢
between the computer and the real ﬁorld; and sécond, an

artificial universe can be made very simple,

In this memo, we shall describe # class of artificiai‘universes,
which may be used as play-grounds for»primitive,robot—type‘
programs. Such artificial universes would be used by progreams
that consist of two parts: one simulator of the universe and

one agent théh "lives" in the universe: observes it, end takes
actions in it. There must be a two~way communication between
these parts: facts about the universe are sent‘ﬁo the agent, and’
conversely, the simulator is sometimes influénced by the output

of the agent.



Our artificial universes are designed to have somé features

’ thatiare characteristic of the physical world, namely, space
and time. This would make the work more significantvfor
real-world robots. The simulator operétes, thereforé, on &
two-dimensional picture which is updated in discrete steps of
time. Between each updating, the agent would be permitted to
do a certain, restricted quantity of reasoning (this quantity
should be so small that thec agent is not able to figure out
the environment completely) and to indicate its actions, if

any.

The class of universes is so wide that the complexity, and
therefore, the difficulty of the agent's environment can be

varied within wide limits.

The system can be fancied up in many ways. For example, we can
decide to assign a position in the picture to the agent. The |
picture would contain some component which "is"™ the representation
of the agent. The agent can then perform actions cnly in the

part of the picture where ip (its representation) "is", but

this includes an ability to move "itself" around.

Thic mewo isonly concerned with the selection of the environment,

and we do not even begin to consider the important problems in

the construction of an asgent that lives. in the environment.




1. Proposal for the environment

It is desirable that the enviromment shduld opé‘rat‘e 1n discrete
steps of space and time, because this ﬁakesfitpeasief td ﬁanipulate.”
The development on the board in a gdme liké éhess or checkers is
an éxample of éuch a world. However, the probleﬁAih é bqard éame,
is not very similar to the‘simplest'of the problems é robét  
encounters. The robot's world is meéhanistic:,the robot tilts
the stool, so that it falls, so that the box. oﬁ the‘ stool falls
to the floor. On the board there are no such chalns of cause and
effect: a plece is moved if and only 1f a player moves 1t The
robot's world is 1mpart1al the robot may take seVLral unlts of
tlme to turn around in order to get through a gate, and the gatel
will stlll be there. On the board, cverythlng that happens mst
be understood from the game's character of encounter, and all
plans for action must con31der the compllcatlon that the opponent,

will try to obstruct the plan.

It is true that artlflclal 1ntelllgences w1ll éventuélly be
requlred to face an opponent (at 1east 1n some appllcatlons),

Cbut it seems wise to glve the agcnt the favor of a non-hostlle ; i¥ 
’env1ronment to begln w1th Th1s favor can be w1thdrawn later,r
after tcchnlquea developed from work w1th game—playlng programs
have been 1ncorporated 1ntQ the agent,_ . f |

For these reasons, we select tb use. a.cellular'aﬁtoﬁatonj(originally-
deflned by von Neumann, /1/) as a unlverse. A ccllular autcmeton -
is an infinite chcckerboard where at each p01nt in tlme, eabh '

squa:e (cell) is in one of a‘number of‘stateso.There is & next-

state function which‘détermines the state of a square‘s at time -



t+1 from the states of s and its neighbors at time t.

We can obtain a finite subset of the board:to work with by
"fencing in" é part of the board with a ﬁwall" of cells whose
state is constant and independent of the states of its neighbors.
Everything that heppens inside this wall will then be independent
of anything that happens ocutside. We shall call the area inside

the wall, the picture.

A variant of the cellular autometon would have a next—séate
function which operates in a fashion similar to the Gaués—Seidel
valgorithm, i.e. which considers the states of some neighbors

at time t, and of some neighbors (alreadyiupdated) at time t+i;
With this variant, we can create effects like having a "beam of
light” extend across the whole beoard from‘oné step in time to
the next. For its greater richness, we shall prefer to use this

variant.

What néighbors are to be used by the next-state functiop?
Obviously,:at least for some‘states s, some neighbors must have
an effect, or the history of each square would be independent
from that of the cthers. It might seemknatural tc select the
neighbors immideatily above, below, to the left, and tqgthé
right, according to the following spider:

X
XXX .
X

Using the Gauss-Seidel variant here would give & next-state

function on the form




s(i,j,t+1) =

F( S(isj-lst+l), S(i"lajst"'l)’ S(i,j,t), S(i""l,j,t), S(i,j+l9t) )

(%)

where s(i,j,t) is the state of the square Sij at time t. However,
this next-state function would destroy the left-right symmetry
(for instance, an instantaneous beam could be sent upward or to
the right, but not to the left or downward). The alternative is

to select neighbors by the spider

X_X
X
XX
which corresponds to a next-state function like ‘ q e
i ¢
| | ‘f 3
sti,jstaa) = e T )

F( s(i-1,j-1,t+1), s(i+1,j-1,t+1), s(i,j,t), s(i-l,jfl,t),
s(i+1,j+1,t))
For example, suppose O and 1 are states, and F satisfies
(x)(y)(z) F(x,1,0,y,2) = 1.

On a board that consists essentially of O's one singlé square
in state 1 at time t will cause, at time t+l, a beam of 1l's
which extends towards "north-west” at least until it reaches a

square that was not in state O at time t. -

Suppose for a moment that the squares on the board are painted
black and white checkerboard‘style. With the next-state function
operating on an X-formed spider, anything that happens on black

squares is independent of anything that happens cn white squares.

(#) with x-coordinate i and y-coordinate j.



Therefcore, we can let the program restrict its attention to

one of those two sets of squares.

- Thus our proposal for a class of universes for the AI prograr
is: the histery of the "black" squares cof a finite subsct of
a cellular sutometon, "Gauss-Seidel" variant, whose next-state

function relies on the states in an X-formed spider.

What actions shall we permit the agent to take? The crudest
choice is to give the agent the power of changing the state of
at most one square (of its own choice), at each poiﬁt in time.
A small refinement is to restrict the "reach™ of the agent to
the immideste vicinity of some moveble vehicle in the picture.
In these ceses, the action of the agent completely over-rides
the next-state function. It is possible that, for some purposes,
we will desire to let the next state be dependent on both the
previcus and surrounding states, and the output of the agent,

so that the output signal of the agent enters F as a sixth

argument .

In the rest of this memc, we shall:

1. Describe one particular universe, which might be a suitable

environment for an agent;

2. Describe a second cellular-automaton universe, which is
not a suitable environment for an agent, and discuss the

criteria for a good environment.

i



2. Desciption c¢f one universe

We shall describe a very simple universe with four states (%).
The sceneries in this universe can be visualized in terms of
"signals" which cen slide "down" (i.e. toward south-west or

"meet™ and

south-east in the picture) along "paths™; which can
"split" at branchings of and intersections between these paths;
and which can vanish when the end of the path is reached. The

universe shall have a complete left-right symmetry.

The next-state function g is of this universe is defined in a

COMIT-like notation. Let us define a transformation as an

expression of the form

Such a transformation shall mean g(a,b,c,d,c¢) =n =g(b,a,c,e,d).
A transformation can be applied to square (i,j) at time t if

either of the following twc conditions hold:

s(i-1,j-1,t+1) = a, and
s(i+1,j-1,t+1) = b, and
(1) s(i, j, t) = c, and
s(i-1,§+1,t) =4, and
s(i+l,j+1,t) =-e
.(2) Thé transformation‘ EC:. == n can be applied

to the square (i,j) at time t according to

condition (1).

(#) besides the state that mekes up the "wall". -




O.

The next-state function g is defined by a sequence of trans-
formations. s(i,j,t+1) shall be the fight—hand side of the
first transformation of the sequence, which can be applied to

the squere (i,j) at time t.

We use the symbols +, =, and ¢ as variables in the transformations.
If one variable occurs several times in one transformation, it
need not be matched against the same stete in all positicns.

Thus the transformation

¢ ¢

¢o¢ ==- o (where o and s are states) can be

specialized to the case B0

[$)]
(0]

The four states are

o (the "blank state")
x (which forms the paths)
s (which is used as & signal)

e (an "excited" state, used e.g. when a signal changes

direction).



9.

The next-state function g is defined by the following sequence

of transformations:

505 == (o]
5.8
X ==- x
¢¢
¢ s _ .
+x¢ ==- s if + stands for x or s
)
S5 = e
-
zsf ==— 3 if + stands for x or s
= o
o
+= = o if = and + are both different from o, and
o o at least one of them is x.
"o

On the following pages, a number of computer-produced histories
in this universe are displayed to show main things that can
happen. The program (which was written in LISP) is available
from the author. - In the figures, the state o is represented

as "°7?°



'Read first the leftmost

column from top o

" bottom, then the second
. column, '

Thé gignal travsls

~ downward along the path,
, 3

one level for each sten

‘ in tine. -

- When it reaches the end

of the path, it goss intc
the excited sinte (it

is dangling
but eventusil

A path with no signal ia
of courss constant in

time.

. Due to the symasiry of

the next-stste functiown,

vertical axis.



In a "curve"y the signal goes into the "excited"
state E; then goes back to S and proceeds. As
compared to the signal that goes the straight
path, the signal i'm is delayed one time unit

in the curve.

In the xsmpr egent's tbirking, the overall
view will very often be sufficient. It is
important that the ageni, shall be able to

‘lodk away from the "local disturbances" of e.g.
excitation mto E state.

T



In a "curve" the signal goes into the "excited"
state E; then goes back to S and proceeds. As
compared to the signal that goes the straight
path, the signal im is delayed one time unit
in the curve.

In the mmmpu agent's thimfing, the overall
view will very often be sufficient. It is
important that the sgent shall be 2ble to
lock awsy from the "local disturbances" of e. B
excitation into E state. : :
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In simple "intersectiocus™
1like these, one signel will
aplit into two.

The lower signal bn the “irst
plcture to the left, vswisae
rremsfurely beceuse it has

, hit the "wall” around tho

picture. (in the DTOgras
that produced these pictures,
the bourdary conditicns are
handled somewhat non-stricily).



NIt ‘ ' Two“signals thatiarrive simil- - .
‘ ‘taneously, amnihilate.
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This slightly morse

+ complicated intersection
- lets through signals

(from either direction!)

"in grossly the sane way

as the simple intersactic .

There are some "local

- disturbances”in the right-

hand columm, but there is
no delay when the signsl

passes through the inter-
section. \



The srms iglerssciion dues
functlion differently whsn
two signals mest in the
intersection: In the simplc
intermeotion, trey would -
have annihilstec.
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Putting iwo such side~paths
in the same intersection, we
obtain the same process on

both sides, as we saw on one
side on the previous sheet.

i



A eignal falling into a

- "ditch" creates an

o8cillating structure: a
constant E in the botionm,
and an osocillating S-E
above it. i ;

[ ]
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The 3-E oscillator cen be
extended by sncther
signal, which comes in
in the right phase., In
the left-hand column, the
signal comes wrong and

is lost, '



The same phenomenon appears
again. Oscillating stacks of
indefinite length can be built.
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Irrespective of phase, a sigiui
coming from the other direction
Hes no influence.



3. A second exemple, and the restriction to entropic universes.

Let us consider the following simple cellular autcmaton of the

"ordinary" kind (not the Gauss-Seidel variant):
States: 0,1
Next-state function: h(a,b,c,d,e,) =

if ¢=1 or atb+d+e is odd then 1 else O

If a square has once attained the state 1, it will stay there.

In this world, therefore, any initial figure of l;s will grow
larger and larger, and develop intricate patterns (see illustrations
following page). |

(h)

This universe' ‘is different from the universe(g)of the previous

section (with next-state function g) in several ways:

(1)  Everything interrelated. In the g universe, it is possible

to have in the same picture, several signals with some
distance between them; and these signals will then nainly
be unrelated, so thatAthey can be studied one at a ﬁime.
(This is especially possible if we use a larger picture
thaﬁ>in the above ekamples)a In the h ﬁniverse,on the
other hand, changes of state take place along the whole
circumference of the: growing corpus, and it does not seem
possible to isclate semi-independent subsystems in the

picture.



«




(2) No entropy. In the g univefse, new "independent subsystems
~ of change of state" can occasicnally be created (e;g,-when

a signal branches in an intersection), but such subsystems
will also die off (e.g. when a signal reaches the bottqm
of a path). Therefore, there is no risk that the whole
picture shall eventually be covered by activities. Iﬁ the
h universe, there is no such "entfopy". One disturbance in
the area where growth tzkes place (which is the interesting

area) may be able to perpetuate itself indefinitely.

(3) Low predictability. The simpie, characteristic facts

about the g universe‘(signals follow paths; signals go
downwards with constant speed) can be used for crude
guesses about the future effects of possible actions. We
must of course have more facts for a goéd description
(e.g. "signals are delayed one time unit in curves”),
but the simplest facts can be used, e.g. to eliminate
all those suggested actions for attaining a given goal,
which are clearly irrelevant to the goal; In h, theré do
not seem to be such broad ruleé: cne small disturbancé
in the growth area mey have farreaching effects, but the

exact character of the effects depends on the circumstances.

In all these three aspects, universe h seems to offer more’
difficulties tc the agent than does universe g.‘Furthermore,
as g type universes are eesier to conceptualize and to reeson
sbout, it can well be claimed that they are more relevant tc

our work.




s

ok,

Let us introduce the adjective entropic for & universe which
houses reasonably predictable subsystems of change of state;
subsystems which do not interrelate too heavily; which do not
breed too fast, and which die off fast encugh to keép the picture
clean and easy to understand. Clearly, entropic uni&erses are

the ones that arc the most suitable as playgrounds for artificial

intelligences.
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