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Abstract: We propose a view of embodied representations that is alternative to both
symbolic/linguistic approaches and purely sensorimotor views of cognition, and can
account for procedural and declarative knowledge manipulation. In accordance with
recent evidence in cognitive neuroscience and psychology, we argue that anticipatory
and simulative mechanisms, which arose during evolution for action control and not for
cognition, determined the first form of representational content and were exapted for
increasingly sophisticated cognitive uses. In particular, procedural and declarative forms of
knowledge can be explained, respectively, in terms of on-line sensorimotor anticipation
and off-line simulations of potential actions, which can give access to tacit knowledge
and make it explicit. That is, mechanisms that evolved for the on-line prediction of the
consequences of one’s own actions (i.e. forward models) determine a (procedural) form
of representation, and became exapted for off-line use. They can therefore be used to
produce (declarative) knowledge of the world, by running a simulation of the action
that would produce the relevant information. We conclude by discussing how embodied
representations afford a form of internal manipulation that can be described as internalized
situated action.

1. Introduction

In recent decades the debate on representation in cognitive science and philos-
ophy has been focused on two extremes: on the one side, arbitrary (linguistic)
symbols and symbolic reasoning, and on the other side (representation-poor or
representation-less) sensorimotor skills. This is unfortunate, we believe, since it
could be the case that most cognition actually happens in the wide intermediate
space between them, and is supported by processes that are neither symbolic or
linguistic, nor purely sensorimotor. This is the realm of embodied representations,
which are neither mere ‘copies’ of the external reality nor (linguistic) symbols, but
can be internally manipulated (before or instead of acting in the external world)
and used for most cognitive operations, including reasoning and planning. For
example, a mechanic can assemble and dismantle a motor in her mind before doing
it in practice; an interior designer can compare, in her mind, different possible
arrangements of the furniture in a room by considering their shape, colour and
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size, and we all frequently mentally compare multiple paths to get home and select
the shortest one, or the one with less traffic. The ability to manipulate internal
representations is not exclusive to humans, however. Other animals, which do
not use language, can internally imagine and compare multiple possibilities for
action, for example several navigation paths, before attempting them in practice,
and systematically predict the long term effects of their actions, in order to select
from short-term and long-term goals, and to avoid potential dangers (see Pezzulo,
2008 for a review on this topic).

How do these representational processes work? Which (brain) mechanisms
support them? In this paper we propose a naturalistic account of representation
inspired by the action-based view of cognition, the idea that cognitive phenomena have
a situated and embodied origin and retain the same nature even for higher-level
cognitive abilities. This idea is currently gaining consensus in the fields of cognitive
neuroscience and psychology thanks to a great deal of supporting empirical data,
including evidence that sensorimotor areas in the human brain are activated during
‘higher-level’ cognitive tasks such as memory retrieval and language processing
(Barsalou, 2008; Carpenter et al., 1999; Gallese, 2003; Glenberg and Kaschak,
2002; Pulvermüller, 1999; Scorolli et al., 2009). For example, it has been shown
that salient properties of objects such as their appearance and use, are represented
in the sensory and motor brain areas that were active when that object information
was acquired (Martin, 2007). To explain these findings, which are difficult to
accommodate in the traditional view of representation in cognitive science, it has
been suggested that these processes are supported by embodied representations which,
unlike traditional symbols, arise in modality-specific systems in the brain and not
in amodal modules. At the same time, as with traditional symbols, embodied
representations can be internally re-enacted and manipulated (Barsalou, 1999).

Another influential stream of research is focused on the fact that the same neural
circuits underlie a diverse range of individual and social cognitive capabilities, such as
action execution, understanding the actions of others, imitation, perspective taking,
and communication. In all these cognitive phenomena a crucial role is played by
common anticipatory and simulative mechanisms, which permit the prediction of the
effect of one’s own actions as well as that of external events, by re-enacting the
sensorimotor brain mechanisms originally serving for situated (inter)action, and
provide common representational structures for such individual and social cognitive
capabilities (Arbib, 2002; Decety and Grèzes, 2006; Iacoboni, 2003; Rizzolatti
et al., 2001; Wolpert et al., 2003).

Overall, based on the afore-mentioned evidence (and others), an action-based
view of cognition is emerging which considers a substantial part of thinking and
cognition to be dependent on motor processes, the most important mechanism
of which seems to be the re-enactment of the motor apparatus ‘in simulation’
(Grush, 2004; Jeannerod, 2001, 2006). Mental simulations realize covert forms of
action and perception: they exploit the same neural machinery of goal-directed
action and perception, though in the absence of external stimuli and without
any actual movement, and permit engagement in simulated interactions with the
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external environment. This simulation produces a motor understanding of objects
and events which differs from a mere perceptual understanding, since it permits
an immediate ‘grasp’ over entities of the external environment, including other
people, in terms of one’s own bodily states or dispositions and possibilities for action
(hence the name action-based). This kind of ‘direct’ understanding apparently
resembles the concept of affordances in (Gibson, 1979). One fundamental difference,
however, is that it does not rely on direct perception, but is produced by internal
modelling and the re-enactment of motor processes and/or of bodily states (see
Pezzulo and Castelfranchi, 2009). Since these processes include both embodied and
representational aspects, we call them embodied representations, and consider them an
alternative to traditional symbolic/linguistic representations.

1.1 Three Theses
The first objective of this paper is to clarify the origin and nature of embodied
representations. We trace the roots of representation in pragmatic, situated activity
and its anticipation, arguing that anticipatory and simulative processes determine
representational content:

an organism’s knowledge and representation ability originates from—and is grounded
in—anticipation of sensorimotor interaction.

The core idea is that representations develop from the results of action-control
mechanisms that project different courses of action into the future, and retain
the same embodied format even in their more sophisticated forms. For example,
knowledge of the weight of a cup of wine is coded in the procedural, interaction-
oriented format that serves to grasp and lift it. Nonetheless, we argue that such
grounded representations can be detached and reused outside their original context of
acquisition. Indeed, most of our knowledge, and particularly declarative knowledge,
cannot be tied to any particular context of action. For example, the belief ‘the cup
is half full’ can support different (proximal or distal) actions and decisions, such as
drinking, deciding to buy more wine, or using the cup as a paperweight. How is it
possible to pass from the ‘motor grasp’ offered by procedural representations to the
more complex and open-ended ‘epistemic grasp’ over reality offered by declarative
knowledge?

We argue that one critical step is the reuse of the same mechanisms used for
action control off-line, in simulation of action and perception (i.e. imagining lifting a
cup). This permits embodied representations to be elicited in the same way they are
elicited in actual action, but produces declarative knowledge (i.e. knowledge that
the weight of said cup is such and such) and makes it available outside the original
sensorimotor context. Therefore, the second thesis of the paper is that embodied
representations provide a satisfactory account of both procedural and declarative
knowledge representation:
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anticipatory mechanisms, as used in situated action execution and control, produce
procedural knowledge; their re-enactment (in simulation of possible situated action) can
produce declarative knowledge.

Finally, we discuss how such declarative forms of knowledge enable sophisticated
forms of cognition and internal manipulations that differ substantially from symbolic
manipulations of arbitrary tokens, or ‘symbol crunching’, implemented in traditional
AI systems (Newell and Simon, 1972):

embodied representations afford a form of internal manipulation that can be described as
internalized situated action.

A terminological note: the terms ‘anticipatory mechanisms’ and ‘simulative mecha-
nisms’ are sometimes used as synonyms. Here we will refer to anticipatory mechanisms
as those (motor) brain structures that allow the on-line prediction of the effects of
one’s own actions or other regularities in the environment. We will instead refer
to simulative mechanisms (or, as a synonym, emulative mechanisms) as those that allow
anticipation on a longer time scale based on the re-enactment of anticipatory mech-
anisms (for example, for planning and realizing distal effects). These mechanisms
are used off-line (e.g. to simulate possible future actions, or counterfactuals) and
can produce long-term predictions by ‘chaining’ multiple short-term predictions
(and at the same time inhibiting motor commands). Throughout the paper we will
consider internal forward models (Wolpert and Ghahramani, 2004) as prototypical
exemplifications of anticipatory mechanisms (if used on-line) or simulative mecha-
nisms (if used off-line). We will argue that in both cases embodied representations
are produced whose representational content consists in anticipation of the effects
of interactions, including their goals.

The paper is structured as follows. In Section 2 we discuss three possible
approaches to the naturalization of representation: the sensorimotor view, the
recoding view, and the action-based view, and review the relevant empirical litera-
ture on how representational processes could be implemented in brain mechanisms.
In Section 3, Section 4, and Section 5 we discuss the three aforementioned theses.
In Section 6 we draw our conclusions and discuss the transition from embodied to
linguistic representations as two steps of a process of ‘internalization’ of the external
reality.

2. Naturalizing Representation: Three Approaches

Recently there has been a renewed interest in the situated and embodied roots of
thinking and cognition not only among those researchers who tend to deny the
existence of representations, but also among those who consider cognition to be
essentially based on internal manipulation of representations (Clark, 1998). As a
consequence, there have been a number of attempts to reformulate the traditional
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concept of representation used in philosophy and cognitive science. The amodality,
arbitrariness, and discreteness of these representations have been widely challenged
(see Markman and Dietrich, 2000 for a review). Here we discuss the three
most popular candidate solutions: the sensorimotor, recoding, and action-based
approaches.

2.1 The Sensorimotor Approach
The sensorimotor approach overturns the classical idea of cognitive science that
cognition equates to reasoning, and tends to collapse cognition and sensorimotor
interaction, thus minimizing the role of representation. According to this view, most
(if not all) internalized knowledge exists in sensorimotor format and is grounded
bottom-up in an agent’s sensory states (see e.g. Harnad, 1990). Variants of this view
are the enactive and eliminativist approaches, which tend to view cognition as not
mediated by any representation (Churchland, 1981; Maturana and Varela, 1980).

According to the sensorimotor view and its variants, for situated action and
most (if not all) cognition it is sufficient to ‘enact’ or ‘master skills’, with lit-
tle internalization (or no internalization at all) of the external world (see e.g.
Gibson, 1966; O’Regan and Noë, 2001). Epistemic processes and states, which
are traditionally considered presuppositions for action, are almost totally collapsed
on pragmatic actions: one might argue that there are nonetheless some forms of
implicit information or representation, and this is merely a terminological dispute.

Here an example may help clarify how epistemic processes can depend on
pragmatic ones. In active perception (Ballard, 1991) acting serves also to gather
information, and behaviour drives perceptual processes toward information that is
needed for acting. Organisms, with their actions, modify the environment and in
doing so partially determine their next stimuli, in particular stimuli that are necessary
for triggering the next action.1 Evolution (or learning) has shaped effective action-
perception loops in living organisms, and in most cases this makes it unnecessary
to represent information internally. Current research in evolutionary robotics has
shown that artificial creatures can successfully solve quite complex navigation
tasks (Beer, 1997; Nolfi, 2005) by learning (or evolving) appropriate sensorimotor
routines that allow picking up sensory information at the right time. A related view
is Brooks’ (1991) idea of intelligence without representation: the environment is the best
model of itself and, when needed, information can be accessed via sensors rather
than internally represented. Again, a tight action-environment coupling substitutes
representation and the formation of internal models, and the environment can serve
as a memory, too.

1 This is essentially the objection of Dewey (1896, p. 363) to the stimulus-response paradigm:
‘What we have is a circuit, not an arc or broken segment of a circle. This circuit is more truly
termed organic than reflex, because the motor response determines the stimulus, just as truly
as sensory stimulus determines movement.’
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Figure 1 (a) The action-perception loop in the sensorimotor view. (b) Action-perception loop augmented
with prediction in action-based view

Figure 1(a) shows the action-perception loop in the sensorimotor view. Solid
edges stand for the double causal impact between an organism and its environment:
the organism modifies its environment by acting, and in turn the environment
causes the organism’s perceptions. Dotted edges represent the fact that actions and
perceptions influence each other indirectly; for example, an organism’s actions
partially determine its next stimulus. Overall, the sensorimotor view de-emphasizes
representations and reduces them to internalized sensory stimuli.

2.1.1 Possible Limitations. This view has received several criticisms, in par-
ticular for its difficulty to ‘scale up’ and explain complex cognitive functions
of organisms which go beyond the here-and-now of sensorimotor interaction.
Although it appears plausible that sensorimotor interaction is required for under-
standing those concepts (such as ‘chair’, ‘red’ and ‘heavy’) that have a strong
sensory component, one might argue that it is not sufficient for explaining abstract
concepts (such as ‘true’ or ‘change’), which apparently have a conceptual and not
sensorimotor nature. In addition, this approach is focused on the here-and-now of
interaction and this makes it difficult to account for distal events and goal-directed
action anticipatory effects in purposeful action; that is, the fact that (distal) goals
influence backward (proximal) actions. For example, when grasping a cup of wine
the choice of grip varies depending on the distal goal (e.g. drinking or throwing
it) although this is not dictated by the needs of the current (grip) action. This
effect, which is evident in everyday life, has been studied extensively. In a study
by Rosenbaum et al. (1990) participants were asked to grasp a cylinder (placed
horizontally) and to move it to a target to their left or right, and spontaneously
used overhand or underhand grip when reaching either target with the right or
left end of the cylinder respectively. In other words, subjects selected awkward
hand postures in the holding phase to permit a more comfortable final posture
(this is why this effect is named end-state comfort effect). This study (and numerous
others, see Rosenbaum et al., 2006 for a review) indicates that during movement
planning subjects predict (at least part of) the goal state, including the final limb
configuration, and this (goal) information influences the plan.

© 2011 Blackwell Publishing Ltd



84 G. Pezzulo

2.2 Recoding Approach
An alternative approach has emerged in the literature in an attempt to explain
complex cognitive capabilities: the idea that a recoding from a sensorimotor to
a ‘conceptual’ format is necessary for flexible cognitive processing, and might
happen in increasingly high-level cortical brain areas. For example, Mahon and
Caramazza (2005) describe neurobiological findings that are difficult to explain
using only motor theory of cognition. In particular, the existence of a category-
based memory organization of natural objects and artefacts seems to contrast
with the idea of a distributed sensorimotor, property-based organization (Martin,
2007), and supports the idea of localization of higher-level cognitive functions in
specialized brain areas. The recoding approach denies or minimizes the embodied
and sensorimotor aspects of representation. According to this view, representations
implied in cognition have little (or nothing) in common with those used for
guiding action, for two reasons: (1) recoding changes their status from modal to
amodal, and from sensorimotor to arbitrary format; (2) recoding changes their
status from implicit to (increasingly) explicit, accessible, and communicable. In this
view behaviour can be described as a perception → representation → action pipeline.
Perception transforms sensory stimuli into internal (recoded) representations, the
cognitive system operates on these representations to produce plans, and the action
system transforms plans into sequences of motor acts. Therefore, sensorimotor and
representational processes are distinct; even when empirical evidence (e.g. obtained
with brain imaging techniques) indicates an involvement of sensorimotor areas in
higher-level cognitive tasks, this is a mere epiphenomenon without any causal role.

The process of recoding and the existence of dedicated brain areas for conceptual
representations is close to the view of Karmiloff-Smith (1992) that in cognitive
development, cognitive processing undergoes stages of representational redescription
(RR) in which knowledge in the system is redescribed in increasingly abstract and
accessible forms: Implicit, Explicit 1, Explicit 2 and Explicit 3 (with different levels
of accessibility and communicability). Here the lowest level (Implicit) stands for
procedural knowledge, and the highest levels are amodal and arbitrary symbols that
are explicitly (and consciously) accessible for processing and communication, much
like those postulated in the ‘physical symbol system’ (Newell, 1990) and ‘language
of thought’ theories (Fodor, 1975).

2.2.1 Possible Limitations. The possible existence of dedicated brain areas
for higher-level cognition, and of ‘recoded’ representations in the brain, are
largely empirical and not philosophical problems. Here we focus on three related
philosophical issues instead.

The first problem is that amodality and arbitrariness of representations have not
only strengths, but weaknesses as well. Their strength is that they easily account
for productivity, systematicity, and compositionality (Fodor, 1975), which are key
features of the most sophisticated symbolic capabilities of the human species. Their
weakness is that it is very difficult to explain them in a naturalistic perspective.
The idea that (several if not all) cognitive capabilities involve manipulation of
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amodal representations seems to be too strong and too weak at once. Too strong,
since there is evidence that modal (embodied) representations play a role in several
cognitive capabilities, and thus amodality and arbitrariness may not be required.
Too weak, since there is no real evidence of amodal representations in the brain
(Barsalou, 1999): from an empirical point of view, proving their existence is much
more problematic than assessing embodied representations.

The second problem, which further complicates the first, is that we currently
lack a naturalistic account of the recoding/redescription process, or of how amodal
representations could have arisen, while preserving intentionality and aboutness
(Pezzulo and Castelfranchi, 2007). One possibility, which we discuss in Section
6.1, is a crucial role of language in shaping symbolic representations, but we argue
that this happens on the basis of an already existing ‘representational’ brain substrate
(see Dehaene and Cohen, 2007 on this theme).

The third problem is of a different nature. We think that in traditional cognitive
science (cf. Fodor, 1975) representation has been almost collapsed into symbolic or
linguistic processing. Unfortunately, part of the mystery of grounding resides in the
overemphasis of these explicit forms of representations (Bickhard, 1993). This trend
influenced AI, too, at least in its first decades, but as a consequence several forms
of unboundedness arose such as the frame problem, or the difficulty for an artificial
system to determine which part of its knowledge is relevant, given its current context
and goals (McCarthy and Hayes, 1969). The ‘novel’ cognitive science of the last
two decades has focused instead on sensorimotor or dynamic processes (essentially
non-representational) as the only alternative to symbols and linguistic processes.

In this paper we follow instead a different strategy. We argue that there are
genuine representational processes that are based on embodied representations.
Such processes are sufficient for explaining a wide range of cognitive functions,
including those that are supposed to be the exclusive province of amodal, arbitrary
and explicit symbols, such as planning and reasoning. If this is true, the role of
recoded or redescribed representations, including linguistic representations, can
be de-emphasized. Moreover, we believe that our analysis can help understand
complex kinds of representational processes (mediated by linguistic symbols), which
should be better analyzed in continuity with the simpler sensorimotor processes we
study here. To do so, we introduce the action-based approach.

2.3 Action-based Approach
The action-based approach shares with the sensorimotor approach the emphasis
on organism-environment interaction, and gives a central role to the coupling
between perception and action. However, some of its features make it better
suited to explain higher order cognitive phenomena without postulating any
recoding. Distinguishing the action-based from the sensorimotor approach is an
acknowledgment of the essentially goal-directed nature of action. Converging evidence
indicates that several cognitive capabilities across the individual and social domains,
including action planning and execution, imagery, understanding others’ actions,
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and imitation are essentially goal-directed (Barsalou, 2003; Decety and Grèzes,
2006; Frith, 2007; Gallese and Metzinger, 2003; Jeannerod, 2001; Wohlschlaeger
et al., 2003). For example, empirical findings indicate that goal representations have
a crucial role in the planning and control of action, and action understanding and
imitation are performed at the goal rather than the movement level. Perhaps the
most striking evidence comes from the discovery of the ‘mirror neuron system’
(Rizzolatti et al., 1996; Rizzolatti and Craighero, 2004), which determines a direct,
‘resonant’ understanding of goal-directed action, proximal and distal (Fogassi et al.,
2005) via a significant recruitment of the motor system.

2.3.1 Internal Modelling Supports Goal-directed Action. Overall, these
studies have highlighted that one important part of the epistemic content of objects
and events refers to action possibilities and goals. It is still unclear, however, what
(brain and computational) mechanisms allow this. One idea, currently gaining
consensus, is that goal-directed action cannot be supported by simple stimulus →
response associations, but only by an ideomotor organization of action, which couples
actions with their predicted effects; briefly, by action → effect ideomotor codes.
Crucially, action-effect coupling can be used bidirectionally: actions can be used to
predict sensory effects, and sensory effects to plan, trigger, and control goal-directed
action. Support from this view comes from numerous psychological (Hommel
et al., 2001; Prinz, 1997) and neurophysiological (Kalaska et al., 1997) studies.

To understand goal-directed action it is, however, necessary to further discuss
how such action codes are organized, and how they are selected for execution.
In this sense, the control-theoretic notion of internal models has been proposed
(Kawato, 1999; Wolpert and Ghahramani, 2004), which, when applied to the study
of living organisms, come in (at least) two varieties. The inverse model describes how
the brain learns to control its actions, and the forward model describes how it predicts
the sensory effects of such controls. Specifically, inverse models (or controllers)
calculate the next motor command on the basis of action goals, actual and predicted
stimuli; forward models (or predictors) calculate the next stimuli on the basis of
an efferent copy of the motor command produced by the controller (von Holst and
Mittelstaedt, 1950). Inverse and forward models are analogue to effect → action and
action → effect ideomotor codes, respectively.

A complete agent architecture, which is able to produce a multitude of behaviours
under different contextual conditions, can be composed of several couples of inverse
and forward models, which we call here schemas (Arbib, 1981) (more on this below).
Based on current action goals and contextual conditions, the ‘best’ schema(s) can
be selected for execution and the commands of their controllers executed. Internal
models have been studied in relation to action control (Doya, 1999; Kawato, 1999;
Miall and Wolpert, 1996; Wolpert et al., 1995), visuomotor control (Mehta and
Schaal, 2002), imagery (Jeannerod, 2001; Kosslyn, 1994), stabilization of perception
(Haarmeier et al., 2001), and the realization of fast reaching movements (Desmurget
and Grafton, 2000). Moreover, one key hypothesis bridging individual and social
cognition is that internal models can be used to infer the goals of others in the
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same way in which they support the execution of one’s own goals, thus opening
the door to social abilities such as imitation and mindreading (Frith et al., 2000;
Wolpert et al., 2003).

Overall, internal models produce an augmented action-perception loop: see
Figure 1(b). Perceptual states do not directly influence action (as in the stimulus-
response paradigm), but internal models play a mediating role. In this paper, we
put forward the idea that this mediating role is representational, and in particular,
that internal modelling produces embodied representations (Gallese and Metzinger,
2003; Grush, 2004; Jeannerod, 2001, 2006; Wolpert et al., 2003). Here the idea
is that by internally predicting or simulating actions and their effects we get an
epistemic grasp over the external reality, which is internally represented in terms of
action possibilities and action goals. In Gallese’s (2000, p. 31) words: ‘To observe
objects is therefore equivalent to automatically evoking the most suitable motor
program required to interact with them. Looking at objects means to uncon-
sciously ‘‘simulate’’ a potential action. In other words, the object-representation
is transiently integrated with the action-simulation (the ongoing simulation of the
potential action).’

2.3.2 Internal Modelling Produces Embodied Representations. Figure 2
highlights the differences between a stimulus-response system (a) and one endowed
with internal models (b). In the latter, the internal models realize an inner loop,
which parallels actual sensorimotor interaction and mimics its input-output prop-
erties. Such loops can function on-line with action and off-line. Internal modelling
provides the foundation of the emulation theory of representation proposed by Grush
(2004, p. 1):

. . . in addition to simply engaging with the body and environment, the brain
constructs neural circuits that act as models of the body and environment.
During overt sensorimotor engagement, these models are driven by efference
copies in parallel with the body and environment, in order to provide expecta-
tions of the sensory feedback, and to enhance and process sensory information.
These models can also be run off-line in order to produce imagery, estimate
outcomes of different actions, and evaluate and develop motor plans.

Inner loops are extremely relevant for our analysis since they provide an
internalization of the external reality; or, rather, of certain relevant characteristics

Figure 2 Comparison between purely stimulus-response systems (b) and those endowed with anticipa-
tory capabilities, which run an ‘internal loop’ on-line with action (b), or off-line (c)
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of the organism-environment engagement (see Section 3). Such internalization is
genuinely representational, since it includes indications for future actions and at
the same time affords internal manipulation prior to and independent of any actual
action. In fact, not only is the inner loop active while the agent takes action, but it can
also be decoupled from the original sensorimotor loop and run off-line, in simulation
of potential action(s) to support motor planning, preparation, and imagery (Grush,
2004; Jeannerod, 2001, 2006; Pezzulo and Castelfranchi, 2007, 2009).

As shown in Figure 2(c), in our control-theoretic model, decoupling is realized
by suppressing incoming sensory inputs and inhibiting outgoing motor commands,
while at the same time allowing the inverse and forward models to continue gener-
ating motor commands and predictions. This mental simulation process, which reuses
off-line the mechanisms of on-line prediction, was firstly studied by Jeannerod
(1997) in the context of motor planning, when an action is first simulated off-line,
then executed on-line. Other, related studies (Decety, 1996; Decety et al., 1989;
Decety and Grèzes, 2006) have shown that the timing of observed, imagined and
executed actions is the same, leading to the conclusion that they share the same neu-
ral substrate. Similar results have been reported in classical studies on mental rotation
of objects (Shepard and Metzler, 1971). The most likely conclusion is that the same
action system permits action execution, observation, and off-line simulation, and
so the same representational processes are in play. Therefore, by broadening the
scope of his analysis, Jeannerod (2001, 2006) has argued that actions have the same
content, a motor representation, in all their manifestations: when they are executed,
planned, imagined, or observed, and that in all these cases it is the mental simulation
process that produces the (same) motor representation. This means that motor
representations are detachable and reusable in a number of cognitive processes.

Further evidence that action representations can be decoupled from the current
sensorimotor context comes from studies of frontal and parietal lobe patients.
Schwoebel et al. (2002) reports a patient with bilateral parietal lesions who was
unable to refrain from executing imagined (hand) movements, and was unaware of
these movements. Lhermitte (1983) first described utilisation behaviour in frontal lobe
patients, or the failure to inhibit prepotent action processes (e.g. grasping) elicited
by seen objects. These studies support the idea that mental simulation consists in
an off-line reuse of the same representation involved in on-line motor execution;
in addition, mental simulation may require an inhibitory mechanism, which is
impaired in these patients.

2.3.3 Other Kinds of Forward Models. Up to this point we have focused on
forward models that embed action → effect relationships, but this is just one specific
case. Schubotz (2007) has studied how the prediction of external events that we
cannot reproduce ourselves (e.g. the movements of animals or objects, the listening
of a melody) can be realized by using internal models that predict the exteroceptive
or interoceptive changes these events produce on our own bodies instead of the
effects of our own actions. By using such internal models, we can re-enact models
of our body and its transformations to simulate external events, not limited to actions
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we can actually execute; for example, they permit perceptual predictions and
simulations by modelling changes in the patterns of perceptual stimuli. Coupled
with the capability to discriminate self-produced effects from the rest of sensory
experience (which is based on prediction too; see Blakemore et al., 1998; Jeannerod,
2003), internal models of external events extend our representational power from
the realm of action-related concepts to an ‘objective’ understanding of the external
reality.

2.3.4 Possible Limitations. The studies mentioned above indicate that mental
simulations can enable several cognitive capabilities in the individual and social
domains that are (or at least seem to be) representational in nature. However,
the nature and limits of embodied representations and simulative processes remain
unclear. In particular, consider the popular distinction between procedural repre-
sentation (or knowledge), ‘how to do something’, and declarative representation (or
knowledge),2 ‘knowledge of what is true’ (Anderson, 1993). One might argue that
embodied representations are sufficient for explaining procedural forms of knowl-
edge, but cannot support higher-level cognitive functions such as planning and
reasoning, in which it is necessary to explicitly manipulate knowledge stored in a
declarative format.

Indeed, contrary to the standard view of declarative knowledge as organized
in symbolic structures like semantic networks (Norman, 1970; Quillian, 1969),
embodied representations are realized in motor brain areas and are modal (or
multimodal) and not amodal, and have a dynamic, ‘transient’ (non-enduring)
nature. It remains to be explained whether this view accounts for conceptual forms
of knowledge, and their flexible manipulation. A recent review by Barsalou (2008)
reports empirical support for this hypothesis with a variety of techniques, from
behavioural studies to brain imaging, but at the moment there is ample debate
on this topic. This paper offers some philosophical arguments on how embodied
representations can determine both procedural and declarative forms of knowledge.

3. Embodied Representations and their Representational Content

In this Section we further elaborate the idea introduced in Section 2 that inner loops
are full-fledged (embodied) representational processes. This idea implies an account
of ‘intentionality’ (Brentano, 1985) that differs from the sensorimotor perspective.
According to the latter perspective, internal representations should be grounded
bottom-up: they have to refer to the external reality and be constrained by physical

2 The terms ‘knowledge’ and ‘belief’ are usually used in two senses: the former implicit (e.g.
we act on the basis of implicit presuppositions) and the latter explicit (e.g. knowledge we
use for reasoning and that we can report explicitly). Here we use ‘belief’ and ‘knowledge’ as
synonyms.
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interaction with it. More precisely, to do so they must refer to sensory states,
which cause and permit discriminate among them3. For example, the representation
abc refers to the sensorimotor state xyz if xyz causes abc. According to Harnad
(2001, sec. 26): ‘Symbols must be grounded in the capacity to discriminate and
identify the objects, events and states of affairs that they stand for, from their sensory
projections.’

This bottom-up form of intentionality is sufficient to support the stimulus →
response structure of reactive action, but not the ideomotor structure of goal-directed
action that is instead assumed in the action-based perspective. Internal representa-
tions, like sensory states, merely provide information about the perceptual situation
but do not give any cue about action outcomes, which are necessary for steering
goal-directed action. Therefore, another element is necessary: prediction, and in
particular the kind of prediction of action effects that is realized through internal
modelling. Figure 3 illustrates the different views of grounding of the sensorimotor
and action-based approaches respectively. (a) The sensorimotor view individuates
only a bottom-up pathway of environment-organism causation. (b) The action-
based view is based on the causal-predictive loop realized by internal modelling.
The causal part represents the fact that the representation abc is (totally or partially)
caused by the sensorimotor state xyz. The predictive part represents the fact that one
produces expectations about the effects of one’s own actions (e.g. my sensorimotor
state is xyz and I expect that, as a consequence of my action α, it will become wxz).

For goal-directed action, representations should encode patterns of (potential)
actions and their outcomes; this is a form of motor understanding. In such a view,
representations could be better conceived as indications for action required for an
effective interaction instead of ‘internal copies’ of the external reality (Bickhard,
1993). Consequently, we argue, the primary representational content of knowledge
about objects and events consists of a set of dispositions that entail numerous
expectations. That is, representations are about (external) realities in virtue of the fact
that they afford successful interaction with them and produce expectations of such
interaction effects. In turn, the machinery behind such dispositions consists of action

Figure 3 (a) Environment-organism causation in sensorimotor and causal accounts; (b) Prediction of
action’s effects permits to ‘close the circle’ in action-based view and to realize a causal-predictive loop

3 The role of world → representation causation plays a key role in the informational semantic view
of Dretske (1981) and the teleosemantic view of Millikan (2004), too, who however elaborate
this idea in different directions. We do not enter in the details here (but see Grush, 1997 for a
discussion on this topic).
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schemas whose success or failure confirms their corresponding presuppositions and
expectations and guarantees aboutness of representation. For example, the belief
‘the cat is on the mat’ consists in a set of dispositions, such as ‘if I look at the mat
I will see the cat’, and ‘if I move the mat I move the cat’, whose expectations are
confirmed by action success. However, there is more to the situation. Since action
schemas include numerous control parameters, such as the colour and weight of a cat
or a mat, those elements can be considered part of the content of the representation,
too. This makes it possible to formulate the belief ‘the black cat is on the mat’. As
we will see in Section 4, it is often (if not always) the case that only part of such
content is elicited or used in a given context of interaction. For example, when
lifting an object size knowledge, but not colour knowledge, is typically elicited.

Overall, this is a pragmatist’s account of knowledge and its mental content, based
on the idea that any access to the world’s verifiable structure is mediated by action,
actual or potential, and knowledge verification criteria are pragmatic. At the same
time, the coupling with action schemas explains the causal power of beliefs and
knowledge without postulating dualism. One advantage of this view is that it offers
a solution to the problem of the normativity of representations, since their correctness
or incorrectness depend on pragmatic success or failure, and action success is also
a reality check for their aboutness. Another problem easily accommodated within
this view is misrepresentation: the problem of how one can think anything at all
about something if one thinks something false about it (Grush, 1997). From a
pragmatist’s perspective, representational failure is not a failure of referring to the
external reality, but simply a failure of picking up the best indications for actions.
Such an error can eventually be corrected, as long as the interaction proceeds.
Finally, a relevant implication of this view is that maintaining true representations is
a pragmatic necessity of schemas and not a necessity dictated by cognitive needs. All
schemas that are used in the same environmental conditions tend to have the same
representational content, and no extra cognitive bias (e.g. maintaining coherence
between schemas) is required. Indeed, living organisms are selected by evolution
to produce good indications for action, since accuracy of their internal modelling
processes is necessary for the success of their schemas, and ultimately for their
survival (Bickhard, 1993; Pezzulo and Calvi, 2007).

3.1 Detached Representations
This is not the whole story however. To pass from a simple motor understanding
to a fully representational, epistemic grasp over the external reality, representations
must be detachable from the here-and-now so as to afford internal, endogenous
(not stimuli-driven) regeneration and manipulation independent of the current
sensorimotor flow. One key characteristic of representations is that they are internally
manipulable, and can be used for attempting actions internally, before or instead of
acting in the external reality, and in diverse goal and sensory contexts, i.e. even
outside the context in which they were learned. This necessitates that representations
be (temporarily) detached (or decoupled) from the current sensorimotor loop. At the
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same time, detached representations need to maintain their intentionality and
grounding. How can our account of representation based on internal modelling
satisfy the two apparently conflicting constraints of detachment and grounding?

Although they initially serve for on-line action control, inner loops can be
detached from the current sensorimotor loop, making it possible to run them
off-line; see Figure 2(c). By chaining multiple short-term predictions together, this
mechanism allows simulations of possible goal-directed actions to be generated, or
multiple scenarios to be imagined and compared without executing any actual
action. This elicitation-without-actual-action gives an ‘epistemic grasp’ over the
external environment that goes beyond mere observation since it embeds interactive
elements: it gives reference to possible actions and their outcomes. A complementary
aspect is that, unlike sensory states, predictions and simulations are not only
automatically elicited by external events but can be endogenously generated when
needed. This gives autonomy from the external environment, which is a necessary
precondition for true cognition. For example, it makes it possible to set up and
pursue goals which are not dictated by current affordances.

Importantly, mental simulations of actions are realized with a (partial) re-enact-
ment of the motor processes involved in the same overt actions—a feature that
distinguishes them from related ideas widespread in cognitive science such as
small scale models (Craik, 1943) or mental models (Johnson-Laird, 1983). As dis-
cussed in (Pezzulo and Castelfranchi, 2007, 2009), internal modelling loops could
have originated for the purpose of adaptive interaction of the organism with its
environment and not for cognition. The process was then exapted for realizing
increasingly sophisticated representation-based cognitive tasks. For example, pre-
dictive capability could have originated in the need to compensate for feedback
delays (Desmurget and Grafton, 2000) and then became used for anticipating future
relevant events. Similarly, the ability to run off-line simulations during action
preparation (Jeannerod, 2001) or for forecasting future dangers (Damasio, 1994)
could have been exapted to allow endogenous internal manipulations, such as
reasoning and selecting distal goals, which are the hallmark of representation-based
cognition. Although off-line inner loops have gained increased autonomy from the
here-and-now, due to their origin as control mechanisms they maintain reference
to (possible) situated action, and their basic functioning remains the same (e.g. they
allow comparing predictions and perceptions). For this reason they remain grounded
and constrained by the external environment.

3.1.1 What Counts as a Representation, and What Does Not? We have
argued that representations are dynamical processes produced by the re-enactment
of sensorimotor brain structures. However, this does not mean that all dynamical
processes are representational. For example, central pattern generators (Grillner,
1981) and attractors in dynamical systems (Port and van Gelder, 1995) are not
representations. These steering mechanisms cannot be decoupled from the current
sensorimotor context and cannot be used as representations to stand in for something
else, or internally manipulated instead of acting directly on the external environment.
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Similarly, internal states such as retinal images, internal (hidden) units of neural
networks, and endogenous regenerations of perceptual stimuli, although they
(often) co-occur with external events, should be called ‘information states’ and
not ‘representations’, unless they also afford detachment and internal processing
independent of the most immediate action affordances.

4. An Action-Based View of Procedural and Declarative Knowledge

We have argued that inner loops, having the two characteristics of detachment and
grounding, are prototypical embodied representations, grounded in the motor system
but which nevertheless afford internal manipulation. The aim of this section is to
clarify how such view accounts for procedural and declarative forms of knowledge.

In order to frame the discussion, however, it is necessary to draw a more
complete picture of the functioning of inner loops for goal-directed action, and to
extend the schema model introduced in Section 2 to account for more complex
motor programs such as drinking a cup of wine. It is in fact implausible that such a
motor program is realized by one single schema. It has been proposed that the brain
maintains a vocabulary of actions that provide basic functionalities such as finding,
reaching, grasping and lifting a cup, and that such actions can be recombined flexibly
(Fadiga and Craighero, 2004; Rizzolatti et al., 1988). In a schema-based view, we
can treat each basic action as a set of schemas that can realize the action’s goal under
different contexts. Figure 4 illustrates a sample schema-based computational model
for drinking a cup of wine which is composed of two sets of perceptual schemas
(top) and five sets of motor schemas (bottom); (see Fagg and Arbib, 1998; Pezzulo,
2009; Pezzulo and Calvi, 2006; Roy, 2005 for related schema-based models). Sets of
schemas are required since their parameters can be specialized for different sensory
contexts (e.g. lifting full or empty cups, grasping big or small cups, etc.). Both
perceptual and motor schemas can be conceptualized as coupled inverse and forward
models, as in Figure 2(b); the difference is in the inputs they receive (as a rough
approximation, visual for perceptual schemas, and visual, tactile and kinaesthetic
for motor schemas) and the effectors they govern (as a rough approximation, head
and eye movements for perceptual schemas, and arm and hand movements for
motor schemas). As shown in the figure, each schema can be dissected into simpler
schemas; for example, grasping involves grip preshaping, hand rotation and hand
closure. For the sake of simplicity here we focus on coarse-grained schemas.4

One important aspect of this computational architecture is that schemas compete
for selection, the reason being that access to sensors and effectors as well as to the

4 It is widely accepted that action control structures are arranged in a hierarchical fashion, with
more abstract and effector-independent schemas at the top, and motor programs for muscle
movements at the bottom of the hierarchy (Hamilton and Grafton, 2007). For the sake of
simplicity here we do not consider this aspect (but see Haruno et al., 2003).
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processing capabilities of the brain is limited. For example, it is impossible to look
in two different directions at the same time, or to drink and throw the same cup of
wine at the same time. For this reason, only a few schemas get the chance to be
selected. The higher their activity level, the higher the chance of selection. In such
computational models, activity level accounts for both the ‘achievability’ (i.e. how
much the schema is expected to be successful given the current context) and the
‘desirability’ (i.e. how much the schema’s goal is desirable given the agent’s current
internal motivations) dimensions. To account for the ‘achievability’ dimension,
schemas are activated in two ways: (1) when their forward models generate accurate
sensory predictions (compared to actual stimuli), and (2) when other schemas create
the appropriate contextual conditions and activate them (dotted lines in Figure 4).
This mechanism should ensure that active schemas are closely tied to the current
context. Biological systems have other sources of activation, too, that account for
the ‘desirability’ dimension, most notably their motivations. For example, thirst and
the desire to hit somebody bias the selection of drinking versus throwing schemas.
For the sake of simplicity we can assume here that one action goal (drinking) is
active, and the problem is how to select the right sequence of schemas to realize it.

Another key aspect is that active schemas can input other schemas, and so transfer
information to them (solid lines in Figure 4). For example, perceptual schemas can
provide information about cup location, size and orientation to appropriate motor
schemas. This aspect is important in regulating schema sequences, but it also has
epistemic effects, as we will see.

4.1 Procedural Knowledge is Implicitly Produced when Acting
The goal-directed structure of schemas makes it possible to reverse the classical
perception → representation → action pipeline scheme. Since actions produce expec-
tations, knowledge is not only a presupposition of action, but can be discovered
by acting, too. For example, lifting a cup gives weight information and affords its
categorization it as ‘full’ or ‘empty’. The process through which this occurs involves
the formulation of expectations based on prior knowledge and their verification
through action. In Bayesian terms, this is a generative process which goes from priors
to posteriors (Friston, 2003; Wolpert and Ghahramani, 2004).

Figure 4 Drinking a cup of wine: a schema-level view
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Suppose that someone provided with the above computational/neural architec-
ture wants to drink a cup of wine (we focus on the lifting part). Suppose that the
cup looks empty (or one is told it is). Such visual (or linguistic) information may
lead to the selection of the appropriate internal models, which govern the lifting
of full versus empty cups, and which, in turn, will predict different sensory weight
effects on the acting body parts.5 This prior (visual) information can be continuously
updated and integrated based on new evidence. One source of evidence is action
success or failure: a successful lifting implicitly verifies the internal model’s presup-
positions and supports prior weight information. A failed lifting, instead, disconfirms
it. If the action involves multiple steps, prediction accuracy can be used as a further
source of evidence in order to gradually update information. This mechanism works
as follows: all schemas (including those which are not associated to the currently
running motor programs) are allowed to predict sensory feedback and are assigned
more or less access to the effectors, depending on their prediction accuracy. As a
result, not only does the action schema that predicts better allow the appropriate
lift, but also the selected forward models disambiguate the context and provide an
embodied representation of the object’s weight (the posterior), by predicting the
sensory effects of lifting the object. Overall, the success of a schema indicates that
the specific (actual or expected) states of affairs, encoded in its assumptions and
expectations, are true.

Moreover, the success of a grasping schema implicitly indicates that a cup is in
touch and ready to be lifted, and provides extra information about its weight, size,
etc. Not only is such information essential for the functioning of single schemas,
but also the whole schema structure supporting goal-directed action requires it. In
some cases this information can be passed between schemas. For example, the fixate
cup schema can pass information about the level of wine to motor schemas, which
can therefore avoid spilling. This process supports division of labour and permits
costly operations, such as context estimation, or extraction of visual information, to
be executed only once (Vetter and Wolpert, 2000). However, an explicit encoding
or passage of information is not always necessary, as some information can simply
be used in the schema structure as an indication for action. For example, the success
of the grasp cup motor schema creates the appropriate environmental conditions for
the next schemas to be executed, and implicitly signals constraining conditions (e.g.
the fact that the cup is in touch). Interactivism (Bickhard, 1993) suggests a similar
perspective: if an active interaction succeeds, it implicitly determines knowledge
that can be used to steer further interaction; if it fails, then the indication for action
(and the content of the representation) is false. Suppose, for instance, that the
failure of a grasping action derives from the object lying out of reach. Although this

5 Experiments performed by Tucker and Ellis (2004) have shown that appropriate motor
programs for interacting with objects are indeed automatically selected on the basis of visual
cues, such as an object’s handle. A related finding is the fact that ‘canonical neurons’ in monkey
F5 area neurons appear to code action plans in relation to seen objects (Rizzolatti et al., 1988).
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information is not technically ‘inside’ the failing schema, nevertheless it is revealed
by the failure, and we can act on its basis (for example, decide to move toward the
object to be grasped). Overall, the main characteristics of procedural knowledge
are its dynamic and transient nature, since it is produced only when necessary,
and is grounded and situated in the current sensorimotor context. However, under
certain conditions, part of said knowledge can be made explicit, in order to be used
outside the original sensorimotor context.

4.2 Accessing Procedural Knowledge via Simulation and Making
it Explicit
Like procedural knowledge, declarative knowledge is not necessarily mediated by
(amodal) symbols, but can be produced on the fly by eliciting the ‘accessible’ subset
of procedural information stored in internal models (we call it tacit information).
In other terms, the internal models used in motor control, motor planning, or
the prediction of external events, are also available to some extent across other
sensorimotor or cognitive systems, and can be intentionally re-enacted so that
their representational content can be retrieved, giving access to the same kind of
knowledge used for taking action.

Consider again the case of lifting a cup. Although a seemingly less direct
application, an off-line simulation of lifting the same cup can be used, too, for
accessing action-related information; the schema’s tacit knowledge is made available
in the form of sensory effects predicted by the internal model, if the object were
actually to be lifted. This information can be available to other processes, for
example, for answering the question: ‘Is your red cup heavier of lighter than your
blue cup?’, or ‘Can you reach the red cup?’. In the first example, the visual images
of the two cups activate internal models for grasping, which will predict different
sensory weight effects, thus making this information accessible (see Hamilton et al.,
2007 for a discussion of motor simulation in perceptual weight judgments). In the
second example, a simulation involving the ‘reaching’ schema(s) can give access
to the ‘reachability’ dimension. A recent illustration of this situation comes from
a study by Coello et al. (2008): participants were asked to judge (perceptually)
whether a visual target was reachable or not with their right hand. Significantly, the
subjects’ performance was facilitated (especially for stimuli located at the boundary
of peripersonal space) when their motor cortex was stimulated using TMS. This
study shows that mental simulations elicited by visual stimuli not only prepare the
body to act, but also reveal relevant information, for example about the feasibility
of potential actions. In this way, motor representations participate in the visual
determination of what is reachable. More generally, consider that motor simulation
can involve multiple schemas: for reaching, grasping, locating the cup in the visual
scene, and so on. When combined, they can give access to multiple categories, such
as ‘weight’, ‘colour’, and ‘distance’, by eliciting the appropriate motor processes
and parameters. Critically, declarative knowledge produced in this way (that the
cup is red, or big) has the same content as its corresponding procedural knowledge.
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Anyway, unlike actual action much of the extra information that is obtained via
action failures is not available when an action is simulated, and so knowledge
obtained by internal simulation can be less reliable.

This mechanism is surprisingly versatile and gives access to knowledge that is
much harder, if not impossible, to obtain with different means. Consider the huge
amount of ‘knowledge in the fingers’ that is required to play the piano or to use
a keyboard. In most cases, the easiest way to access information, such as what
finger to use to press the ‘Ctrl’ button on your keyboard, is running an internal
simulation of that very action, which counts as a truly epistemic action—that is, an
action that is not conducted for the sake of producing a pragmatic effect but for
the sake of obtaining knowledge. Part of the power of this mechanism consists in
the coupling of inverse and forward models, which have preconditions and effects
that are implicitly verified by action success; this process can be ‘inverted’ and
exploited for inferring what action to perform (either actually or ‘in simulation’) to
obtain knowledge about preconditions or expectations; for example, what motor
command to execute to produce a given key pressure, or what action to do to
decide if a cup is heavy or light.

Up to this point we have provided examples of on-line and off-line motor (hand)
control, but the same mechanism can be used for steering visual simulations, as well,
since ‘looking’ is merely another action that can be executed and simulated. When
one is asked, ‘What is the colour of your kitchen furniture?’, ‘How many chairs are
there in your apartment?’, or, ‘Where is the book I gave you yesterday?’, one can
scan the visual scene in one’s imagination by re-enacting the motor processes usually
involved in overt perception, including those governing eye movements. Since the
demands of visual processing are the same as any other form of motor control (e.g.
overcoming delays in feedback), it is plausible that similar solutions based on internal
modelling could be implemented in the brain. Indeed, recent research reveals the
presence of internal models for moving visual targets in the cerebellum (Cerminara
et al., 2009), which might support visual simulations. Numerous experiments with
eye tracking methods indicate that visual scans are invoked during cognitive tasks
in which visual scenes are elicited. In one experiment reported in (Spivey et al.,
2004), when participants are asked to imagine a perceptual situation (e.g. people in
different floors inside a building), they do several saccades in directions in which
the described objects are more likely to be in reality (e.g. upward or downward).
Similarly, Estes et al. (2008) report that reading object words (i.e. ‘plane’, ‘soccer
ball’) activates typical gaze directions (up/down). In our view, visual simulations,
which determine eye movements even when there is nothing to look at in the
external environment (Spivey and Geng, 2001), could give access to task infor-
mation encoded in internal models (in addition, they could implement embodied
problem solving strategies; see Section 5).

Note that the neural correlates of visual simulations of the spatial environment
and of visuomotor control (e.g. lifting cups) could be different. Based on empirical
evidence, a distinction has been proposed between two visual systems: a dorsal,
action-related pathway, which uses an egocentric frame of reference and a ventral,
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perception-related pathway, which usually uses an allocentric frame of reference
and whose content is available to consciousness6 (Milner and Goodale, 1995, 2008).
The existence of multiple neural pathways for vision is compatible with our claims
as long as they are both supported by internal models which can be re-enacted in
simulation, as in the examples we discussed above. Indeed, it is possible that, when
processing different types of sensory information, the visual system exploits different
kinds of schemas, which determine different representations in different frames of
references, and support different forms of simulation (of hand-cup dynamics, of
visual scans of objects in the scene, and so on).7

Most of our examples of simulations involve single actions. However, complex
sequences of actions can be simulated, too. For example, one can simulate the
whole path home to recall whether or not a given shop is on the route. In terms
of our computational model, such simulations re-enact whole portions of a schema
structure (see the example in Figure 4).

Finally, it is worth noting that our account is not restricted to declarative knowl-
edge having obvious links to action; conceptual and linguistic knowledge can be
addressed as well. Recent research in the embodied aspects of language has shown
that language processing activates motor areas in the brain (Pulvermüller, 1999).
Although general frameworks have been proposed that attempt to ground almost all
language processing in embodied action (Glenberg and Gallese, submitted; Simmons
et al., 2008), most empirical research has focused on sentences that have explicit
action components, such as ‘open the drawer’ (Glenberg and Kaschak, 2002); in
these domains it has been found a significant interference of motor and linguistic
representations. However, we note that communication is another form of action
(composed of speech acts, see Austin, 1962), which could be supported by appro-
priate internal models allowing communicative intentions to be achieved. Such
models predict the effect of one’s own utterances, or the understanding of another’s

6 Note that there is an open discussion on frames of reference. Recent evidence from multiple
research groups challenges the bold egocentric/allocentric distinction (Pisella et al., 2006), and
numerous studies indicate goal-directed frames of reference in the superior temporal sulcus
(Jellema and Perrett, 2006) and the mirror neuron system (di Pellegrino et al., 1992). See also
Briscoe, 2009 for the alternative hypothesis that both pathways use an egocentric frame of
reference.

7 Why should different sets of internal models for vision be needed? Here we agree with Milner
and Goodale (1995, 2008) that, in evolutionary terms, this could reflect different computational
demands: on-line action control for the dorsal stream, and distal goal-directed action for the
ventral stream. This could have determined different encodings in the two visual pathways,
and possibly different frames of reference, so that ventral vision specialized to provide a visual
experience of the world that can be used for planning actions, or stored for future reference,
whereas dorsal vision specialized to provide the direct foundation for on-line action control.
Our disagreement with Milner and Goodale (1995, 2008) is about the nature of semantic
representation. These authors endorse the classical view that visual experience and visual
(semantic) representation consist in internalized percepts obtained via the ventral stream, while
we argue that they consist in internalized perception with the reenactment of internal models; see
Section 5.
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communicative intentions, so we can apply to language and communication the
same theoretical framework that we have proposed for action control. For example,
when one is asked: ‘What is the capital city of Jamaica?’ or ‘What is the past tense of
‘‘to read’’?’ the answers Kingston and read could be obtained through an internal sim-
ulation process which recruits internal models used in communication or sentence
processing. A theoretical architecture for speech perception based on internal mod-
elling has recently been proposed by Pickering and Garrod (2007) that could support
the kind of mental simulations we envision here. In addition, it could be the case
that internal models supporting goal-directed action control and goal-directed com-
munication are interrelated, the former providing the foundation for the latter. All
these ideas are however highly speculative and still require empirical confirmation.

4.2.1 Why is Re-Enactment Necessary for Obtaining Declarative
Knowledge from Internal Models? A fundamental aspect of our view of
declarative knowledge is that it derives from procedural knowledge encoded in
internal models. For example, knowledge of action-outcome contingencies is
encoded in internal forward models. Internal models are not ‘transparent’ data
structures (such as ‘lookup tables’ commonly used in computer science) where
information, for example the effects of a given action, can be searched directly.
They do not support the retrieval of information by simply using search keys as with
databases with key-value data structures. There is no way to know, for example,
the outcome (e.g. sensory effects) of actions by simply searching a lookup table
with ‘action α’ as the key. The internal model has to be re-enacted in simulation
to provide the action outcome.8

4.2.2 What Procedural Information is Accessible via Simulation, and
What is Not? One critical issue to assess is the level of accessibility of procedural
knowledge, and what mental simulations we can actually perform.9 Recent empiri-
cal evidence indicates that the mechanism we have described of access via simulation is
not limited to providing knowledge about the effects of possible actions (Davidson
and Wolpert, 2005), but also informs one’s idiosyncratic performance (Knoblich
and Flach, 2003) and one’s own mental states (Goldman, 2006; Metzinger, 2003);
others’ mental states (Gallese et al., 1996; Gallese and Goldman, 1998; Wilson

8 A caveat: it is certainly possible that simpler, associative mechanisms permit storage and retrieval
of declarative knowledge (e.g. of action effects) ‘by rote’ from semantic or episodic memory,
in a process which resembles a search in a lookup table. For example, most habitants of Jamaica
could use such associations for answering questions about their capital city. However, we argue
that this is not the standard method for dealing with declarative knowledge, especially outside
the linguistic domain. The first reason is that such associative structures are inflexible, while
most knowledge needs to be situated to be used effectively. The second reason is parsimony:
most of this knowledge is already present in internal models.

9 Although related, this is not the same problem of conscious awareness, since most simulations
are automatic and not conscious; see Pacherie, 2007 on this topic.
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and Knoblich, 2005), expectations (Bosbach et al., 2005), emotions and aesthetic
experiences (Freedberg and Gallese, 2007). This mechanism is not limited to the
realm of intentional agents, but the motor apparatus is also involved in understand-
ing external events and the dynamics of the surrounding environment (Schubotz,
2007), such as the movement of objects. At the same time, recent research has
focused on how to scale up the same approach to abstract concepts such as ‘grasping
an idea’ (Gallese and Lakoff, 2005), ‘truth’, ‘freedom’ and ‘invention’ (Barsalou and
Wiemer-Hastings, 2005).

All these examples show that the mechanism of access via simulation could be a
widespread method for accessing and producing knowledge, and represents a valid
alternative to the traditional idea of ‘storage and retrieval’. Indeed, at least part of
the knowledge required to act, or to make decisions, does not have to be retrieved
from memory, but can be produced on-line by reenacting appropriate schemas. As
Barsalou (1999) clearly argues, the advantage of this mechanism is that information
obtained by simulation is always situated and contextually appropriate (see also
Rosenbaum and Dawson, 2004).

Note that like representation, accessibility of procedural information could have
emerged for practical reasons rather than for cognition. It has been proposed that
one of the main roles of accessibility is recognizing the effects of one’s own
actions as self-generated (Blakemore et al., 1998; Jeannerod, 2003), and deficits of
accessibility may have dramatic results such as delusions of control (Frith et al.,
2000). Once equipped with mechanisms for accessing its procedural knowledge,
any organism can use them to generate declarative knowledge ‘on the fly’ when
needed.

4.2.3 How Specific and ‘Deep’ are Simulations? Another aspect to clarify
is how specific simulations are. Does simulated grasping recruit the same motor
processes involved in actual grasping, or does it just activate the motor system in
a more general way? In Section 2.3 we mentioned studies that indicate that (in
some cases) the timing of executed and mental actions is the same. These studies
highlight the presence of fine-grained simulations. This is not always the case,
however. For example, when planning our route home, the duration of the action
is not replicated in our simulation, nor do we take into account the fine-grained
details such as the number of steps, which can be filled in on-line during action
performance (see Hommel et al., 2001, on the division of labour between off-line
planning and on-line action). The same happens when the objective is inferring
or imitating someone else’s goal, and (in the majority of cases) it is unnecessary
to replicate exactly the observed movements. This leads to the conclusion that
mental simulations could be a versatile mechanism whose level of specificity is
adaptable. Since action is represented in the brain as a motor hierarchy (Hamilton
and Grafton, 2007), it is plausible that re-enactment can be more or less ‘deep’,
and involve schemas at different levels of the motor hierarchy: from quite abstract,
effector-independent action schemas (Schmidt, 1975) down to muscle activation
(Fadiga et al., 2005) depending on the demands of the task.
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4.3 Procedural versus Declarative Revisited
At this point, we can reformulate the difference between procedural and declarative
knowledge as related to embodied simulations. Contrary to traditional accounts,
in our view both depend on non-symbolic representational processes based on
anticipation. The differences between them are their levels of access and their use.
Procedural knowledge is only accessible and used on-line by the process that
generates it (e.g. the inner loop for the control of an arm). By contrast, declarative
knowledge is elicited by off-line simulation of action, is used outside the original
sensorimotor context and can support a wider range of actions and decisions (more
on this below). This distinction could reflect the different demands and constraints
of situated action and reasoning: the former could be too fast to permit explicit
knowledge to form and be processed outside the action context (see also Jeannerod,
2006 on this topic).

Note that this account of declarative knowledge is incompatible with the tradi-
tional view of a global organization of (long-term) declarative memory composed of
more or less static memory traces completely decoupled from action and perception,
e.g. semantic networks (Quillian, 1969; Norman, 1970). The functioning of our
schemas and internal models gives rise to multiple local procedural memories, which
can become ‘active’ when necessary. In addition, our models suggest that there is
no clear distinction between the two traditional kinds (or ‘stores’) of declarative
memory, semantic and episodic (Tulving, 1972); note that throughout the discus-
sion we have provided examples of both semantic and episodic content accessed
by action simulation in a similar way. Although a complete review is beyond the
scope of this paper, it is worth mentioning that recent theories of episodic and
working memory (Glenberg, 1997), embodied working memory (Spivey et al.,
2004), (episodic) mental time travel (Suddendorf and Corballis, 2007), embodied
simulations (Barsalou, 1999), and a ‘fractionated’ central executive (Baddeley, 2002),
all are investigating the issues of how sensorimotor and memory process are related.

5. Internal Manipulation of Embodied Representations

In most cases, retrieval of declarative knowledge via mental simulations is just the
first step. A complete theory should also explain how such knowledge can be
flexibly manipulated. Throughout the paper we have provided examples of mental
simulations that not only elicit knowledge, but also realize internal manipulations
and support planning and reasoning; for example, in Section 1 we have provided
examples of a mechanic and an interior designer who use mental simulations in
their work, and of mental simulations for evaluating and selecting among multiple
possibilities for action. We admit that we do not have (yet) evidence that such manip-
ulations have the same degree of productivity and systematicity as symbolic systems
(Fodor, 1975); nonetheless, here we offer some tentative thoughts on this topic.

We have argued that mental simulations are covert forms of action and perception
that re-enact action schemas off-line. To be successful, this process has to respect
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the dynamics of agent-environment engagement, at least at a given level of
abstraction (see above on the discussion of how ‘deep’ are simulations). This
means that, unlike traditional AI reasoning systems (Newell and Simon, 1972),
mental simulations are not arbitrary mental operations, but are constrained by
situated action possibilities and have the same ‘grammatical’ structure of action;
that is, they are a form of internalized situated action (Campbell, 1999; Ito, 2008).
Within these limits, however, they afford sophisticated cognitive operations in the
individual and social domains. Some examples mentioned earlier include planning,
understanding others’ intentions, and imitation, but in principle any operation
that can be performed in reality and requires internal modelling can be internally
simulated. One example is constituted by visual simulations, which we consider to
be a form of internalized perception with the same characteristics as overt perception
(except its overt execution), and supporting similar operations. A recent illustration
of this idea comes from a study by Wohlschlaeger (2001), in which mental object
rotation affected actual rotational hand movements, leading to the conclusion that
mental object rotation is a simulated action involving motor representations. In
more ecological contexts, one can imagine how one would look (and feel) with a
new hairstyle and, if the result is pleasant, go to the hairdresser.

Motor processes have been shown to play a role in problem solving, too. For
instance, we can rotate puzzle pieces to facilitate our understanding of where to
put them (Kirsh and Maglio, 1994), and use eye movements to ‘compute’ the
relationships (e.g. ‘close to’ or ‘far from’) between objects (Pylyshyn, 2001). We
argue that one can use mental (e.g. visual) simulations in a similar way, for example
for mentally solving a puzzle, composing a melody, or planning holidays with a
travel map (or even by imagining it). If this is true, mental simulations should have
the same timing and recruit the same mechanisms as overt actions in the same
environmental conditions. Indeed, in addition to evidence on mental rotation,
several studies of spatial reasoning tasks reveal that the patterns of eye movements
are the same when the tasks are executed overtly and in one’s own mind (Grant and
Spivey, 2003). This suggests that mental simulations, in addition to giving access to
procedural information, can produce novel knowledge and support an embodied
form of problem solving. Another intriguing, speculative possibility is that mental
simulations, which are less tied to the external environment than overt actions,
and can in principle revolve around one’s own mental processes, could have paved
the way to a conceptualization of abstract situations in terms of concrete ones by
recruiting motor strategies that work well in the latter to operate in the former,
including, for example, reasoning about abstract relations by reusing visual strategies
that capture spatial relations in the external environment. In a similar vein, Barsalou
(1999, p. 601) argues that some abstract concepts could be grounded in introspective
processes, and offers an analysis of the concept of ‘true’ as the successful ‘matching’
of internal simulations with perceived events. If this hypothesis is accurate, then
the neural realization of ‘changing perspective on something’ or ‘grasping an idea’
could be more literal than hitherto believed.
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5.1 Detachment of Representations and Compositionality of Simulations
Another crucial issue to assess is whether or not mental simulations afford compo-
sitionality and the use of elicited knowledge outside its original context. As already
discussed, one key feature of representations is that they can be detached from any
actual action to regulate our behaviour in an open-ended way. Take as an example
the piece of knowledge that the red cup in front of me is big. This is implicitly used
by action schemas for hand preshaping when grasping—its prototypical context of
use. It can also be elicited with off-line simulations, for example when planning to
grasp the red cup before actually grasping it—again, in the same context. However,
there are daily examples of mental simulations in which the same knowledge is
used for taking action in diverse goal and sensory contexts, too: for example, for
deciding to buy small or large gift box, or for using the cup to store pencils. Here
the situation is different, since the simulation that gives access to such knowledge
and the action to be taken belong to two different contexts of use. In terms of our
computational architecture, the set of (grasping and lifting) schemas that elicit size
information is not the same as that used in the successive choice (what to buy) or
action (putting pencils in it). Another example is using size information to respond
to questions such as, ‘is the cup light or heavy?’; here size information is elicited
in a sensorimotor context and then used in a communicative context. To afford
an open-ended use of representations in diverse contexts, and compositionality of
simulations (i.e. simulations that use knowledge elicited by another simulation to
produce novel knowledge), knowledge elicited by one simulation has to be broadly
available across other simulations. Up to the current moment, however, it has been
unclear what information is ‘penetrable’ in this way. An experiment performed by
Chang et al. (2008) has shown that in forming grasping forces a hand can pass the
‘veridical’ weight information of an object to another hand, and numerous studies
have revealed that conscious motor images are so detailed that they can be used,
for example, by athletes for their training (see Jeannerod, 2006). In other cases
motor competence can be cognitively impenetrable. For instance, while our motor
interactions with falling objects are very accurate, we are inaccurate in perceptually
judging and explicitly reporting Newtonian dynamics (Zago and Lacquaniti, 2005).
In addition, it is unclear what the mechanism behind information transfer might
be. One recent hypothesis is that this could be done via a broadcast mechanism,
making the content of a (limited) ‘global workspace’ available to several processes
and schemas at once (Baars, 2002). This mechanism could make the results of
a mental simulation available to other processes, and afford compositionality and
flexible forms of thinking, not unlike symbolic manipulations, still maintaining a
grounding of thinking in situated action.

6. Conclusions

Recent evidence in cognitive psychology and neuroscience indicates that anticipa-
tory brain mechanisms (based on enactment or re-enactment of motor brain areas)
are involved in (and sufficient for) several higher-level cognitive abilities in the
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individual and social domains. In this paper we have discussed one epistemological
implication of the action-based view: representation derives from—and is grounded
in—situated action and its anticipation. Unlike traditional symbolic/linguistic the-
ories, we have argued that several cognitive functions can be realized without
any ‘recoding’ of modal into amodal ones such as physical symbols (Newell and
Simon, 1972). Our claim is that anticipatory and simulative processes that orig-
inated from the control of goal-directed actions are the first form of embodied
representations. In other words, representing consists of anticipatory and simulative
processes: emulations of an action’s effects, the environment, the others, etc. This
happens both on-line (during action), thanks to anticipatory mechanisms, and
off-line, thanks to their re-enactment and chaining, which produces long-term
simulations. Procedural and declarative knowledge is produced in the first and
second cases respectively. More precisely, procedural knowledge is entrained by
action, which implicitly checks presuppositions and expectations; indeed, action
success is the ultimate proof that the representational content of our presuppositions
and expectations was appropriate. Declarative knowledge can be created on the fly
with action simulations, which determine a re-enactment of the same sensorimotor
structures that govern actual action execution and elicit the same tacit information.
Such declarative knowledge can be flexibly manipulated, for example for planning
and reasoning in diverse contexts of use, without any recoding. This process, which
can be described as simulated situated action, is very versatile, although (probably) not
as much as the use of linguistic symbols.

To conclude this section, it is worth noting that throughout the paper we
have emphasized the individual dimension of action and knowledge. However,
as discussed earlier, action-based theories posit a strong link between individual
and social cognition, which could be supported by a common neural substrate;
for example, motor activation can be induced socially, by simply observing others
acting. Since we argued that motor representations are a product of the mechanisms
that govern goal-directed action, the fact that these mechanisms are also active in
social cognition implies that part of our knowledge, procedural and declarative, has
social origins and is interaction-oriented rather than merely action-oriented.

6.1 A Coda. Steps of Internalization: From Anticipation to Language
In both evolutionary and developmental terms, the representational content of
motor acts and perceptual processes has a sensorimotor grounding which is inti-
mately related to (and used for) action itself. However, this is not the whole story
about representation. A complete theory must also understand how ‘action-oriented
representation’ grounds language or symbolic capabilities of increasing abstraction
and how these in turn serve to enrich the more basic perceptual and motor schemas.

Although we have emphasized embodied representations we do not deny that
there are other, more complex forms of representation, or other sources of
knowledge that differ from (actual or simulated) direct experience. For example,
Sloman and Chappell (2005) like us refuse a purely bottom-up, causal notion
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of grounding and propose a form of ‘structural grounding’ called symbol tethering
wherein knowledge may be derived from internal, coherence-based constraints
instead of by (real or simulated) action. Moreover, most of our knowledge has a
social origin. Humans can know that a door is open because they are told, and
they form beliefs about non-directly accessible parts of the environment (abstract
concepts, theoretical entities, past history) thanks to culture-mediated practices such
as linguistic communication and writing. It is possible that part of this knowledge
is still grounded in the sensorimotor experience of others, thanks to a kind of
division of labour. When we accept the fact that the door is open, we rely on
the fact that the verifiable content of such a proposition is accessible and verifiable
(at least in principle) by some of our or of others’ actions. As we have suggested
above, however, sociality could have favoured the emergence of other forms
of knowledge, including certain abstract concepts, that are grounded in social
(communicative) actions rather than, or in addition to, situated action (see e.g.
Borghi and Cimatti, 2009). This idea is based on the hypothesis, sketched in Section
4.2 that communication is made of speech acts, and exploits the same mechanisms
of situated actions, and namely internal modelling.

This thesis contrasts with another, more radical view: that representation and
knowledge are essentially cultural and linguistic. For instance, Vygotsky (1978)
proposes that epistemic structures are first produced by agents in their environments
as a support to their situated action, and then internalized in the agent’s minds. We
certainly agree that tools and other cultural artefacts have greatly enhanced cognition
(Clark and Chalmers, 1998; Tomasello et al., 1993), and that language—the ultimate
human artefact—is an aid to thinking in several possible ways: it helps in shaping
(individually or culturally) and memorizing knowledge and categories, as well
as in acquiring and transmitting novel concepts, and allows a powerful form of
symbolic reasoning, i.e. reasoning with words. Here, however, the pertinent question
is when does representation begin: before or after language? Are language (and
sociality) responsible for representational capabilities tout court (and not only for the
emergence of advanced symbolic capabilities, a view that we accept)? We argue that
representation does not begin with language and that linguistic/symbolic representations
are not the first ‘interesting’ form of representation. It is certainly true that language
has enhanced symbolic capabilities and is necessary for some cognitive tasks in
humans; in addition, language is a powerful stimulus for eliciting mental simulations
that in turn make a lot of tacit knowledge declarative. Nonetheless, we, along with
many others (e.g. Dehaene and Cohen, 2007), have provided reasons for believing
that language develops on top of an extant representational (brain) substrate. It
follows, then, from this discussion that our view of ‘internalization’ is wider
than Vygotsky’s (1978). Indeed, biological organisms internalize their external
environment in several ways; for instance, reverberant neural architectures tend to
self-generate stimuli that could resemble external stimuli. However, we consider
internal modelling to be the first form of representational internalization, which
produces then two relevant precursors of linguistic/symbolic representations: (1)
implicit knowledge realized by praxis, and (2) explicit knowledge accessed via
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simulation. Internalization by language or other forms of cultural transmission
is the next step, and language is an especially powerful tool for formulating
complex assertions (e.g. negations, counterfactuals), exploiting and recombining
them productively, and for producing persistent signs.10 However, the basic
epistemic content of assertions is still there in embodied representations.

A related issue concerns how linguistically-mediated and symbolic representation
and intelligence could have developed in evolutionary continuity. A recent research
program (Arbib, 2005; Rizzolatti and Arbib, 1998) focuses on how language can be
described in continuity with simpler forms of interaction, suggesting that area F5
of the monkey’s brain (where mirror neurons are found) is a precursor of Broca’s
area (devoted to language and speech processing), and that language could have
inherited the ‘grammatical’ structure of action. These studies have just scratched
the surface of this topic however. We believe that the whole process of how
representation first derived from simple sensorimotor interaction and then evolved
to sophisticated, linguistically and culturally mediated forms, is a long and complex
story, that can be analyzed in terms of a process of internalization that proceeds from
the simplest forms—first of all anticipation and internal simulations of potential
actions, with their simple ‘grammatical’ structure—toward more complex ones,
possibly linguistically and culturally mediated. This paper has focused on the first
part of this process, with the aim of shedding light on how representation-mediated
cognition could have worked before language.

We believe that this perspective is especially important in current cognitive
science work, in order to reconfigure the traditional debate between defenders
of symbolic representations and anti-representationalists. It is equally important
for the realization of future artificial cognitive systems, which—in our opin-
ion—should focus on embodied representations as their central construct instead of
mere sensorimotor processes or symbolic manipulations.

Istituto di Linguistica Computazionale ‘Antonio Zampolli’ - CNR, Via Giuseppe
Moruzzi, 1 - 56124 Pisa, Italy; and

Istituto di Scienze e Tecnologie della Cognizione - CNR, Via S. Martino della
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