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Abstract
Automated Planning is an active area within Artificial Intelligence. With the help of comput-
ers we can quickly find good plans in complicated problem domains, such as planning for
search and rescue after a natural disaster. When planning in realistic domains the exact dura-
tion of an action generally cannot be predicted in advance. Temporal planning therefore tends
to use upper bounds on durations, with the explicit or implicit assumption that if an action
happens to be executed more quickly, the plan will still succeed. However, this assumption is
often false. If we finish cooking too early, the dinner will be cold before everyone is at home
and can eat. Simple Temporal Networks with Uncertainty (STNUs) allow us to model such
situations. An STNU-based planner must verify that the temporal problems it generates are
executable, which is captured by the property of dynamic controllability (DC). If a plan is not
dynamically controllable, adding actions cannot restore controllability. Therefore a planner
should verify after each action addition whether the plan remains DC, and if not, backtrack.
Verifying dynamic controllability of a full STNU is computationally intensive. Therefore, in-
cremental DC verification algorithms are needed.

We start by discussing two existing algorithms relevant to the thesis. These are the very first
DC verification algorithm called MMV (by Morris, Muscettola and Vidal) and the incremen-
tal DC verification algorithm called FastIDC, which is based on MMV.

We then show that FastIDC is not sound, sometimes labeling networks as dynamically con-
trollable when they are not. We analyze the algorithm to pinpoint the cause and show how
the algorithm can be modified to correctly and efficiently detect uncontrollable networks.

In the next part we use insights from this work to re-analyze the MMV algorithm. This algo-
rithm is pseudo-polynomial and was later subsumed by first an O(n5) algorithm and then an
O(n4) algorithm. We show that the basic techniques used by MMV can in fact be used to cre-
ate an O(n4) algorithm for verifying dynamic controllability, with a new termination criterion
based on a deeper analysis of MMV. This means that there is now a comparatively easy way
of implementing a highly efficient dynamic controllability verification algorithm. From a the-
oretical viewpoint, understanding MMV is important since it acts as a building block for all
subsequent algorithms that verify dynamic controllability. In our analysis we also discuss a
change in MMV which reduces the amount of regression needed in the network substantially.

In the final part of the thesis we show that the FastIDC method can result in traversing part
of a temporal network multiple times, with constraints slowly tightening towards their final
values. As a result of our analysis we then present a new algorithm with an improved traver-
sal strategy that avoids this behavior. The new algorithm, EfficientIDC, has a time complexity
which is lower than that of FastIDC. We prove that it is sound and complete.
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Chapter 1

Introduction

Automated Planning is the area of Artificial Intelligence which studies the
problem of finding plans, which could be sequences of actions, for achiev-
ing objectives. There are many different types of automated planners. They
have in common that the end result is a plan detailing which available ac-
tions to perform in order to be able to reach the goal. It is the goal of this
thesis to provide an efficient algorithm allowing automated planners to rea-
son about time in realistic environments. The environments are realistic in
the sense that they may contain events which cannot be controlled, only
observed. In the rest of this introductory chapter we will introduce these
ideas as well as use cases for planners in more detail.

Simple Temporal Problems. Time and concurrency are increasingly con-
sidered essential in automated planning, with temporal representations
varying widely in expressivity. Many temporally expressive planners make
use of well-known temporal formalisms that have been extensively stud-
ied in their own right. One such well-known temporal formalism is that
of Simple Temporal Problems (STPs, Dechter et al. [9]), which will be for-
mally defined in the next chapter. In this formalism there are events and
requirement constraints between pairs of these. The formalism can be used
to reason about the possibility of assigning timepoints to the events in a
way that respects all constraints. This concept, known as consistency, is
central to reasoning with STPs.

From a planning perspective it is clear that the start and end of every ac-
tion in a plan can be represented by STP events. Constraints between start
and end events can then be used to model action durations. The planner
can also use STP constraints as ordering constraints between pairs of ac-

3
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tions that must be executed in a specific order. We now present an example
scenario which can be modeled by an STP.

Example 1. I am at my vacation house in a remote area somewhere where the
weather is nice. Suddenly I feel the need to read a good book. I may then enlist
the help of an online bookstore which has the book in question and which can also
deliver it to my vacation house. I visit the bookstore web page and order the book to
be delivered by Unmanned Aerial Vehicle (UAV) to my location. However due to
safety concerns delivery will take place at a safe designated area which is close by
my vacation house. We then agree on a time of delivery and the bookstore promises
that the delivery will be within 10 minutes of the agreed upon time. They also
require that I am not more than 5 minutes late when signing off the delivery, so
that the UAV may return for its next delivery run.

Figure 1.1 shows an STP built from the described scenario. The STP is
shown in graph form, where nodes represent events and labeled edges rep-
resent requirement constraints. When STPs are shown in graph form they
are referred to as Simple Temporal Networks or STNs (to be detailed later).
Here we have also modeled that the UAV has deliveries prior to mine, and
we have included requirement constraints that specify time bounds for all
actions: Deliveries, Fly, Wait and Walk. They connect the events which mark
the start and end of the actions. For example, the interval [33, 40] on the Fly
action is used to model the fact that flying between the UAV start location
and the designated delivery location can take between 33 and 40 minutes.

Given this STP, it is possible to reason about the existence of a consistent
assignment of timepoints to all events that satisfies all constraints. How-
ever, a limitation within the STP formalism is that reasoning about consis-
tency is limited to the case where the planner chooses all times for when
events happen. In a realistic setting this is not possible, since if the plan-
ner’s actions are used to model real world tasks, the durations of these may
be affected by outside influences. An example of this is the time it takes to
for the UAV to fly in the scenario. According to our model, we believe it
takes between 33 and 40 minutes to fly the distance. However, it is not up
to us to choose what the exact duration will be. We can only find out the
outcome of the duration after we have actually seen the UAV execute the
fly action. Consistency is necessary, but not sufficient if we want to model
realistic domains.

Simple Temporal Problems with Uncertainty. A richer temporal formal-
ism which deals with the problem just described is provided by STPs with
Uncertainty (STPUs, Vidal and Ghallab [44]). This formalism contains both
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Figure 1.1: Example of a consistent STP in graph form.

controlled events, which are the only events available in the STP formalism,
and uncontrollable events, corresponding to events which we cannot fully
control. An event becomes uncontrollable if it is the target of a contingent
constraint. Contingent constraints are used to model uncontrollable action
durations with lower and upper bounds on durations. STPUs can be dis-
played in graph form in the same way as STPs can be displayed as STNs.
The graph form of the STPU is called STNU and will be defined in Chapter
2.

For STPUs, the interesting issue is not only whether the problem is
consistent but how controllable events should be assigned timepoints, de-
pending on our knowledge about those uncontrollable outcomes that have
already occurred. This leads to the concept of controllability. Depending
on which assumption is made regarding information about uncontrollable
events, three different controllability types are identified [42, 44]. We will
discuss all three in detail in Section 2.4.1. Most importantly, it is reasonable
to assume that a realistic system that is executing a plan corresponding to
an STPU can make decisions about plan execution dynamically when re-
ceiving information about uncontrollable events that have occurred. If an
STPU allows us to devise a strategy for incrementally scheduling controlled
events (starting actions) given that we immediately receive information
when a contingent event occurs (an action ends), it is dynamically control-
lable (DC) and can be efficiently executed by what is called a dispatching
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algorithm.
When this work began, four algorithms had been published that oper-

ated directly on a complete STNU to determine whether it was dynamically
controllable.

1. MMV (from the authors’ surnames: Morris, Muscettola and Vidal)
[21]. This is the first non-exponential algorithm for verifying dynamic
controllability. Because of this we will refer to it also as the classical
algorithm. All later algorithms make use of the ideas and the core
proof given in the MMV paper.

The algorithm works by applying a set of tightening rules to triangles,
which are triples of nodes in the STNU that are connected by edges in
specific ways. A tightening rule is applied if there is an implicit con-
straint between the nodes in the triangle. The implicit constraint is
then turned explicit by being added to the STNU as a new constraint
(edge), or by tightening an already existing constraint (decreasing the
value of an edge label). MMV continually applies tightening rules
until quiescence, when no more tightenings can be derived, or the
evaluation of a simple criterion verifies that the STNU is not dynam-
ically controllable. We will see the algorithm presented in detail in
Chapter 3. A beneficial property of this algorithm is that it is easily
implemented.

The algorithm is pseudo-polynomial1, but the ideas from MMV can
be used in conjunction with ideas from the next algorithm, FastIDC,
to create a modified MMV algorithm which is O(n4). The details are
presented in Chapter 5.

2. FastDC/FastIDC [34] builds on MMV but applies the derivations in
only one temporal direction, towards the start of the temporal net-
work. Of the two algorithms FastDC is a full DC verification algo-
rithm whereas FastIDC is an incremental version. We will present
FastIDC in Chapter 3. As will be seen, a difference between this ap-
proach and MMV is that MMV focuses on triangles whereas the other
algorithms take an edge-focused approach.

The run-time of FastDC was conjectured to be O(n3), but we show
that the incremental FastIDC is Ω(n4) (see Chapter 6) which makes
this conjecture less likely to be true.

1An algorithm is pseudo-polynomial if its running time is polynomial in the numeric value of
the input, but is exponential in the length of the input (the number of bits required to represent
it).
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3. MM (again from the authors’ surnames: Morris and Muscettola) [20]
builds on the theory of MMV but uses new, less intuitive derivation
rules. Its run-time complexity is O(n5) which is an improvement over
the pseudo-polynomial complexity of MMV.

4. The Morris algorithm [17] builds in turn on MM. Its theory and es-
pecially analysis depends on several new complex concepts taking it
further from the simple intuition behind MMV. This was the fastest
algorithm when our work started. It runs in O(n4).

Above, we also presented FastIDC, which is a FastDC derivative. This
was the only known algorithm for incremental DC verification prior to our
work. The algorithm verifies whether an STNU that was originally DC re-
mains DC after changes are made to it.

Note that the complexities presented are worst case run-times. There is
no official test suite for comparing actual run-times on typical problems.

1.1 Temporal Planning

The use of temporal reasoning in an automated planner can be further mo-
tivated by the following example scenario.

Example 2. Imagine a large scale disaster, such as a tsunami or earthquake, strikes
an area making roads impassable and travel in the affected region dangerous. In
the area there may be several people at various locations and they are now in need
of assistance. If one has access to unmanned aerial vehicles (UAVs), these could
be used to help. In this scenario it is assumed that there exist one or more depots
where UAVs and supplies are located. The supplies could be different kinds of
medicine, food and for instance communication devices with longer range than
mobile phones.

A first task for a fleet of UAVs would be to use different sensors to scan the
area and detect people. The sensors could include heat cameras, normal cameras
and sound sensors. Step two would then be to get the needed supplies out to these
persons. In order to do so, larger UAVs may use carriers to move a large amount of
supplies at once. Forward supply depots may be set up so that smaller UAVs flying
single deliveries do not need to fly all the way back to the depot when reloading.

The area also needs continuous monitoring to detect people moving into it.
Since UAVs have a limited fly time, the UAVs that do the monitoring need to
replace each other over time.
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It is clear that an automated planner can help humans to find a plan in such
a complex scenario. Temporal aspects of the plan include ordering between
UAVs entering a depot. Deadlines will have to be met for delivering emer-
gency medicine and there are limited life spans for some medicines leading
to different deadlines. When leaving supplies at remote depots, the depots
should not be unguarded for too long to discourage looters. The same is
true for watching pathways entering the area.

We see that temporal reasoning of some kind is needed to adequately
model the scenario. It is not sufficient to model the temporal relations be-
tween actions in a plan using an ordinary STP, since there are many un-
controllable aspects that affect the durations of actions. These include, but
are not limited to, weather, flight paths of other UAVs and manned aircraft,
as well as other built in uncertainties in the actions (e.g. how long it takes
to connect a winch to a supply crate). STPUs on the other hand offer a
temporal model that allows us to model these uncontrollable aspects.

Automated planning is often based on search through a specific search
space. When a successor of a given search node is created, most search
strategies used in planning never loosen or remove existing constraints.
For example, sequential forward search will add a new action at the end of
a plan, which requires adding two new events and several new constraints
to an STPU. Partial-order planners may add an action at any point in the
existing plan, but still only add events and constraints to the STPU, and
similarly for many other search strategies.

For these types of automated planners, if the STPU corresponding to
a search node is not dynamically controllable, then no descendant of the
search node can have a dynamically controllable STPU. Searching further
along the same branch can only lead to more constraints in a network
where there already is a violation, which cannot restore dynamic control-
lability. Therefore a planner can verify after each search step whether the
plan remains DC, and if not, backtrack in order to prune the search tree as
early as possible.

Testing dynamic controllability takes non-trivial time. Therefore, one
can benefit greatly from using an incremental DC verification algorithm
rather than redoing the analysis for each new action or constraint. This pre-
cludes the use of the four algorithms discussed above. The work presented
in this thesis starts with the FastIDC algorithm [32, 33], which was the only
available incremental DC verification algorithm prior to our contributions.

FastIDC supports incremental tightening/addition of constraints, which
can be used for efficient planning, as well as incremental loosening or re-
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moval. As argued above, most search strategies used in planning never
loosen or remove constraints when a successor of a given search node is
created. Therefore, this thesis will only focus on tightening/addition of
constraints.

To summarize the introduction we have seen that automated planners
can make use of temporal formalisms to reason about time. In order to
efficiently be able to reason about uncertainty through the use of STPUs,
an efficient incremental DC verification algorithm is needed. As mentioned
briefly in the beginning of this chapter: it is the goal of this thesis to provide
such an algorithm for integration with a planner capable of handling large
problems with the complexity levels seen in this section.

1.2 Contributions

The contributions of this thesis appear in their respective context. There-
fore, they are located in various places of the thesis. To make them clear we
summarize them in this section. The details pertaining to each contribution
can be found in the specified sections.

The following are the larger contributions of the thesis:

1. The FastIDC algorithm presented by Stedl and Williams [33] and Shah
et al. [32] incrementally verifies dynamic controllability, which is es-
sential when generating plans with the full expressivity of Simple
Temporal Networks with Uncertainty. We have shown that the al-
gorithm in certain cases fails to detect that networks are not dynami-
cally controllable, which could potentially lead to planners accepting
invalid plans. The problem was localized to the incremental dispatch-
ability and consistency checking part of the BackPropagate-Tighten al-
gorithm. We then analyzed the properties of the problem, resulting in
a modification ensuring that inconsistencies will be detected while re-
taining the incremental properties of the algorithm. The modification
does not increase the worst case run-time of the algorithm.

This contribution appeared in [24].
The details of this contribution can be found in Chapter 4.

2. The classical MMV algorithm is pseudo-polynomial. We prove that
the ideas from MMV can be used in conjunction with ideas from Fast-

IDC to create a modified MMV, which has a run-time of O(n4). The
modified algorithm is an excellent and viable option for determining
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whether an STNU is dynamically controllable. The modified algo-
rithm preserves the results relating to MMV, with the exception of its
improved complexity, and therefore offers a simpler and more intu-
itive theory than later algorithms. We also show that a large part of
work done by MMV can be avoided, as it does not provide informa-
tion that affects the result of the algorithm.

This contribution appeared in [25].
The details of this contribution can be found in Chapter 5.

3. We show that a corrected version of FastIDC in the worst case takes
Ω(n4) time to handle one incremental change. We then proceed to
present a new algorithm that uses additional analysis together with a
different traversal strategy to avoid this behavior. The new algorithm,
EfficientIDC, has an amortized O(n3) time complexity. We prove that
it is sound and complete.

This contribution appeared in [26].
The details of this contribution can be found in Chapter 6.

Additional contributions, which have not yet been published elsewhere,
include the following:

1. Proof that MMV must use all edges from the All-Pairs Shortest Paths
(APSP) graph in order to be correct (see Chapter 3).

2. Proof that Direct Dispatchability Verification (see Section 2.2.3) can be
done correctly with the help of a filtering algorithm.

1.3 Outline

In Chapter 2 the STN and STNU formalisms are presented along with re-
lated concepts and properties. Chapter 3 introduces the MMV and FastIDC

algorithms that the thesis work is based upon. This chapter also contains
observations and experiences gained while implementing the algorithms.
Chapter 4 points out a flaw in FastIDC and gives an efficient solution for
it. In Chapter 5 insights from FastIDC are used to propose a revised MMV
algorithm with a worst case run-time of O(n4). This is followed by the pre-
sentation of a new algorithm in Chapter 6: EfficientIDC, which subsumes
the corrected version of FastIDC. The new algorithm has a better worst case
complexity of amortized O(n3). Related work is reviewed in Chapter 7 and
final conclusions are presented in Chapter 8.
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Chapter 2

Temporal Formalisms

The study of temporal reasoning has a long history in computer science.
For example, “Mechanization of Temporal Knowledge” by Kahn [15] dates
back to 1975. There exist many different temporal formalisms. Many of
these can be used to define events and constraints between these. The
simplest and most popular of these event-based formalisms is the Simple
Temporal Problem (STP), which was defined by Dechter et al. [9]. We have
already seen an example of this in Chapter 1. In more detail a Simple Tem-
poral Problem consists of a set of real variables x1, . . . , xn and a set of con-
straints Tij = [aij, bij], i 6= j limiting the temporal distance aij ≤ xj− xi ≤ bij
between the variables. These constraints can also be expressed equivalently
as xj − xi ∈ [aij, bij].

There are many extensions to the STP formalism. One branch of ex-
tensions is based on increasing the expressivity of the constraints. For ex-
ample, the Temporal Constraint Satisfaction Problem (TCSP) allows each con-
straint to express a time difference which must be in one of several disjoint
intervals [9]. Constraints such as t2 − t1 ∈ [a, b] ∪ [c, d] ∪ [r, f ] can be rep-
resented in this formalism. A further extension is made in the Disjunctive
Temporal Problem (DTP) formalism [35]. Constraints in DTPs can contain
disjunctions between ordinary STP constraints. This allows constraints of
the type t2 − t1 ∈ [a, b] ∨ t4 − t3 ∈ [c, d] to be represented.

An orthogonal branch of extensions introduces uncertainty, a concept
that was introduced in the previous chapter. In these formalisms uncertain
durations can be represented by the use of contingent constraints. Uncer-
tain durations represented by contingent constraints lead to uncontrollable
events which are assigned timepoints by external processes. These for-
malisms require that the bounds of the uncontrollable durations are known.

11
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Since the extension branches of formalisms mentioned so far are orthogo-
nal it is possible to combine them. This gives the Simple Temporal Problem
with Uncertainty (STPU) [44], Temporal Constraint Satisfaction Problem with
Uncertainty (TCSPU) [40], and Disjunctive Temporal Problem with Uncertainty
(DTPU) [41].

The Probabilistic Simple Temporal Problem (PSTP) can be seen as an ex-
tension of STPUs in which durations are still uncertain, but their outcomes
are modeled by probabilistic density functions [37]. In this formalism it
therefore becomes interesting to reason about the likelihood of execution
scenarios which do not violate constraints.

Conditional Temporal Problems (CTP) extend STPs by allowing choices to
be made within the problem depending on facts that become known at
execution time [38]. In this formalism events can be labeled by choice labels
and different choices enable different constraints which must be satisfied.
Another formalism which allows representation of choice is that of Temporal
Plan Networks (TPN) [16], which allows more programming-like structures
such as loops.

There are also temporal formalisms that are not STP-based. Allen’s in-
terval algebra [1] and the point algebra [46] are two such examples. Allen’s
interval algebra can be used to compare time intervals to each other in a
qualitative way. Thirteen different relations can be defined when compar-
ing two intervals. These are: before, meets, overlaps, starts, during, finishes
and equal. Point algebra is similar but compares only the qualitative rela-
tions between timepoints.

We will now discuss two further orthogonal aspects of temporal for-
malisms. The first aspect is how time is modeled, the second is which type
of relations that exist in the formalism.

Discrete vs. Continuous: Time can be discrete or continuous, an aspect
which is often modeled by using a set of integers or reals to represent events
in time. When the underlying granularity of time is decided upon, events
can be fixed in time. Two events can then be used to define the start and
end of an interval.

Qualitative vs. Quantitative: Relations between events and intervals
can be either qualitative or quantitative. The qualitative relations use sym-
bolic comparisons. Results can be before or after as in Allen’ interval alge-
bra. Good sources for knowledge about qualitative temporal constraints
are given by [11], [45], [31] and [8]. Quantitative relations instead use met-
ric expressions to relate events and intervals. Simple Temporal Problems
and their derivatives fall into this category.
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A planner can be designed to use a temporal formalism to be able to rea-
son about and use temporal constraints. Depending on which formalism
is chosen, the planner will have different capabilities. As temporal for-
malisms add a higher complexity to the already high planning complexity,
many planners reason about time through built-in mechanisms. For in-
stance, the forward chaining planner TALplanner [10] represents time ex-
plicitly by time-stamping states as it incrementally builds a plan. Therefore,
while it does not explicitly create constraints it can still reason about them.

To be able to plan search and rescue missions, support for uncertainty is
a requirement. It is unrealistic to presume that no external influences exist.
Among the mentioned formalisms both DTP and TCSP are NP-hard [29].
Therefore it is not realistic to base a planner on DTPU or TCSPU although
these formalisms have high expressivity. The most realistic choice falls on
STPU which is a formalism in which reasoning is polynomial. In this the-
sis we will therefore focus on STPUs and to some extent STPs since many
concepts transfer from STPs to STPUs. Although it is common to think
of advancing time in quanta (often integer times), there are no limitations
to STPs or STPUs when it comes to deciding if they should be applied to
reason about discrete or continuous time.

2.1 Simple Temporal Problems

In this section we give the definition for the basis of temporal reasoning in
this thesis, Simple Temporal Problems. We also present interesting proper-
ties that are closely tied to the definition.

Definition 1 (Simple Temporal Problem (STP) [9]).
A simple temporal problem (STP) consists of a set of real variables x1, . . . , xn

and constraints Tij = [aij, bij], i 6= j limiting the temporal distance aij ≤ xj −
xi ≤ bij between the variables.

The definition does not specify the values that are allowed for the aij and
bij bounds. They are by default real-valued since they relate real-valued
variables. However, the bounds are often allowed to take on the values
±∞ which have special meaning. An upper bound bij = ∞ means that
the constraint does not constrain the maximum time difference between
the involved variables. Similarly a lower bound aij = −∞ means that the
constraint does not constrain the minimum time difference between the in-
volved variables.
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Note that the definition mentions temporal distance. This is only a formality
associated with the perspective taken, where we want to relate temporal
events. As we will see later (Section 2.1.1), STP constraints can also be
encoded as distances in graphs. Reasoning with STPs can then be done by
more general methods for finding shortest paths in graphs.

Reasoning with STPs. We now provide several definitions related to rea-
soning with STPs. The definitions in the rest of this section were all speci-
fied by Dechter et al. [9].

• An STP is consistent if there is an assignment of real values to the
variables, x1, . . . , xn, so that all constraints Tij are satisfied. Such an
assignment is also referred to as a solution to the STP.

• A constraint interval, Tij, which can be shrunk without losing any
solution is called redundant.

• When no constraint interval is redundant the STP is minimal.

Many of the algorithms used for solving STPs will both determine if the
STP is consistent and find its minimal constraint intervals [9, 29].

Since STP constraints only constrain the relative difference between vari-
able values, it is not possible to relate the variables to absolute values. For
example, if 〈t1 = 0, t2 = 2〉 is a solution to a small STP, then 〈t1 = x, t2 =

x + 2〉 must be a solution for every x ∈ R. To be able to relate variables to
absolute values, a special variable, called a Temporal Reference (TR) [27, 28],
is often introduced. Intuitively the TR denotes the start of time in the STP
and it is defined to occur at time 0. To ensure that no other event occurs
before TR, constraints Tij = [0, ∞], with i being the index of the TR, can be
introduced for all j.

For the next definition we need to discuss partial assignments of values
to the STP variables. We say that a partial assignment to an STP is consis-
tent if the assignment do not violate any of the constraints that constrains
the assigned variables. With the help of a partial assignment we now de-
scribe the concept of a decomposable STP [9]. An STP is decomposable if any
consistent partial assignment can be extended to a full assignment which
is consistent. A decomposable STP can be used to generate solutions by
assigning one variable at a time, respecting the choices made so far. If the
assignments are done with increasing values, this is a direct way of carry-
ing out execution as we will see in Section 2.2.
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As a side note we want to point out that the constraint represented by
the interval aij ≤ xj − xi ≤ bij can be viewed as a pair of inequalities
xj − xi ≤ bij and xi − xj ≤ −aij. By representing all constraints in this
way we get a system of inequalities. These systems have been studied ex-
tensively in the area of operations research. However many of the solution
methods available there, e.g. the simplex method [7], are aimed at linear
programming problems where optimization is an integral part. STPs are
simpler than general linear programming problems, which for instance al-
low constraints between more than two variables, and therefore we will see
simpler algorithms that are faster when solving these problems.

Simple Temporal Networks

The temporal constraints of STPs are binary. Therefore, they always capture
a relation between exactly two events. Because of this any STP can be put
into graph form where nodes correspond to events and edges to relations
between events.

Definition 2 (Simple Temporal Network (STN) [9]).
Given an STP with variables x1, . . . , xp and constraints Tij = [aij, bij] a Simple
Temporal Network (STN) for this STP is a graph 〈N, E〉 consisting of nodes
N = {n1, . . . , np} and edges E = {eij = (ni, nj)|Tij ∈ STP}. Each edge eij in
the STN is labeled by the interval [aij, bij].

Although STPs and STNs are equivalent representations of the same tem-
poral problem, it is more common to see references to STNs in the context
of planning and shortest path algorithms [39] and STPs in constraint solv-
ing contexts [9].

Figure 2.1 shows an example of an STP in its STN graph form. In the
example each edge is labeled with the interval that constrains the events
corresponding to the nodes connected by the edge. Therefore the label
[10, 20] between t1 and t2 means that 10 ≤ t2 − t1 ≤ 20. If the assign-
ment t1 = 0, t2 = 20, t3 = 10, t4 = 25 is made, all constraints are satisfied
and hence the STP has a solution. It is therefore consistent.

2.1.1 Distance Graph Representation

There exists another graph representation which is equivalent to that of the
STN but is easier to work with since it allows working with only one of
the interval bounds at a time. The graph representation is called a distance
graph and we now describe how it is constructed from an STN [9].
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Figure 2.1: Example of a consistent STP in graph form.

t2

t3

t1 t4

[10,20]

[10,15] [10,20]

[5,10]

t2

t3

t1 t4
r

[10,20]

[10,15] [10,20]

[5,10]

t2

t3

t1 t4

20

-10

-10
-10

15

-5

10

20

Figure 2.2: Example of a consistent STN and its distance graph.

For each time variable xi(i = 1, . . . , n), create a node labeled ti. Then split
the STN constraints into two inequalities each, and let the values of the
inequality bounds be the weights of directed edges between the two nodes:

• The constraint xj − xi ≤ bij becomes an edge i → j with weight bij.
This can be read “j can never be later than bij after i”.

• The constraint xi − xj ≤ −aij becomes an edge j → i with weight
−aij. This can be read “i can never be later than −aij after j”, which
can also be expressed as ‘i is at least aij before j’.

Figure 2.2 shows an example of an STN and its distance graph. When con-
structing the distance graph, edges corresponding to upper bounds of ∞
and lower bounds of −∞ are left out. This means for example that only
one edge is used to model the constraint [−∞, 25] and similarly for [13, ∞].

In a consistent STN, aij ≤ bij due to the definition of the constraints.
Furthermore, with the help of the distance graph it is easy to see that Tij =

[a, b] is equivalent to Tji = [−b,−a].
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We want to point out that the value for the lower bound becomes negated
in the distance graph. A constraint [−a, b] where a ≥ 0 and b > 0 is trans-
lated into two positive edges in the distance graph. This means that this
constraint does not constrain the nodes to happen in a specific order. If two
nodes are related by such a constraint in a minimal STN, they are unordered.
If instead there is a constraint [a, b] where a, b > 0 between the nodes they
are ordered, i.e. i must always happen before j.

As mentioned before each edge encodes an inequality. It is possible to
calculate the sum of the inequalities along a path of edges. For instance we
can add the inequalities corresponding to the edges t1 → t3 → t4 → t2

from Figure 2.2. This gives

t3 − t1 ≤ 15

t4 − t3 ≤ 20

t2 − t4 ≤ −5

t2 − t1 ≤ 30

In general a path from X to Y gives a sum that can be expressed as a bound
on Y, Y ≤ X + sum o f weights. If the path is a cycle we get an expression of
the type X ≤ X + sum o f cycle weights. We see that if the sum is negative
the event X must be assigned a timepoint before itself which is impossi-
ble. It can be proven that an STN is consistent if and only if its distance
graph contains no negative cycle [9]. Assuming there is no negative cycle
in the distance graph (thus a consistent STN), it is possible to calculate the
shortest path distances between all nodes. A complete graph where every
edge i → j has a weight that equals the (possibly infinite) shortest path
distance between i and j is called a d-graph [9]. Because the term d-graph
can easily be confused with the term distance graph, we will instead use
the more intuitive term All-Pairs Shortest Paths graph or APSP graph in this
thesis. For a consistent STN, it is shown that the constraints correspond-
ing to the edges in the APSP graph represent a decomposable STN with
minimal constraints [9].

2.1.2 Consistency Checking

We mentioned previously that an STP can be regarded either as a constraint
satisfaction problem or as a shortest path problem. Taking a constraint ap-
proach allows tests of consistency by applying techniques from the con-
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straint reasoning domain. These include full, directional and partial path
consistency techniques [8]. Constraint-based techniques can also leverage
concepts such as the induced width [27, 28] of the constraint graph. The
fastest algorithms use triangulation sub-algorithms [27, 47] to process con-
straints in an efficient order. Published algorithms includes DPC [9], PPC
[28], ∆STP [47] and P3C [27]. Regardless of approach, the worst case com-
plexity for verifying consistency is O(n3) where n is the number of events.

We saw earlier that the consistency of an STP can be established by de-
tecting the absence of negative cycles in the corresponding distance graph
[9]. This can be done by use of the Floyd-Warshall algorithm [6], again in
O(n3). For sparse graphs Johnson’s algorithm [6] gives a slightly better
complexity at O(n2 log n + n|E|), where |E| is the number of edges in the
graph.

Although the constraint methods have more detailed complexity results
(based for instance on induced width of graphs and other graph theoretic
properties) than the distance methods [29], only the latter have been trans-
ferred to STNUs.

2.2 Execution of STNs

Simple Temporal Networks can be used to schedule events. For a temporal
planner, the start and end of each action are events needing scheduling.
Suppose a planner has generated a plan for which the corresponding STN
is consistent. This means that there is at least one solution to the STN.
Therefore there is at least one assignment of timepoints to the variables
which satisfies all constraints. Each such assignment corresponds to one
execution schedule for the plan. There may be several such schedules and
to execute the plan one of these have to be chosen.

There are two alternative ways of choosing a solution:

1. Choose a complete solution before execution. This can be done for in-
stance incrementally if the STN is decomposable. The chosen solution
may optimize some condition, for instance makespan, which is defined
to be the difference in time between the earliest and the latest time-
points in the schedule. If all events in the STN are completely control-
lable by the execution system, this way of deciding which schedule
to execute works well. As soon as the solution is decided upon, exe-
cution starts the actions corresponding to the events in the order and
at the timepoints chosen in the solution.
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2. Gradually, dynamically choose during execution when to start and
finish actions. This is a harder alternative for several reasons. First,
a partial solution must be gradually extended and the choices made
must be such that it is possible to extend the partial solution to a full
solution. Second, even if the STN is decomposable, so that this is
always possible, timepoints for events must be chosen in the order
they are executed. The fact that any partial solution can be extended
to a complete solution is not sufficient if all such extensions require
an action to be executed “10 minutes ago”.

There are advantages of dynamic execution. It is sometimes possi-
ble to introduce flexibility to handle actions whose durations are not
entirely controllable by the executor. This is a way of reaching a bit
towards the flexibility of STNUs, but without any guarantees. The is-
sue was discussed by Muscettola et al. [23] and further developed by
Tsamardinos [36] and Tsamardinos et al. [39]. A short discussion of
flexibility is included in Section 2.2.1. An algorithm which can assign
times dynamically as described herein is called a dispatcher [36].

We continue in the next section by presenting a dispatcher: An execution
algorithm which for a certain class of STNs can assign timepoints to events
dynamically during execution. We then discuss a way of verifying if an
STN belongs to the class of networks the dispatcher can execute. Fast ver-
ification and execution is dependent on edge filtering which is covered in
Section 2.2.2. In Section 2.3 we present the DBP algorithm which can con-
vert an STN to an equivalent STN that has the same solutions as the origi-
nal, and belongs to the class of STNs a dispatcher can execute correctly.

The DBP algorithm is an integral part of the FastIDC algorithm (Chapter
3) for STNUs. We will also see that the execution of STNs is related to the
execution of STNUs.

2.2.1 Dispatching STNs

In the context of STNs, assigning values to the variables is called execution
[39]. In this context it is assumed that variables are assigned values in order
of increasing value. This captures the situation where actions are started
and ended as time is progressing. Different assignments to the variables
give different execution scenarios. An STN is executable if there is an execu-
tion scenario which satisfies all constraints. Note that this is equivalent to
the STN being consistent. The context determines the terminology used.
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An execution algorithm called a dispatcher was proposed by Muscettola
et al. [23]. The algorithm uses the distance graph of an STN to facilitate the
execution. Execution by the algorithm is referred to as dispatch of an STN.

Definition 3 (Directly Dispatchable STN [This Thesis]). An STN is di-
rectly dispatchable if it can be dispatched correctly by the dispatcher without
modification.

Definition 4 (Dispatchable STN [This Thesis]). An STN is dispatchable if
it is directly dispatchable or can be made directly dispatchable through the addition
of a set of constraints that preserve the original set of solutions to the STN.

In essence, the process of making an STN dispatchable will compute a
set of constraints that are already implicit in the STN and add these con-

straints explicitly to the graph. For example, given edges A
[10,20]−−−→ B and

B
[10,20]−−−→ C, we may infer and add A

[20,40]−−−→ C. This does not change the set
of solutions, but makes the constraint between A and C more explicit.

If a consistent STN is not directly dispatchable, it can always be made
so by addition of constraints, as will be seen later in this chapter. This
means that the concepts of dispatchability, consistency and executability
are equivalent, but different from direct dispatchability.

Notation. Two concepts used when selecting the next node to execute are
defined by Muscettola et al. [23]. A node n is a predecessor of another node p,
if there is a negative edge n ← p. As an example, in Figure 2.2 node t3 is
a predecessor of node t4 since there is a negative edge from t4 to t3. A

negative edge, t3
−10←−− t4, encodes a positive lower bound in the opposite

direction so that t4 is required by the constraint to execute at a timepoint
at least 10 time units after t3. A node becomes enabled when all its prede-
cessors in the distance graph have been executed. In the example of Figure
2.2, t4 becomes enabled when both t2 and t3 have been executed.

The notation Ti is used by [23] to refer to the chosen execution time
of node i. Furthermore, a start time point which is executed at time 0 is
defined. This is equivalent to the temporal reference (TR) that we use
throughout this thesis.

Execution Windows. During execution the dispatcher associates each node
i with a time interval [lbi, ubi] representing the dispatcher’s current knowl-
edge about the time interval in which the node must be executed to avoid
violating constraints. This interval is referred to as the execution window of
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Algorithm 1: Dispatcher [23]

function DISPATCH(G - STN)

enabled← {Temporal-Reference}
executed← {}
currentTime← 0
while not all nodes are executed do

Remove e from enabled, for which
currentTime ∈ [LowerBound(e), UpperBound(e)]

set execution time of e to currentTime
add e to executed
update execution windows of neighbors to e
add all nodes which become enabled to enabled
wait until
currentTime ∈ [min(LowerBound(enabled)), min(UpperBound(enabled))]

end

the node [32]. The execution window is initialized to [0, 0] for the TR and
[0, ∞] for all other nodes. During execution the execution windows will
shrink as constraints from neighboring nodes affect them. Note that nodes
that have been executed can be forgotten about since they were safely exe-
cuted and their execution times cannot be altered [23].

Propagation of Bounds. The dispatcher uses the edges of the distance
graph to propagate execution window bounds. For simplicity we say that
execution window bounds are propagated via nodes at execution time while
in fact it is the algorithm which propagates the bounds as nodes are exe-
cuted.

Whenever a node i is executed, so that its execution time Ti becomes

known, every positive edge i b−→ j with b > 0 will result in the propagation
of an upper bound of Ti + b to node j. If the existing execution window
for j was [lbj, ubj], the new window becomes [lbj, min(Ti + b, ubj)] because
the tightest limits must be chosen to accommodate all constraints.

Similarly, every negative edge i −a←− j (note the reversed order), with
a ≥ 0, will propagate a lower bound of value Ti + a to j. The resulting
execution window for j becomes [max(Ti + a, lbj), ubj] in this case. Note
that 0 is treated as negative. Therefore, lower bounds will be propagated
along 0-weight edges.



“Lic” — 2015/8/10 — 15:07 — page 22 — #28

22 Chapter 2. Temporal Formalisms

Dispatcher Algorithm. Algorithm 1 lists the pseudo-code for the dispatcher
[23]. The algorithm keeps two sets, enabled containing enabled nodes and
executed containing executed nodes. It loops until all nodes are executed.
In each iteration it executes one node, e by setting its execution time to the
current time. The node is then moved from enabled to executed and all the
execution windows for neighboring nodes are updated as described before.
Any node which becomes enabled due to the execution of e is put in en-
abled. Time is then advanced until the next node is chosen, which happens
when currentTime is somewhere in the interval [min(LowerBound(enabled)),
min(UpperBound(enabled))]. Here the minimum is taken over all nodes in
enabled. To start a new iteration, it is sufficient that currentTime exceeds the
lower bound of one node. The algorithm must choose a time within the
time interval limited by the lowest upper bound of any node in enabled.
Also, the algorithm cannot postpone execution of any node until after its
upper bound is passed, or execution will fail.

The algorithm does not specify the exact time within [min(LowerBound
(enabled)), min(UpperBound(enabled))] chosen for currentTime. There are
two reasons for this. First, by having a least commitment approach, the
dispatch algorithm can produce all possible execution scenarios. Secondly,
if the end times of some tasks are not controllable by the executor, the dis-
patcher can be modified to “execute” action end nodes when notified that
the action actually ended, as long as this happens within each node’s ex-
ecution window. The dispatch approach then permits a degree of uncon-
trollability without using the more complex concept of STNUs (see Section
2.4).

A greedy alternative would be to always execute a node as soon as pos-
sible, i.e. when currentTime reaches its lower bound. This approach clearly
gives the lowest makespan, but excludes most scenarios and provides less
flexibility. In a multi-agent environment, maximum flexibility gives the
agents maximum freedom to choose when to execute their task. This makes
it easier for them to combine tasks from different schedules.

Example. We will now go through an example dispatch of an STN. Fig-
ure 2.3 shows a consistent STN and its distance graph. Figure 2.4 shows
how the dispatcher may update execution windows while dispatching the
example graph. The steps of the execution are outlined below:

a) At the start all execution windows are [0, ∞] except for the temporal
reference’s which is [0, 0].

b) Execution of node 0 at time 0 leads to propagation of bounds along both
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Figure 2.3: Example of a consistent STN and its distance graph dual.
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Figure 2.4: Dispatching the STN in Figure 2.3.

the outgoing positive and the incoming negative edges. This enables
nodes 1 and 2 since all nodes that are sources of incoming constraints
towards node 1 and 2, with positive lower bounds, have been executed
(namely node 0).

c) The dispatcher chooses to execute node 2 at time 8 which leads to a
propagation of tighter bounds to node 3. The new bounds become
[13, 18] but node 3 does not become enabled.

d) Node 1 is executed at time 12 and bounds are again propagated to node 3.
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Figure 2.5: Example of a consistent STN where dispatch fails due lack of
propagation between nodes.

The upper bound propagated is 22. Since node 3 already has an upper
bound of 18, which is tighter than 22, the upper bound is not changed.
The final execution window for node 3 becomes [17, 18] and the node
is now enabled. The dispatcher may choose to execute node 3 at time
17 or 18 arriving at a valid execution scenario where all constraints are
met.

Note that each node is assigned a timepoint that is later than the timepoints
previously assigned. This means that execution can be carried out while
new timepoints are assigned. There is no need to wait until the full solution
is decided upon.

Direct Dispatchability. The dispatcher is only guaranteed to work if the
existing constraints between nodes in the STN are explicit enough so that
the algorithm propagates tight enough bounds. For the STN in Figure 2.3
this is not the case. We saw previously that the dispatcher made choices
that led to a successful execution. It could have made other choices. Fig-
ure 2.5 shows what happens if the dispatcher decides to execute T2 = 5
(Figure 2.5c). The execution window for node 3 becomes [10, 15]. When
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the dispatcher follows this decision by choosing a low T1 value of 11 in the
last step (Figure 2.5d), the bounds propagated to node 3 will be too high:
[16, 21]. This means that the intersection between the interval propagated
from node 1 and that propagated from node 2 is empty, so that no time-
point satisfies them both. To prevent this situation the choice of T2 must
affect the possible choices for T1.

Figure 2.6 shows the APSP graph for the example STN, which has a
different set of constraints but exactly the same solutions. According to
this graph there is in fact a constraint between node 2 and node 1 that was
implicit in the original STN formulation. The constraint requires the differ-
ence to be within [0, 5]. We can also see that T1 must be below 15. If an STN
is missing edges, as in the [0, 5] case, or edges are too loose, as in the case
with the [10, 20] constraint between 0 and 1, dispatch may fail. From this
intuition we formulate and prove the following lemma:

Lemma 1. (Direct Dispatchability) [This thesis] Let G be a consistent STN
and G’ be the APSP STN version of G. We now assume that G and G’ are dis-
patched simultaneously and that all timepoints that are assigned to events in G are
also assigned to the corresponding events in G’. Then G is directly dispatchable
if and only if, for all execution scenarios of G, all execution windows for enabled
nodes in G are sub-intervals of the execution windows for the corresponding en-
abled nodes in G’

Proof. We start with the “if’-part. We know that G’ is dispatchable. We
also know that any edge present in G is present in G’ and the edge in G’
can only be tighter. Therefore the dispatch of G’ will allow as many execu-
tion scenarios as possible. This is because the APSP version of an STN is
a minimal decomposition. The minimality of G’ means that no constraint
contains redundant values, if any constraint interval is reduced at least one
execution scenario is lost. That G’ is a decomposition means that for any
allowed timepoint assignment to an event, with respect to constraints, as-
signments to the other events can be made so that the resulting execution
scenario is valid. If all choices for the dispatch of G are within the choices
allowed for G’, G can clearly be directly dispatched.

Now we prove the “only if”-part. Suppose that there exists an execu-
tion scenario for G, such that an execution window for the enabled node
n during dispatch of G is not a sub-interval of the corresponding window
for the enabled node n’ in G’. This means that the dispatcher may chose a
time for n which cannot be assigned to n’. But dispatching G’ allows all
possible valid execution scenarios. Therefore the scenario executed by the
dispatcher for G cannot be valid and dispatch is incorrect. Therefore G is
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in this case not directly dispatchable.

It is not trivial to use this lemma to prove that an STN is directly dispatch-
able. We present a novel efficient solution to the direct dispatchability ver-
ification problem in Section 2.2.3. Before this can be done the concept of
edge filtering must be presented.
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Figure 2.6: The all-pairs shortest paths of the STN example.

2.2.2 Edge Filtering

One way to make an STN directly dispatchable is to add edges between
all nodes with weights corresponding to the costs of the shortest paths be-
tween nodes, i.e. add all edges from the APSP graph. This makes sure that
any decision made by the dispatcher will be propagated by the dispatcher
to limit its later choices of timepoints for events. A problem with a complete
graph, such as the APSP graph, is that once a timepoint has been decided
for an event, the dispatcher must propagate this decision to affect the ex-
ecution windows of all non-executed nodes. Therefore the dispatcher will
have to carry out on average Θ(n2) propagations in each iteration for a to-
tal of Θ(n3) propagations altogether during execution. The idea behind the
dispatcher, as mentioned before, is to execute plans in real-time to be able
to accommodate a small amount of uncontrollability in action durations.
As a reminder, the alternative to dispatching execution is to choose time-
points for the events before the actual execution of plans. This results in a
static time schedule which has a lower probability of success in scenarios
with uncontrollable durations. A concern for dispatching is if an STN has a
high degree of connectedness. Then propagations by the dispatcher during
execution may become a bottleneck affecting real-time performance.
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If there are several paths along which the dispatcher may propagate the
same information, some of these paths can be removed without affecting
the direct dispatchability of the STN. This is observed by Muscettola et al.
[23] who presents so called domination rules that can be used to remove
unnecessary edges from the graph. Before discussing these rules we re-
mind the reader that when the dispatcher executes a plan, upper bounds
on execution windows are propagated by positive edges and lower bounds
by negative edges (in the reverse direction). There is a difference in the im-

portance of these edges. A positive edge i b−→ j means that the execution
of j should not be later than b time units from when i is executed. Notice
that this says nothing about which node should executed first. A negative
edge however always means precedence. A negative edge i −a←− j requires
that i is executed at least a time units before j. Edges with weight zero are
a bit special and can be regarded in both ways. The procedure presented in
this section considers zero weight edges as non-negative and groups them
with positive edges. The DBP algorithm, presented in Section 2.3, consid-
ers zero weight edges as negative. We want to point out this difference in
definitions so that the reader is not confused.

The idea proposed by Muscettola et al. [23] is that given a directly dis-
patchable STN, redundancy in propagation can be reduced by removing
certain edges. These edges are dominated by others and they can be discov-
ered by applying a triangle rule. The triangle rule has two conditions, one
for when a positive edge is dominated and can be removed and one for
when a negative edge is dominated and can be removed. An algorithm is
also given which filters out any unneeded edges from a directly dispatch-
able STN. The algorithm runs in O(|V|3) where V is the set of nodes in the
STN.

The intuition behind the domination rules is that some edges will be
used by the dispatcher to propagate looser or identical bounds compared to
propagation along other edges, and so only the tightest of the propagation
paths is required. This intuition leads to the following definitions:

Definition 5 (Domination [23]). A non-negative edge AC is upper-dominated
by another non-negative edge BC, both having C as target, if the upper bound
propagated by the dispatcher during dispatch along BC is always at least as tight
as the upper bound propagated by the dispatcher along the AC edge.

A negative edge, AC, is similarly lower-dominated by another negative edge
AB, both having A as source, if the dispatch propagation of a lower bound along
AB is always at least as tight as the corresponding propagation along AC.

Theorem 1 states the requirements for when domination applies. In the fol-



“Lic” — 2015/8/10 — 15:07 — page 28 — #34

28 Chapter 2. Temporal Formalisms

lowing theorem and proof, |AB| represents the weight of the edge between
nodes A and B.

Theorem 1. (Triangle Rule) [36]
In an STN where the associated distance graph satisfies the triangle inequality:

1. A non-negative edge AC is upper-dominated by another non-negative edge
BC if and only if |AB|+ |BC| = |AC|.

2. A negative edge AC is lower-dominated by another negative edge AB if and
only if |AB|+ |BC| = |AC|.
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Figure 2.7: The two cases of upper domination.

Proof. This was originally given a brief proof in Muscettola et al. [23]. Here
we provide a more detailed proof that should be easier to follow.

The proof is divided into two parts, each of which covers one domina-
tion type. Throughout the proof we will use a triangle with nodes A, B
and C as shown in Figure 2.7. The absolute weight of the edges will be de-
noted by the variables x, y and z. These variables will therefore always be
positive, and expressions such as −x always represent negative weights.

Recall that TA is used to denote the execution time of node A.

Upper Domination (1). For upper domination, Figure 2.7a shows the case
when AB has a non-negative weight and Figure 2.7b when its weight is
negative. These are the only two cases of interest, since both AC and BC
are required to be non-negative. The proof will be split in these two cases
due to the fact that different argumentation is possible depending on the
sign of the weights.
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Upper Domination (1) / “if”. Assume that |AB|+ |BC| = |AC|. We must
then show that the AC edge is dominated by the BC edge.

Upper Domination (1) / “if” / non-negative. We start with the case in
Figure 2.7a. Since all edges have non-negative weights, there is no forced
ordering between when A, B and C are executed. We will therefore exam-
ine each ordering in turn and show that the upper bound of TA + x, on the
node C, can be achieved without AC. In other words, we want to show
that TC ≤ TA + x without the AC edge. From the assumption we know
that y + z = x and can therefore use the following two facts: x ≥ y and
x ≥ z.

If TC ≤ TA this is trivially shown since x ≥ 0 in cases where upper
domination is applicable.

If TA < TC ≤ TB, i.e. A is executed before B, the upper bound of y
affects the choices for when the dispatcher executes B so that TB ≤ TA + y
and hence TC ≤ TA + y ≤ TA + x since y ≤ x. Therefore AC is upper
dominated if this execution order is chosen by the dispatcher.

The next case we need to verify is TA ≤ TB < TC. From the ordering
we know that B is executed before TA + y. At that time an upper bound is
propagated to C: TB + z ≤ TA + z + y = TA + x so the propagated bound
is never larger than TA + x, and it is in place before C is executed making
sure that TC ≤ TA + x as required.

The last case is if TB ≤ TA which trivially makes TB ≤ TA + y and the
same argument applies again. In conclusion, by removing AC the upper
bound on TC is not loosened, hence AC is upper dominated by BC.

Upper Domination (1) / “if” / negative. In Figure 2.7b, |AB| is negative.
This means that A and B are ordered so that TB < TA, since a negative edge
propagates a positive lower bound. In this instance we have TA ≥ TB + y.
Therefore, the upper bound of TB + z is propagated to C before A executes.
Again, there are two possible execution orders: TC ≤ TA and TC > TA.

If TC ≤ TA then trivially TC ≤ TA + x since x ≥ 0.
If TC > TA, then the upper bound propagated via A, TA + x ≥ TB +

y + x = TB + z so the bound propagated via AC cannot be tighter than the
bound propagated vi the BC edge. Therefore in both possible orderings AC
is upper dominated by BC.

Upper Domination (1) / “only if”. To conclude the proof of part 1 we show
that if |AB|+ |BC| 6= |AC|, AC cannot be upper dominated by BC. We first
see that |AB| + |BC| < |AC| is not possible in the distance graph of the
STN since it was assumed to satisfy the triangle inequality which states
that |AB|+ |BC| ≥ |AC|.
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If |AB|+ |BC| > |AC| and the edge weights match the scenario in Fig-
ure 2.7a where all edges have positive weights, there exists a dispatch sce-
nario in which the upper bound propagated via BC is TA + y + z > TA + x.
This means that the upper bound propagated via BC in this dispatch sce-
nario is not at as tight as the bound propagated via the AC edge and hence
the requirement of upper domination: “...is always at least as tight...”, is
not satisfied.

If |AB|+ |BC| > |AC| and the edge weights match the scenario in Fig-
ure 2.7b there is a dispatch scenario in which A is executed as soon as pos-
sible, i.e. y time units after B, giving C the upper bound TB + y + x =

TB + x − (−y) = TB + |AC| − |AB| < TB + |BC| and so we see that the
upper bound propagated via BC is not as tight as the upper bound propa-
gated via AC. Therefore BC cannot upper dominate AC.
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Figure 2.8: The two cases of lower domination.

Lower Domination (2). We now continue with part 2 of the proof. Fig-
ure 2.8 shows the corresponding two cases of lower domination. The dif-
ference between the cases is the sign of the BC edge. Recall that zero is
non-negative.

Lower Domination (2) / “if”. To show lower domination the requirement
becomes that TA ≥ TC + x in all cases.

Lower Domination (2) / “if” / all negative. In Figure 2.8a all three edges
are negative. Therefore TC < TB < TA, so B executes before A and the
lower bound of AB is applied to A. We have TB ≥ TC + z, and therefore
the lower bound propagated via B becomes TB + y ≥ TC + y + z = TC + x,
which is required for lower domination.
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Lower Domination (2) / “if” / one positive. In Figure 2.8b, C is unordered
relative to B. However, we still have TA > TB and TA > TC. From the
fact that −x = −y + z and z ≥ 0 it follows that −y ≤ −x (i.e. y ≥ x).
Combined with the upper bound definition TC ≤ TB + z, we get TB + y =

TB + z + (y− z) ≥ TC + (y− z) = TC + x since −x = −y + z and therefore
x = y − z. To summarize, TA ≥ TB + y ≥ TC + x, which is required for
lower domination.

Lower Domination (2) / “only if”. To conclude the proof of part 2 we show
that if |AB|+ |BC| 6= |AC|, AC cannot be lower dominated by BA. Again
|AB|+ |BC| < |AC| is not possible since it violates the triangle inequality
assumption.

If |AB|+ |BC| > |AC| and the edge weights match the scenario in Fig-
ure 2.8a there is a dispatch scenario where the lower bound propagated via
AB is TC + z + y < TC + x since |AB|+ |BC| > |AC| ⇔ −y− z > −x ⇔
y + z < x. This means that there is a scenario in which the lower bound
propagated via AC is tighter than the lower bound propagated via AB and
therefore AC cannot be lower dominated by AB.

If |AB|+ |BC| > |AC| and the edge weights match the scenario in Fig-
ure 2.8b there is a dispatch scenario where the lower bound propagated via
AC is TB + z + x. This scenario happens if C is executed as late as possible.
In this scenario the lower bound propagated via AB is TB + y < TB + z + x
since |AB| + |BC| > |AC| ⇔ −y + z > −x ⇔ y < z + x. Therefore the
bound propagated by AC is tighter and AB cannot lower dominate AC.

The filtering algorithm for creating minimal directly dispatchable distance
graphs makes use of the dominance relation. Since there is no mixing be-
tween signs in domination, the filtering can take care of positive and nega-
tive edges separately.

Algorithm 2 shows the pseudo-code for the filtering algorithm. The
algorithm shown is the first filtering algorithm by Muscettola et al. [23]
with complexity O(|V|3) (where |V| is the number of nodes in the graph).
A faster, more advanced version exists [36]. It has a run-time complexity
of O(|V||E|+ |V|2 log |V|) (where |E| is the number of edges in the initial
graph). It is shown that that the dominance relation is an equivalence re-
lation [23]. All edges in an equivalence class dominate each other. The
equivalence classes form a partial order since domination is shown to be
a transitive relation. It is further shown that if only one edge from each
top-level equivalence class is kept the resulting filtered network becomes
minimal and dispatchable.
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Algorithm 2: Edge Filtering [23]

function MINIMUM DISPATCHABLE(G - STN)

Calculate the APSP-graph using Johnson’s or Floyd-Warshall’s algorithm
for each triangle in the APSP-graph do

check dominance of the edges
if one edge dominates another then

mark the dominated edge
end
if both edges dominate each other then

make sure one of them is marked
end

end
return a graph consisting of all unmarked edges

The algorithm first calculates the dispatchable APSP graph for the STN.
It then goes through all triangles and marks the dominated edges. In case
two edges dominate each other, one is kept unmarked. Then all marked
edges are removed and the resulting graph is returned. It is shown that the
strategy for marking edges ensures that only one edge from each top-level
equivalence class is kept in the final graph.

We now have the machinery needed to present the direct dispatchability
verification algorithm.

2.2.3 Direct Dispatchability Verification

STNs are not normally dispatched in their original form. As shown in the
previous section they need to be processed and additional constraints must
be added before dispatchability is attained. The added constraints have the
effect of relaying all the needed information for dispatch to succeed. How-
ever, in some cases the original STN cannot be altered. This prevents the
standard procedure presented in the previous section where the algorithm
first calculates the APSP graph to ensure dispatchability. The reason for
not altering the STN may be that execution is distributed or that nodes
are owned by separate entities so that new constraints between nodes can-
not be imposed on the global STN. It could also be caused by the fact that
communication can only follow certain paths, along the edges in the STN.
Regardless of which reason that is preventing alteration of the STN, it is
important to verify whether the given STN can be dispatched. There does
not exist any algorithm for verifying this property. Therefore, we present a
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new solution based on the following lemma:

Lemma 2. [This thesis] Let the dominance equivalence classes of a consistent
STN G be defined as in the previous section [36]. Then G is directly dispatchable
if and only if for each dominance equivalence class of G, G either contains at least
one edge from that class or contains at least one edge from a class ordered before it
in the preorder induced by the dominance relation.

Proof. “if”: An STN which contains one edge from each dominance equiv-
alence class, or a class ordered before it, is directly dispatchable. This fol-
lows from the theory of filtering where it is proven that such an STN is
minimal and directly dispatchable [36]. Since such an STN is minimal it is
not affected by any additional edges in G, they cannot increase or decrease
the execution intervals created during dispatch. An increase is impossible
since adding more constraints cannot prevent the existing ones from lim-
iting the execution intervals. A decrease is impossible since the STN was
already minimal.

“only if”: We now show that a consistent directly executable STN must
contain an edge from each dominance equivalence class, or a class ordered
before it in the preorder induced by the dominance relation.

Suppose for contradiction that no edge from a certain dominance class,
or class ordered before it, were present in the STN. Let T be the target node
if it is an upper domination equivalence class and the source node if it is
a lower domination equivalence class. All the edges from the involved
equivalence classes propagate the same upper/lower bound to T relative
to the temporal reference. This can be seen by inspection of the triangle
theorem (Theorem 1) where the bound propagated is relative to A. It is
clear that other dominations of the same edge must relate to nodes which
relate to A and since this is related to the temporal reference we can relate
the bounds directly to this for any equivalence class. Since the dispatcher
propagates the tightest possible execution windows along the edges in the
dominance classes by virtue of them representing a minimal STN, the fact
that the contradicting STN does not contain any of these edges means that
any bounds propagated to T will create an interval which is not a subset
of the execution window propagated in the APSP version of the STN. By
Lemma 1 this STN cannot be directly dispatchable.

Algorithm 3 is based on Lemma 2 and verifies direct dispatchability. The
algorithm first builds the equivalence classes used by the filtering algo-
rithm (Algorithm 2) presented in section 2.2.2. Since the filtering algorithm
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Algorithm 3: Direct Dispatchability Verification

function VERIFY DIRECT DISPATCHABILITY(G - STN)

Build the dominance equivalence classes
using a modified MINIMUM DISPATCHABLE

Construct the partial order of the classes
for each equivalence class with order o do

if G contains no edge in a class ≤ o then
return false

end
end
return true

does not output these directly, a modified version is needed. The filtering
algorithm produces a minimal dispatchable result. The verification algo-
rithm may need to verify an STN which is dispatchable but not minimal.
Therefore it does not suffice to compare the STN to the result of the filtering
algorithm. Instead the criterion of Lemma 2 is used directly. Algorithm 3
checks if any of the classes are not covered, either directly by an edge from
the class being in the STN, or indirectly if an edge in a class ordered before
is included. If all classes are covered the algorithm returns true, otherwise
false.

2.3 The Dispatch Back-Propagation Approach

In this section we present an excerpt of a larger algorithm. Stedl and Williams
[33] introduce the concept of Dispatch Back-Propagation (DBP) as part of
their Fast-DC algorithm. The Fast-DC algorithm is the basis for the FastIDC

algorithm which is the focus of our research. Similar to the edge filtering
in the previous section, the DBP algorithm works in the distance graph of
the STN. Addition of a new constraint to an STN is seen as a tightening of
an existing constraint (with infinite bounds).

The idea behind DBP is that if a constraint i → j is tightened this will
not affect how the dispatcher dispatches nodes that are executed after j.
Any propagation along edges during dispatch to nodes executed after j are
not affected by the actual time assigned to j. Their constraints toward j are
all relative to j’s assigned time. Therefore, in order to keep a dispatchable
STN dispatchable after a constraint is tightened, only nodes that are exe-
cuted before j need to be checked for possible inconsistency. Since different
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execution scenarios may execute nodes in different order, some nodes may
be either before or after the node j depending on the scenario. Recall that
the dispatcher may assign any execution time to a node as long as it is
within the execution window of the node.

The effect of tightening the i → j constraint is that the execution win-
dow for j becomes narrower. Then the STN distance graph may become
non-dispatchable and the STN even inconsistent (remember that consistent
STNs cannot always be directly dispatched through their distance graph).
In order to detect inconsistencies, and preserve dispatchability, the DBP al-
gorithm imposes new constraints on any direct path along which an incon-
sistency could be propagated. The DBP algorithm will detect if the tighter
constraint leads to the STN not being dispatchable anymore, with exceptions.
We will see in Chapter 4 that there are cases in which it fails to detect non-
dispatchability correctly. The solution to this problem is an important result
of this thesis.

In more detail, DBP visits all possible predecessors of j and imposes
new constraints on these to preserve dispatchability. This is done recur-
sively, affecting the predecessors of j’s predecessors, and so on towards
the start of the STN until either no more predecessors exist or DBP detects
that dispatchability cannot be preserved. Figure 2.9 shows the two cases
of back-propagation which are needed to preserve dispatchability or de-
tect non-dispatchability. The bold edges in the figure are the result of DBP
propagation. As mentioned before, 0 is treated as a negative edge by DBP,
Fast-DC and FastIDC.

A

C

z

DBP 1  

-x
z-x

A

C

-z

DBP 2  

y
y-z

B B

Figure 2.9: The two cases of back-propagation used by the DBP algorithm.
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The DBP-1 propagation is triggered if a positive edge AB is tightened and
remains positive. The triggering condition for adding or tightening edge
AC is that BC is an outgoing negative edge. The rationale is that an upper
bound which is propagated from A to B may be threatened by an incoming
lower bound from C. If the lower bound requires B to execute after the
upper bound’s requirement then the STN is inconsistent. By adding the
AC edge, DBP forces C to be executed enough time before B so that the
time propagated by the lower bound cannot be above the upper bound.

The DBP-2 propagation is triggered if a negative edge AB is tightened or
a previously positive edge AB is tightened to a negative value. It will add
or tighten edge CA if there is a positive incoming edge CB. The rationale is
now the opposite. A lower bound propagated via A will lead to propaga-
tion of a bound to B that may be threatened by an upper bound propagated
via C. By adding the CA edge, the DBP algorithm makes sure that A will
not be executed too late, preventing an empty execution window for B.

DBP propagations are focused on the tightened edge. If the current
focus is disregarded, the triangles become isomorphic. An incoming posi-
tive edge is followed by an outgoing negative edge producing a tightening
from the source of the positive edge to the target of the negative edge. The
weight of the tightened edge is the sum of the weights of the other two
edges.

Algorithm 4 lists the pseudo-code of the DBP algorithm. This algorithm
is not given directly in the paper on Fast-DC [34] where the concept is first
presented. It is only included as an integrated part of Fast-DC.

The algorithm starts with the tightened edge and then recursively ap-
plies the back-propagation rules where applicable. First the algorithm checks
if it is tightening a loop. A positive loop results when DBP is called with
node A equal to node C in Figure 2.9. This is a case of testing local con-
sistency between two nodes. A positive loop cannot be further recursed
and presents no threat to dispatchability. A negative loop is the result of
discovering an inconsistency. In case such an edge is found the algorithm
returns false.

If the tightened edge is not a self-loop, DBP checks if it can apply DBP-
1 or DBP-2. After each application, a recursive call is made to verify that
the STN is still dispatchable. If any of the recursions fail, false is returned.
Otherwise no inconsistencies were found and true is returned. The STN, G,
contains the tightened edges derived by DBP. This should be kept for use
in future invocations of the algorithm.

If the DBP algorithm returns false, the STN which was just processed
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Algorithm 4: Dispatch Back-Propagation

function DISPATCH BACK-PROPAGATION(G - STN, e - tightened edge)
if Source(e) = Target(e) then

if Weight(e) ≥ 0 then
return true // positive loop

else
return false // negative loop

if e is positive then
for each negative edge f with Source( f ) = Target(e) do

if !DISPATCH BACK-PROPAGATION(G, tighten according to DBP-1) then
return false

end
else

for each positive edge f with Target( f ) = Source(e) do
if !DISPATCH BACK-PROPAGATION(G, tighten according to DBP-2) then

return false

end
end
return true

cannot be dispatched and hence is inconsistent. The self-loops encountered
by the algorithm are never added to the distance graph. Therefore the STP
definition is not violated by the use of these edges. It is possible to inter-
leave filtering of edges [36] as presented in Section 2.2.2 since this does not
affect dispatchability.

In Chapter 4 we analyze DBP further as a cause of FastIDC failures.
We end by remarking that it is possible to come up with an STN with n
nodes where DBP is as expensive as an all-pairs shortest-path calculation,
i.e. Θ(n3).

Comparison between APSP and DBP

The two triangles in Figure 2.9 both show derivations of shortest paths.
If tightening the AB edge produces a shorter path between A and C, the
AC edge is updated to reflect this. Therefore, DBP applies a subset of the
tightenings that would be done if an APSP algorithm were used. There
are four types of triangle interaction between two edges dependent on the
edge signs: plus-plus, plus-minus, minus-plus and minus-minus. All these
interactions are applied in APSP calculations, but only the plus-minus com-
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bination is applied by the DBP algorithm. This is all that is needed to
ensure dispatchability, assuming there are no negative cycles (which is a
case which we will discuss in Chapter 4). Plus-minus interaction derives
shortest paths along negative edges. This means that the path is derived
towards nodes that are executed earlier. If a consistent STN is built using
calls to DBP, all nodes will have shortest path distances towards the tem-
poral reference.

An interesting property is that, since dispatchability is maintained, any
consistent STN can be dispatched after it was processed through DBP. This
means that even though not all edges in the STN distance graph have
weights that are the shortest distances between nodes, these shorter dis-
tances are in fact recovered during execution / dispatch. If this did not
happen, execution windows would allow values outside those of the min-
imal STN which would cause dispatch to fail. Therefore, for a consistent
STN, DBP does a “lazy”-APSP calculation which shifts the work done to
the STN so that less work is done during processing and more during exe-
cution.

2.4 Simple Temporal Networks with Uncertainty

We have now seen the basic concepts relating to STNs: Distance graphs,
consistency verification, execution, and dispatchability. These will now be
discussed in the more general model of temporal problems where uncer-
tainty is allowed. We start with the core definition:

Definition 6 (Simple Temporal Problem with Uncertainty (STPU) [44]).
A simple temporal problem with uncertainty (STPU) consists of a number
of real variables x1, . . . , xn, divided into two disjoint sets of controlled events
R and contingent events C. An STPU also contains a number of requirement
constraints Rij = [aij, bij] limiting the distance aij ≤ xj− xi ≤ bij, and a number
of contingent constraints Cij = [cij, dij] limiting the distance cij ≤ xj − xi ≤
dij. For the constraints Cij we require that xj ∈ C and 0 < cij < dij < ∞.

Controlled events can be assigned timepoints by choice. The timepoints at
which contingent events occur can only be observed and they are therefore
sometimes also referred to as observable events or uncontrollable events. Re-
quirement constraints are constraints that are required to hold in the STPU.
A contingent constraint is used to describe the uncertainty of a process that
is started at one event, which may or may not be controllable, and ends in
a contingent event.
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Figure 2.10: Example STNU cooking scenario.

Requirement constraints can be placed between any types of events. In
contrast, it makes no sense to allow two contingent constraints to end in the
same contingent event. This would correspond to stating that timepoint t
is the timepoint when both action A and action B end, but it is impossible to
guarantee that such a timepoint will exist except in the trivial case where
both actions actually have a single known predefined duration.

STPUs in graph form are called STNs with Uncertainty (STNUs). We
now give an example of a scenario which can be modeled by an STNU.

Example 3. Suppose that a man wants to surprise his wife with some nice cooked
food after she returns from shopping. For the surprise to be pleasant he does not
want her to have to wait too long for the meal after returning home. He also does
not want to finish cooking the meal too early so it has to lay waiting. We can
model this scenario with an STNU as shown in Figure 2.10. Here the durations of
shopping, driving and cooking are uncontrollable (but bounded). This is modeled
by using contingent constraints between the start and end events of each action.
The fact that the meal should be done within a certain time of the wife’s arrival
is modeled by a requirement constraint which must be satisfied for the scenario
to be correctly executed. The question arising from the scenario is: can we guar-
antee that the requirement constraint is satisfied regardless of the outcomes of the
uncontrollable durations, assuming that these are observable.

We will return to the question posed in this example later in this chapter.

Wait Constraints. In addition to the types of constraints already existing
in an STNU, some algorithms can also generate wait constraints that make
certain implicit requirements explicit for use in further computations and
execution of the STNU.
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Definition 7 (Wait Constraint [21]).
A wait constraint, or wait, between the nodes A and C is a constraint AC with
annotation 〈B, t〉. This constraint is respected if execution of node C is not allowed
to take place until either B has occurred or t units of time have elapsed since A
occurred.

Here B is called the conditioning node of the constraint and it must be an
uncontrollable event. We will see how wait constraints can be derived in
certain situations by the MMV algorithm (Chapter 3).

2.4.1 Different Controllabilities

A C
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B

[30,90]

[120,180]
[60,120]

[150,240]

E
[30,60]

Requirement Constraint

Contingent Constraint

Figure 2.11: Example of a weakly controllable STPU.

For STNUs, consistency is insufficient. Instead, the interesting question is
whether an STNU is controllable in a certain way.

The definitions of controllability often use the notion of a projection.
A projection of an STNU is an STN where a value from each contingent
constraint interval is chosen to represent the contingent constraint in the
STN. The contingent constraint is converted to a requirement constraint in
the projection process. Intuitively a projection is what is got after assigning
a fixed duration to each uncontrollable duration.

Two types of controllability are defined by Vidal and Ghallab [44]. An
STNU is strongly controllable if it is possible to assign the controlled events
a single set of timepoints so that every projection of the resulting STNU is
a consistent STN. This means that there is a universal solution that can be
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determined in advance and used regardless of which timepoints the con-
tingent events take from their domains. An STNU is weakly controllable if
every projection is consistent. This means that for every outcome of the
uncontrollable durations it is possible to assign timepoints to the control-
lable events so that the corresponding projection is consistent. On the other
hand, actually doing this may require either luck or knowledge about the
future.

The example in Figure 2.11 is not strongly controllable. There is no sin-
gle timepoint for C that is consistent both when AD = 150 and AD = 240.
However, given a projection of timepoints for the contingent events B and
D, we can set C = D − 80 and get a consistent network, which shows
that the example network is weakly controllable. However, we cannot set
C = D− 80 until we actually observe the time where D occurred, at which
point it is too late to execute C.

It is clear that strong controllability implies weak controllability. Net-
works that are strongly controllable can be executed, but there exist net-
works that can be executed that are not strongly controllable. Weak con-
trollability on the other hand gives not much help in deciding whether an
STNU can be executed since it assumes a projection and at execution time
not all timepoints for contingent events are known. When executing a con-
trollable event, the timepoints available to assign to it may depend on a
contingent event that has not yet been observed. This scenario cannot be
captured by weak controllability. Hence a better model is needed to handle
execution scenarios.

Vidal and Fargier [42] defines this more useful type of controllability.
Dynamic controllability for an STNU is defined as the possibility to ex-
ecute the network consistently, given at each timepoint knowledge of all
contingent events that have happened up to this point in time. Dynamic
controllability captures the real situation of executing in a dynamic envi-
ronment. An execution procedure trying to schedule a controllable event
that is dependent on a contingent event which has not yet been observed
knows this and can compensate for it when deciding the execution time-
point for the controllable event. The concept of dynamic controllability is
essential to this thesis. It is formally defined via the concept of dynamic
execution strategy.

Definition 8 (Dynamic Execution Strategy [42]).
A dynamic execution strategy is a strategy for assigning timepoints to con-
trollable events during execution, given that at each point in time, it is known
which contingent events have already occurred. The strategy must ensure that all
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Figure 2.12: Example of a strongly and a dynamically controllable STPUs

requirement constraints will be respected regardless of the outcomes for the contin-
gent events.

Definition 9 (Dynamically Controllable (DC) [42]).
An STNU is dynamically controllable (DC) if there exists a dynamic execution
strategy for it.

We now return to the example in Figure 2.10. A dynamic execution strategy
is to start cooking 10 time units after receiving a call that the wife starts
driving home. This guarantees that cooking is done within the required
time, since she will arrive at home 35 to 40 time units after starting to drive
and the dinner will be ready 35 to 40 time units after she started driving.

In contrast the example in Figure 2.11 is not dynamically controllable.
Assuming without loss of generality that A = 0. We cannot start C after 90
since then if D is observed at 150 we violate the CD constraint by getting a
value on the link that is less than 60. We cannot start C before 90 or at 90
since then the CD constraint will be violated if D is not observed until 240
leading to a value for the CD constraint at above 120.

Figure 2.12 shows two variations of the same example. In 2.12a, if A
is set to 0 and C to 60, the constraint CD will be satisfied as the possible
values will be in the range [120− 60, 150− 60] = [60, 90] ⊆ [60, 120]. This
means that the example is strongly controllable since C = 60 works for all
the contingent values on D.

The example in Figure 2.12b is a bit different from the earlier examples.
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Again assume that the time of the earliest node E is set to 0 for simplic-
ity. Here the value of A will be observed somewhere in the interval 30 to
60 after the execution of E. Then D in turn will be observed 120 to 180
after A. It is not possible to assign a value to C that works for all values
of D (150 ≤ D ≤ 240 which is similar to the first example). So the net-
work is not strongly controllable. It is however dynamically controllable.
To see this we observe that if we know the time at A we find ourselves
at this point in time in a scenario similar to that in Figure 2.12a where we
can choose C = A + 60 to get an interval for the CD constraint that is
[120− 60, 180− 60] = [60, 120]. Hence the time of D will satisfy the con-
straint.

In comparison to the other types of controllability, dynamic fits in-between
the others. This means that we have strong⇒ dynamic⇒ weak.

Figure 2.13 shows the knowledge that is used in the respective ways of
controllability. We see that strong controllability cannot make use of any
knowledge about the actual timings of the network. In contrast to this,
weak controllability makes use of the complete knowledge of all uncertain
timings. In-between we find the most realistic type of controllability, which
is dynamic controllability. If we take the perspective of an autonomous
agent executing a plan, it knows what has happened and plans for the fu-
ture.

time
start now end

time
start now end

time
start now end

Strong Controllability

Dynamic Controllability

Weak Controllability

KnownUnknown

Figure 2.13: Different types of controllability for STPUs
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DC STNUs can be executed by a dispatcher taking uncontrollable events
into account. The algorithm required depends on whether the STNU has
been preprocessed. A dispatcher for STNUs processed by the MMV algo-
rithm will be presented later.

2.4.2 Complexity of Verifying Controllabilities

Vidal and Fargier [42] classify the different controllability problems in terms
of complexity. Determining strong controllability is found to be in P since
it is possible to take the worst case outcome of a projected STP and check if
this is consistent. The worst case is seen when considering the outcome of a
contingent event to be the latest timepoint in all constraints were the upper
limit is constrained and similarly that it occurs at the earliest possible time-
point in constraints constraining the lower limit. We again use the example
in Figure 2.11 to show this. When checking the constraint D − C ≤ 120
we get the worst case by assuming the upper bound D = 240 and when
checking the constraint D− C ≥ 60 we assume the lower bound D = 150.

Determining weak controllability is found to be in co-NP. This is due to
the fact that if we want to check if the network is not weakly controllable
it suffices to check the lower and upper bounds of each constraint. Using
only the extreme bounds is justified, since if a violation is caused by a value
inside an interval, the extremes of the interval would also expose this. A
naive algorithm for finding violations can check all combinations. This can
be done by a non-deterministic Turing machine in polynomial time.

The complexity of determining dynamical controllability is discussed
by Vidal and Fargier [43]. In this article there are conjectures of the com-
plexity classes of both weak and dynamic controllability. The three control-
lability problems are reformulated using existential and universal quanti-
fiers. Strong controllability is characterized by a list of existential quanti-
fiers outside the scope of an expression which is a conjunction of universal
quantifiers for each constraint. This can be solved in polynomial time.

Dynamic controllability is characterized as a game against nature where
each side take turns choosing. Nature has a universal operator and the ex-
ecuting entity has an existential operator. The view of dynamic control-
lability as a game has recently surfaced through the use of Timed Game
Automata (TGA). This angle of pursuit will be discussed in Chapter 7.
Through the game characterization, verifying dynamic controllability was
believed to be PSPACE-complete. A later result in Morris and Muscettola
[22] conjectured it to be NP-complete. In Chapter 3 we see it is in fact in P.

Weak controllability can be characterized by an expression where each
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uncontrollable node corresponds to a universal quantifier and each control-
lable node an existential quantifier. In the expression all universal quanti-
fiers are outside the scope of the existential quantifiers. The expression
encodes the concept that for all possible timepoints of all contingent events
there exist timepoints for the controlled events so that the resulting net-
work is consistent. The authors believed at the time that this would be sim-
pler to check than dynamic controllability, which at the time was believed
to be PSPACE-complete. Hence they conjectured that weak controllability
was co-NP-complete which as later shown to be correct by reduction from
the 3-coloring problem [19].

This section has followed the evolving view on the DC verification prob-
lem over time. We now continue with a more algorithm-based focus.

2.4.3 Extended Distance Graph Representation

In the same way as we saw previously for STNs, an STNU always has
an equivalent extended distance graph [34] (in the original paper they were
called CDGU for Conditional Distance Graph with Uncertainty, but since
there are no CDGs or DGUs we chose to rename it to a more fitting name).

Definition 10 (Extended Distance Graph (EDG) [34]).
An extended distance graph (EDG) is a directed multi-graph with weighted
edges of 5 kinds: Positive requirement, negative requirement, positive contingent,
negative contingent and conditional.

Requirement edges and contingent edges in an STNU are translated into
pairs of edges of the corresponding type in a manner similar to what was
previously described for STNs. The conditional edges mentioned in the defi-
nition, first used by Stedl [34], are used to represent the wait constraints that
are derived by some algorithms (see Chapter 3). The direction of a con-
ditional edge is intentionally opposite to that of the wait it encodes. This
makes the conditional edge more similar to a negative requirement edge in
the same direction, the difference being the condition. Conditional edges
are never present in the initial EDG, but they can be derived from other
constraints through calculations discussed in Chapter 3. We now give a
formal definition of a conditional edge:

Definition 11 (Conditional Edge [34]).
A conditional edge CA annotated 〈B,−w〉 encodes a conditional constraint: C
must execute after B or at least w time units after A, whichever comes first. The
node B is called the conditioning node of the constraint/edge.
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Algorithm 5: STNU Dispatcher [21]

function DISPATCH(G - STNU)

enabled← {Temporal-Reference}
executed← {}
currentTime← 0
repeat

minTime← mine∈enabledlowerBound(e)
Advance time until uncontrollable event observed or
currentTime = minTime
if uncontrollable event e observed then

execute← e
Remove any waits conditioned on e

end
else

execute← any live event in enabled whose waits are satisfied
end
executed← executed∪ {execute}
enabled← enabled\{execute}
Assign currentTime to execute
Propagate execution bounds along constraints to neighboring events
enabled← enabled ∪ {newly enabled events}

until All nodes are executed

2.4.4 Execution of STNUs

How an STNU can be executed depends on which algorithm is used to
verify its DC status. All algorithms except the Morris algorithm produce,
as a side effect of verification, an STNU that can be dispatched by the dis-
patcher in Algorithm 5, or a slight variation of this for FastDC which uses
conditional edges.

This dispatcher which was originally presented in [21] is shown here
in a different format. The dispatcher uses two distinct conditions to deter-
mine whether an event e can be executed. First, e must be enabled, mean-
ing that all events that must be executed before it have actually been exe-
cuted. These events can be found through the outgoing negative require-
ment edges, similarly to how it is done when dispatching STNs (Section
2.2). Second, e must be live, meaning that it is within its permitted execu-
tion window. These execution windows are related to the constraints from
the original STNU and cannot be determined in advance. Instead they are
initialized to [0, ∞] and then dynamically updated as events actually oc-
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cur during execution. Observations of uncontrollable events are handled
through the same mechanism, causing the execution windows of “depen-
dent” nodes to be updated. When an event becomes enabled, its execution
window is guaranteed to be fully updated. For example, suppose that Start
Cooking in Figure 2.10 is executed at time 50. Then, and only then, can we
infer that Dinner Ready must occur within the interval [75, 80].

STNUs processed by the Morris algorithm need intermediate process-
ing [12, 13] before they can be executed.
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Chapter 3

Algorithms for Verifying
Dynamic Controllability

There exist two types of DC verification algorithms, full and incremental.
A full verification algorithm is used to process a whole STNU in one go.
The best places to apply these algorithms are to full plans for which there is
no prior information of DC status. Incremental algorithms repeatedly ver-
ify the DC status of an STNU as small incremental changes are made to it.
These algorithms are well suited for use in most types of automated plan-
ning. In particular, many planners are based on incrementally extending
plan candidates with new actions and constraints. If such a planner deter-
mines that a particular plan candidate is not dynamically controllable, none
of its descendants can be dynamically controllable, since the descendants
can never weaken the current constraints in the STNU. Then the planner
can verify after each action addition whether the plan remains DC, and
if not, it can safely backtrack without missing solutions. This allows the
planner to prune infeasible parts of the search tree as soon as possible.

In this chapter we present the “classical” MMV algorithm for determin-
ing dynamic controllability [21]. It is an example of a full algorithm. We
then present the FastIDC algorithm [32, 33] which was the only known in-
cremental algorithm at the time our work started. FastIDC does support in-
cremental tightening/addition of constraints, which is needed by planners
based on incrementally extending plans. FastIDC also supports incremen-
tal loosening/removal of constraints, which is not strictly required by these
types of planners.

As a final note it should be said that any full algorithm trivially is an

48



“Lic” — 2015/8/10 — 15:07 — page 49 — #55

3.1. The MMV Algorithm 49

Algorithm 6: Original MMV Algorithm [21]
procedure DynamicallyControllable? (network W)

1. Compute the All-Pairs graph for W.

If W is not pseudo-controllable then

return false.

2. Select any triangle such that

v is non-negative. Introduce any tightenings

required by the Precede case and any waits

required by the Unordered case.

3. Do all possible regressions of waits, while

converting unconditional waits to lower bounds.

Also introduce lower bounds as provided by the

general reduction.

4. If steps 2 and 3 do not produce any new

(or tighter) constraints, then return true,

otherwise go to 1.

incremental algorithm since it can regard the STNU together with the in-
crement as a full STNU.

3.1 The MMV Algorithm

The MMV algorithm has appeared twice in work by Morris et al. [20, 21].
In the first paper it was presented as in Algorithm 6. In the second paper
it was presented in a more concise form which is shown in Algorithm 7.
These algorithms share the same worst case complexity, but may process
the graph differently due to different selection order for triangles. Algo-
rithm 7 is easier to explain and so we will mainly use this in the thesis.

Pseudo-controllability. The algorithm builds on the concept of pseudo-
controllability, a necessary but not sufficient requirement for dynamic con-
trollability. Figure 3.1 shows how pseudo-controllability can be used when
verifying dynamic controllability.

Figure 3.1a shows an example STNU which contains two uncontrollable
actions which are modeled by contingent constraint and one requirement
constraint that constrains the total time of the two actions. This STNU is
not dynamically controllable since the actions may take up to 60 time units
whereas the constraint only allows for a maximum of 30 time units. This is
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[20,30]
c)
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[10,30] [10,30]

[20,40]

Requirement Constraint

Contingent Constraint

Figure 3.1: Example of pseudo-controllability as a necessity for dynamic
controllability.

detected by a pseudo-controllability check.
The first step is to convert the STNU to an STN, as shown in Figure

3.1b. This is done by replacing contingent constraints with requirement
constraints having the same bounds. However, to detect if the STNU is not
dynamically controllable it is not enough to test its STN version for con-
sistency, since this only determines if there are possible durations for the
actions for which the total duration meets the requirement. For example,
a consistent solution to the example in Figure 3.1b is A=12, B=12, C=24,
which satisfies all requirement constraints.

Suppose we take this one step further to create the corresponding min-
imal STN, as seen in Figure 3.1c. Here only values that will definitely pre-
vent consistency have been removed from the constraint bounds. For ex-
ample, the original STN cannot be consistent if the temporal distance be-
tween A and C is less than 20. Therefore the original constraint interval of
[0, 30] is squeezed to [20, 30] in the minimal STN. This is not a problem for
the original STNU since squeezing a requirement constraint only limits the
possible choices, and as long as there is at least one value in the interval dy-
namic controllability may still be possible. However, the interval between
A and B is squeezed from [10, 30] to [10, 20]. If this is translated back to
the STNU this means that there are several values of the original contingent
constraint that are not allowed. If the first action takes 25 time units, which
is a possible outcome for the STNU, the requirement constraint cannot be
satisfied, and so the STNU cannot be dynamically controllable.

The procedure of testing pseudo-controllability is then as follows:
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Figure 3.2: Example of a pseudo-controllable STNU which is not dynami-
cally controllable.

1. Convert the STNU into an STN by converting contingent constraints
into requirement constraints.

2. Compute the minimal STN (see Chapter 2, page 14).

3. If the STN is found to be inconsistent, the STNU cannot be DC. If
there is no possibility for consistency when assigning timepoints to
events, this will not become possible by letting external forces assign
a subset of the timepoints.

4. Compare all contingent constraints in the STNU with their corre-
sponding constraints in the minimal STN. If any of these constraints
are squeezed the STNU cannot be DC.

5. If non-DC was not detected in steps 3 or 4, the STNU is pseudo-
controllable.

While pseudo-controllability is a necessary condition for DC, it is not suf-
ficient. Figure 3.2 shows an example STNU which is pseudo-controllable.
The corresponding STN is directly minimal and consistent, and does not
result in a squeeze. The AB constraint that was squeezed in the previous
example can now also take on the full duration of 30, since in this case it
is possible that the second duration is 10, and so no values can be pruned
from either of these two constraints. But it is still possible that the total
duration is 60 which violates the AC constraint and so the STNU is not DC.

In order to detect STNUs that are not DC but pseudo-controllable MMV
additionally uses STNU-specific tightening rules, also called derivation rules,
which make constraints that were previously implicit in the STNU explicit
(Figure 3.3). Each tightening rule can be applied to a “triangle” of nodes if
the constraints and requirements of the rule are matched. The result of ap-
plying a tightening is a new or tightened constraint, shown as bold edges in
the leftmost part of the triangle. Note that unordered reduction generates
wait constraints, which cannot be present in the original STNU.
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Algorithm 7: Recent MMV Algorithm [20]

Boolean procedure determineDC()

repeat
if not pseudo-controllable then

return false

else
forall the triangles ABC do

tighten ABC using the tightenings in Figure 3.3
end

until no tightenings were found
return true

Figure 3.4 shows an example of how MMV could apply a tightening. In
Figure 3.4a a contingent constraint and a requirement constraint meet in
the node B. If we look at the tightenings in Figure 3.3 we see that the ex-
ample in 3.4a matches the “Precedes Reduction” rule. This allows MMV
to derive the bold edge in the final figure, Figure 3.4c. We use this exam-
ple to informally reason about why this rule is applicable. In doing so we
will first derive the intermediate constraint in Figure 3.4b which contains
only the lower bound. Then we will conclude with deriving also the upper
bound for a total constraint equal to that of 3.4c. Suppose that node A was
executed at time 0. If node C was executed at time 3 there is a possibility
that the upper bound, 20, on CB is violated since B may occur at time 25
which is 22 time units after C. If the STNU is dynamically controllable this
cannot happen. We can increase the start time of C and apply the same
reasoning until we reach time 5. At this time a long duration of AB cannot
lead to a violation of the upper CB bound. From this we conclude that C
must be executed after time 5, or 5 time units after A for the STNU to be
DC. Therefore we can infer the lower bound of 5 which is shown in Figure
3.4b. There is as of yet no upper bound decided so we leave it blank, ’ ’, for
now.

To reason about the upper bound we focus on how late we can start C
compared to A. If C is executed at time 20, with A still being executed at
0, B could be observed at time 21 which violates the lower bound of CB
stating that B should be at least 5 time units after C. By adjusting down-
wards and reapplying the same reasoning we see that we can infer an upper
bound of 15 on the time between A and C. So in order for the STNU to be
DC we can in this situation infer a constraint [5, 15] between A and C.
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Figure 3.3: Tightenings (derivations) of the MMV algorithm.

Algorithm 7 shows that MMV consists of an outer loop, where it first ver-
ifies pseudo-controllability and transfers all tighter constraints found by
the associated APSP calculation into the STNU, then applies all possible
tightenings through the inner loop. If an STNU is not DC, the tighten-
ings will eventually produce sufficient explicit constraints for the pseudo-
controllability test to detect this [21].

The complexity of MMV is said to be O(Un3) where U is a measure
of the size of the domain (the number of constraints times the quotient of
the largest and smallest constraint bounds) [21]. This comes from a cost
of O(n3) per iteration and the fact that each iteration must tighten at least
one constraint by an amount at least the size of the smallest bound. In
the worst case this can occur repeatedly until a negative cycle is formed.
Since the complexity bound depends on the size of constraint bounds, it is
pseudo-polynomial.

Clarifications. Both descriptions of Algorithm 6 [21] and Algorithm 7 [20]
are quite concise and omit certain facts that are essential for using the algo-
rithms. In particular, it is not specified whether the APSP graph computed
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Figure 3.4: Tightening example.

in step 1 is also used in steps 2 and 3, or whether those steps use the original
network W. This needs to be clarified.

The authors use Johnson’s Algorithm [6] to compute the APSP graph.
It is a known fact that this algorithm is more efficient than the much sim-
pler Floyd-Warshall [6] algorithm only for sparse graphs. This contradicts
the intuition that the APSP distance calculated in part 1 should be used to
determine edge distances for the triangles. If these calculated edges were
added to the work graph, it would no longer be sparse and there would be
no use for Johnson’s Algorithm.

Despite this, we now prove that the algorithm must use the APSP graph
when finding triangles to apply tightenings to. We do this with a counterex-
ample. Figure 3.5 shows an example of an EDG for an STNU. The left graph
is the starting scenario for the MMV algorithm. The right graph shows
the addition of constraints derived through the use of the Precedes Reduc-
tion. If the test for pseudo-controllability was run without adding derived
shorter distances, the distances between A and D would be AD : 30 and
DA : −30 and there would be no negative cycle detected.

However, if the shortest distance edges DB : 20 and BD : −20 was
added to the graph another application of the Precedes Reduction would
give AD : 30 and DA : −80. Now clearly the APSP calculation would
find a negative cycle. This shows that all the APSP edges must be added to
the graph in which tightenings are found and applied. It also shows that
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Figure 3.5: Why APSP edges must be added to the working graph.

Floyd-Warshall’s algorithm is the algorithm of choice when testing pseudo-
controllability.

There are two additional issues which need to be mentioned to suc-
cessfully implement the algorithm. Tightening rules can be matched by
regarding contingent constraints as requirement constraints. This is not so
strange since a contingent constraint implies a weaker requirement con-
straint with the same bounds. Furthermore requirement constraints can be
turned around so that [a, b] becomes [−b,−a] in the opposite direction, in
order to match tightening rules.

A final note is that all wait constraints conditioned on the same node
will have the same source, the source of the contingent constraint where
the conditioning node is present. This can be seen on close inspection of
the rules in Figure 3.3.

3.2 The FastIDC Algorithm

We now present the part of the FastIDC algorithm which handles additions
and tightening of constraints. This part is called the BackPropagate-Tighten
algorithm, however as it is the only part of FastIDC we will work with, we
will refer to it also as FastIDC.

The Backpropagate-Tighten algorithm (Algorithm 8) presented in [32]
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uses a combination of the tightening rules for MMV (see Figure 3.3) and the
Dispatch Back-Propagation (DBP) algorithm for STNs (see Section 2.3). The
derivation rules of MMV are translated to the Extended Distance Graph
format (EDG, see Section 2.4.3) which is the working representation used
by Backpropagate-Tighten. Figure 3.6 shows a direct translation of the
MMV derivation rules into EDG form. Backpropagate-Tighten uses a sub-
set of these derivation rules together with DBP rules to form its own set of
derivation rules. Figure 3.7 shows the final set of rules used by Backpropagate-
Tighten. There is another special derivation rule that were not listed among
the original derivation rules, but instead mentioned in the text. It is only
discussed in the first paper by Stedl [34]. The rule is called unconditional
reduction and is a mixture of the unconditional and general reductions of
MMV. The result is applied when unconditional reduction is matched, but
the resulting edge is that of general reduction. We will come back to dis-
cussing this derivation rule in Chapter 4.

The derivation rules of Backpropagate-Tighten are applied recursively
similarly to how DBP applies its rules. This makes Backpropagate-Tighten
apply derivations in a specific order, instead of arbitrarily which is the case
for MMV.

In the presentation of FastIDC there is no mention of how to handle
contingent edges. Two correct possibilities exist:

1. Contingent edges are required to be added before adding any other
edges having the same target node. This is the approach we have
taken and will use throughout this thesis. From a planning perspec-
tive it is natural that an action is first decided upon before constraints
are put on its end time.

2. After adding a contingent constraint, reprocess all constraints that
connect to the target node of the contingent constraint. This is more
cumbersome and would affect the readability of most algorithms pre-
sented in this thesis.

FastIDC Details. Being incremental, FastIDC assumes that at some point a
dynamically controllable STNU was already constructed by FastIDC itself
(as a start, the empty STNU is trivially DC). Now one or more requirement
edges e1, . . . , en have been added or tightened, together with zero or more
contingent edges and zero or more new nodes, resulting in the graph G.
FastIDC should then determine whether G is DC.

It can be seen in Algorithm 8 that FastIDC first adds the newly modified
or added requirement edges to a queue, Q. The queue is sorted in order of
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Figure 3.6: MMV derivations in EDG format.

decreasing distance to the temporal reference (TR), a node always executed
before all other nodes at time zero. Therefore edges connecting to nodes
closer to the “end” of the STNU will be dequeued before edges connecting
to nodes closer to the “start”. This will to some extent prevent duplication
of effort by the algorithm, but is not essential for correctness or for under-
standing the derivation process.

In each iteration an edge ei is dequeued from Q.
A positive loop (an edge of positive weight from a node to itself) rep-

resents a trivially satisfied constraint that can be skipped. A negative loop
entails that a node must be executed before itself, which violates DC and is
reported.

If ei is not a loop, FastIDC determines whether one or more of the deriva-
tion rules in Figure 3.7 can be applied with ei as focus. In the figure the top-
most edge is always the focus edge and the leftmost is the derived edge.

For example, consider rule D1. This rule will be matched if ei is a pos-
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Algorithm 8: BackPropagate-Tighten [32]

function BackPropagate-TightenG, e1, . . . , en

Q← sort e1, . . . , en by distance to temporal reference
(order important for efficiency, irrelevant for correctness)

for each modified edge ei in ordered Q do
if IS-POS-LOOP(ei) then SKIP ei
if IS-NEG-LOOP(ei) then return false

for each rule (Figure 3.7) applicable with ei as focus do
if edge zi in G is modified or created then

if G is squeezed then return false

if not BackPropagate-Tighten(G, zi) then return false

end
end

end
return true

itive requirement edge, there is a negative contingent edge from its target
B to some other node C, and there is a positive contingent edge from C to
B. Then a new edge (the AC conditional edge) can be derived. This edge is
only added to the EDG if it is strictly tighter than any existing edge between
the same nodes.

More intuitively, D1 represents the situation where an action is started
at C and ends at B, with an uncontrollable duration in the interval [x, y].
The focus edge AB represents the fact that B, the end of the action, must
not occur more than v time units after A. This can be represented more
explicitly with a conditional constraint AC labeled 〈B, v− y〉: If B has oc-
curred (the action has ended), it is safe to execute A. If at most v− y time
units remain until C (equivalently, at least y− v time units have passed after
C), no more than v time units can remain until B occurs, so it is also safe to
execute A.

Whenever a new edge is created or an existing edge is tightened, a
check is done to see if the new edge squeezes the graph. This test is dif-
ferent from pseudo-controllability test that MMV uses to detect squeezes.
FastIDC considers the graph squeezed if there is a local negative cycle or a
contingent edge is squeezed. Since FastIDC works in the EDG there can be
several edges of the five different types going in both directions between
two nodes. This means that a contingent edge may even be squeezed by
a conditional edge. When a new edge is added this means that it must be
checked against all edges, in both directions, between the nodes it connects.
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Figure 3.7: BackPropagate-Tighten Derivation Rules.

As an example, suppose FastIDC derives a requirement edge BA of weight
w, for example w = −12, representing the fact that B must occur at least 12
time units after A. Suppose there is also a contingent edge BA of weight
w′ > w, for example w′ = −10, representing the fact that an action started
at A and ending at B may in fact take as little as 10 time units to execute.
Then there are situations where nature may violate the requirement edge
constraint, and the STNU is not DC. Scenarios like this example are de-
tected in the local squeeze test.

If the tests are passed and the derived edge is tighter than any existing
edges in the same position, FastIDC is called recursively to take care of any
derivations caused by this new edge. Although perhaps not easy to see at a
first glance, all derivations lead to new edges that are closer to the temporal
reference. Derivations therefore have a direction and will eventually stop.
We will discuss this fact in detail in Chapter 5. When no more derivations
can be done the algorithm returns true to testify that the STNU is DC. If
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FastIDC returns true after processing an EDG this EDG can be dispatched
directly by the dispatcher in algorithm 5.

3.2.1 Comparing MMV and FastIDC

In Chapter 5 we will relate the work performed by MMV to that of FastIDC.
Here we point out the three main differences between the two algorithms.

1. Representation. FastIDC does not work in the standard STNU repre-
sentation but uses the EDG graph (see Section 2.4.3) instead.

2. Derivation rules. Partly due to the new representation, FastIDC uses
different derivation rules.

3. Traversal order. FastIDC uses a significantly different graph traver-
sal order. MMV traverses a graph iteratively, and in each iteration, it
considers all “triangles” in a graph in arbitrary order. FastIDC, in con-
trast, uses the concept of focus edges. A focus edge is an edge that was
tightened and may lead to other constraints being tightened. Fast-

IDC only applies derivation rules to focus edges. If this leads to new
tightened edges it will recursively continue to apply the derivation
rules until quiescence. Intuitively, this guarantees that all possible
consequences of any tightening are covered by the algorithm.

3.3 Conclusion

In this chapter we presented the original versions of the MMV and Back-

Propagate-Tighten algorithms that the thesis results are based on. We also
presented a proof that MMV must use all edges from the APSP graph which
was very unclear from previous publications of the algorithm.
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Chapter 4

FastIDC Analysis and
Correction

During early integration of the FastIDC algorithm with a planner we dis-
covered that the algorithm was not correct. In some cases it would classify
an STNU as DC when it was not. In this chapter we first give an example
to show that FastIDC is unsound. We then analyze the algorithm, pinpoint
the cause, and show how the algorithm can be modified to correctly detect
uncontrollable networks.

4.1 A Misclassified STNU

We now show an STNU that BackPropagate-Tighten fails to classify as non-
DC.

Figure 4.1 shows an example network where U occurs uncontrollably
between 5 and 50 time units after A. The network is dispatchable and DC.

A B C
7

-5

10

-5

10

-5
D

10

-5

U

50 -5

Figure 4.1: Original graph, dispatchable and dynamically controllable.
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Figure 4.2: After BackPropagate-Tighten is executed.

Figure 4.2 shows the same network after requirement edge À has been
added by a planner, stating that U must occur at least 15 time units after D,
and BackPropagate-Tighten has been executed. Rule 6 is matched with UD
as its focus, resulting in a new edge Á: Nature could decide there will be as
few as 5 time units between A and U, so there must be at least 10 time units
between D and A. The only remaining match is for rule 7, resulting in edge
Â.

No negative self-loop is generated. Will the algorithm consider G to be
squeezed? In MMV this was tested globally using an all-pairs shortest path
(APSP) algorithm. This would be extremely inefficient in an incremental
algorithm, and indeed Stedl and Williams [33] and Shah et al. [32] state
that APSP algorithms are not used. Then a local check for squeezing must
be used, and there are no edges that locally imply that the bounds on the
distance between A and U are squeezed. Therefore, BPT will return true

– but the graph is not DC: The path UDCBA shows U must be at least 30
after A, while the edge UA shows U may be observed as little as 5 time
units after A, violating the DC requirement.

4.2 Problem Analysis

To determine why BackPropagate-Tighten can miss the fact that a graph is
not DC, we take a closer look at the steps indicated in Figure 4.2. It is clear
that the graph was initially DC and dispatchable. When an edge À was
added, the distance graph remained globally consistent. However, since
this edge involved a contingent event (U), we could derive an additional
edge Á that would not have been entailed in an ordinary STN. This re-
sulted in a negative cycle and an inconsistent graph.
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Figure 4.3: Initial consistent and dispatchable STN.

A

B C
7

-3

9
40

-5 -30

9
7

7

-4 -3

-3

5-25
12

-18
3

4
-9

5
-2

Figure 4.4: Graph where an STN inconsistency is missed.

BackPropagate-Tighten should detect such cycles. In fact, Shah et al. [32]
explicitly states that if we have a dispatchable distance graph for an ordi-
nary STN, then tighten or add an edge, and recursively apply only rules 4
and 7 and check for negative self-cycles, this “will either expose a direct incon-
sistency or result in a dispatchable graph”.

Below we will call the recursive application of rules 4 and 7 Incremental
Dispatchability (ID), as it was originally called in Stedl [34]. To demonstrate
more clearly how ID works without reference to STNUs, we turn to the
pure STN in Figure 4.3, which is dispatchable.

Suppose the dashed constraint À is added as shown in Figure 4.4, lead-
ing to a negative cycle and a non-dispatchable graph. Incremental Dis-
patchability will use rules 4 and 7 to derive edges Á–Ä, after which no
further edges can be derived except for positive self-loops, which we omit
as they neither indicate inconsistency nor lead to the generation of addi-
tional edges. As ID fails to find a negative self-loop it considers the re-
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sulting graph consistent and dispatchable, which it is not. Why does this
happen, and what can we do about it while retaining the gained efficiency
of BackPropagate-Tighten as compared to full APSP calculations?

4.2.1 Reasons for Failure

To see why ID fails we compare it to MMV, which detects negative cycles
by running an APSP algorithm. This is equivalent to repeatedly taking all

edge pairs A x−→ B
y−→ C and deriving/tightening edges A

x+y−−→ C. In ID,
rules 4 and 7 only consider edge pairs where x > 0 and y ≤ 0, which is part
of the reason for its efficiency.

Lemma STN-DBP provided by Shah et al. [32] proves that these deriva-
tions are valid. The motivation for why they should also be sufficient is
quite intuitive and based on the fact that as long as a dispatcher ensures
that each scheduling decision it makes is consistent with the past, it will
also be possible to consistently schedule any future events. In other words,
any constraint that could possibly be inferred from the occurrence of future
events has already been explicitly applied to the current event through new
edges derived when the graph was made dispatchable.

As ID requires that the graph was dispatchable before the tightening or
addition, it is argued that ID also only has to consider consistency with past
events: “To maintain the dispatchability of the STN when a constraint is tightened
by a fast re-planner, we only need to make the modified constraint consistent with
past scheduling decisions, since during execution, the bounds on events are only
influenced by preceding events” [32]. Thus, when a positive constraint AB is
tightened, rule 4 only considers how this will affect nodes C forced to be in
the past from B, and similarly for rule 7.

This reasoning presumes that there is a well-defined past at each node,
towards which the recursion can proceed. This is true when a graph known
to be dispatchable is executed, but now we are verifying whether a change
preserves dispatchability. In Figure 4.4 we violated dispatchability and
could deduce both that C must be before A and vice versa: The STN is
inconsistent, and so is the concept of “past”.

Since ID determines that A must be before B, and B before C, it does not
derive a new edge from AB and BC. The reasoning is again that at execu-
tion time, A must occur before B, and then the dispatcher will propagate
the resulting constraints towards C in the future. This holds for all com-
binations of negative edges, so the negative cycle is never shortened to a
negative self-loop and is therefore missed.
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4.2.2 Resolving the Problem

One possible means of resolving this problem would be to fall back on de-
tecting negative cycles using for example incremental APSP calculations or
incremental directed path consistency [4] algorithms. But this would lead
to the same inefficiency that back-propagation was intended to avoid. For
the best possible performance, we would prefer to determine whether we
can benefit from the work that is already done when new edges are derived
by ID and BackPropagate-Tighten.

We therefore observe Figure 4.4 more closely and find that it contains
not only a negative cycle but a cycle consisting entirely of negative edges,
ACBA. It turns out that this will always be the case when ID fails to dis-
cover an inconsistency.

In the following we assume that any path is simple, i.e. does not contain
a repeated node, and that any cycle is simple, i.e. contains only one path
from each node to itself.

Lemma 3 (Nilsson et al. [24]). Consider all paths of a given weight n between
two nodes N and N′ in a distance graph that was constructed incrementally by
ID. The shortest of these paths, in terms of the number of edges, must have one of
the following forms:

1. It contains only positive edges.

2. It consists of at least one negative edge followed by zero or more positive
edges.

Proof. If a path with the smallest number of edges does not have this form,
it must at some point contain a positive edge followed by a negative edge:
N · · · A +−→ B −−→ C · · ·N′. Either when the edge AB was added/tightened
or when the edge BC was added/tightened, ID would have used rule 4 or 7
to derive a new edge A → C whose weight was the sum of the weights of
A → B and B → C. There would then exist a path between N and N′ with
the same weight but fewer edges, leading to a contradiction.

Theorem 2 (Nilsson et al. [24]). Let G be a consistent and dispatchable distance

graph constructed using ID. Assume that the edge A
f−→ B is added or tightened

in G and that the corresponding STN is then inconsistent. Then after applying
ID, there will be a cycle in the distance graph consisting of only negative edges.

Proof. By induction. Suppose that after adding or tightening an edge in G
but before applying ID, G is inconsistent. Then G has at least one negative
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cycle according to Dechter et al. [9]. Let Ck be a negative cycle in G with
the smallest number of edges. Let k ≥ 1 be the number of edges in Ck.

Basis: If k = 1, there is already a cycle of only one negative edge. This
cycle will remain after applying ID, because ID never removes edges and
never increases edge weights.

Induction assumption: The theorem holds for k− 1.
Induction step: Does the theorem hold for k, where k > 1?
First, if all edges in Ck are negative, then they will remain negative after

ID and the theorem holds. Otherwise, at least one edge in the cycle is posi-
tive, but there must also be at least one negative edge (else Ck could not be
negative).

We know Ck consists of the newly tightened or added edge A
f−→ B to-

gether with some non-empty path from B to A. If there exist other paths
from B to A of the same weight, they cannot have fewer edges – otherwise
there would have been a shorter negative cycle than Ck, violating the as-
sumption. Thus, the path from B to A included in Ck has the fewest edges
among all paths from B to A of the same weight, and Lemma 3 is applica-
ble.

Suppose that the new value of f is negative. As the entire cycle did not
consist of negative edges, there must be at least one positive edge on the
path from B to A. This together with the lemma shows that there must be
a positive edge X → A at the end of that path, for some node X. Since the
edge A → B was altered, ID will apply rule 7 to derive an edge X → B,
yielding a cycle with the same negative weight but with k− 1 edges. By the
induction assumption, ID will then reduce this cycle to a negative-edge-
only cycle.

Suppose instead that the new value of f is positive. As the cycle was
negative, the path from B to A must have negative weight, so case 2 of the
lemma must hold and the path must begin with a negative edge B → Y.
Since the edge A → B was altered, ID will apply rule 4 to derive a new
edge A → Y, again yielding a cycle with the same negative weight but
with k − 1 edges. By the induction assumption, ID will then reduce this
cycle to a negative-edge-only cycle.

Intuitively this can be seen from the example in Figure 4.5. The example
contains a negative weight cycle which includes a positive edge. By the
derivation rules the positive edge with weight d will react with the nega-
tive −e edge and in doing so creating a “short-cut” with the sum of their
weights as weight. This can continue until the derived edge is a negative
“short-cut” which we know it will eventually become since the negative
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Figure 4.5: A negative weight cycle with at least one positive edge. ID will
derive a negative cycle with the same weight and fewer edges.

weight sum of the cycle outweighs the positive weights. If there are sev-
eral positive edges in different positions along the cycle the same reasoning
can be applied to them all.
As shown in Figure 4.4, tightening an edge can indeed yield a cycle of mul-
tiple negative edges, which is not detected by ID. This is still problematic,
but we have now verified that it suffices to detect negative-edge-only cy-
cles rather than arbitrary negative cycles also containing positive edges. To
detect these we do not need to take edge weights into account.

We therefore incrementally build an unweighted Cycle Checking (CC)
graph containing the same nodes as the ID distance graph and with a di-
rected edge exactly where the distance graph has a negative edge. Since
edge weights can only be decreased and not increased, edges in the CC
graph will never be removed. Also, tightening an already negative edge
does not change the CC graph.

We then find cycles in the CC graph using an efficient incremental topo-
logical ordering algorithm which does not need to take edge weights into
account. Since ID generates many negative edges for propagating time
bounds during dispatch, an algorithm for dense graphs appears best suited.
One such algorithm has a run-time of O(n2 log n) for incrementally cycle-
checking a graph with n nodes and a maximum of O(n2) edges [2]. This
is dominated by the run-time of BackPropagate-Tighten, which was empir-
ically shown [33] to be around O(n3) in practice and in worst case Ω(n4)

which will be shown in Chapter 6.

4.3 The Sound FastIDC Algorithm

Before we present the sound version of BackPropagate-Tighten, we present
the full set of derivation rules as promised in Chapter 3. The derivation
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Figure 4.6: FastIDC derivation rules D1-D9.

rules are shown in Figure 4.6 where we have added D8 and D9 which cor-
respond to the identical reduction rules presented by Morris et al. [21] but
are here shown in EDG form.

4.3.1 General and Unordered Reductions

In the original FastIDC presentation the use of unconditional/general re-
ductions were confounded. As we will show here, they are both needed in
the same situations as for the original MMV algorithm.

First, Figure 4.7 shows what happens if FastIDC (or MMV) would omit
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general reduction. Suppose the graph in the figure is built incrementally.
When adding the CB, ED and AF edges, the conditional edges CA, EC and
AE will be derived. FastIDC would then terminate with a positive veri-
fication of DC. However, the triangle of conditional edges means that all
involved nodes (A/C/E) need to be executed after each other, an inconsis-
tency which is not discovered. The edge derived by general reduction is
entailed by the conditional edge and resolves this problem.

Regarding Unconditional Reduction, suppose the CB edge in Figure 4.7
had weight 9, giving the CA edge weight −1. Now C needs to execute
1 time unit after A or when B is observed. Since B cannot be observed
until at least 2 time units after A, the conditional part of the constraint is of
no consequence and a requirement edge of weight −1 can be inferred by
Unconditional Reduction. Note that this situation does not trigger general
reduction (D9). Therefore, the conditional edge would not cause a negative
cycle of requirement edges if it were not for the Unconditional Reduction.
We see that in order for the algorithm to work correctly in this situation,
Unconditional Reduction is needed.

4.3.2 The Sound Algorithm

Now that we have seen the full set of derivation rules we are ready to
present the sound version of the FastIDC algorithm, see Algorithm 9. It
is similar to the original BackPropagate-Tighten but additionally contains
pseudo-code for managing and making use of a CCGraph for cycle check-
ing (see below). In order to give a complete description of the algorithm
we repeat the identical parts of the description for BackPropagate-Tighten

here.
Being incremental, FastIDC assumes that at some point a dynamically
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Algorithm 9: FastIDC – sound version [24]

function FAST-IDC(G, e1, . . . , en)

Q← sort e1, . . . , en by distance to temporal reference
(order important for efficiency, irrelevant for correctness)

for each modified edge ei in ordered Q do
if IS-POS-LOOP(ei) then SKIP ei
if IS-NEG-LOOP(ei) then return false

for each rule (Figure 4.6) applicable with ei as focus do
if edge zi in G is modified or created then

Update CCGraph
if Negative cycle created in CCGraph then return false

if G is squeezed then return false

if not FAST-IDC(G, zi) then
return false

end
end

end
return true

controllable STNU was already constructed (for example, the empty STNU
is trivially DC). Now one or more requirement edges e1, . . . , en have been
added or tightened, together with zero or more contingent edges and zero
or more new nodes, resulting in the graph G. FastIDC should then deter-
mine whether G is DC.

The algorithm works in the EDG of the STNU. First it adds the newly
modified or added requirement edges to a queue, Q (a contingent edge
must be added before any other constraint is added to its target node and
is then handled implicitly through requirement edges). The queue is sorted
in order of decreasing distance to the temporal reference (TR), a node always
executed before all other nodes at time zero. Therefore edges connecting
to nodes closer to the “end” of the STNU will be dequeued before edges
connecting to nodes closer to the “start”. This will to some extent prevent
duplication of effort by the algorithm, but is not essential for correctness or
for understanding the derivation process.

In each iteration an edge ei is dequeued from Q.
A positive loop (an edge of positive weight from a node to itself) rep-

resents a trivially satisfied constraint that can be skipped. A negative loop
entails that a node must be executed before itself, which violates DC and is
reported.
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If ei is not a loop, FastIDC determines whether one or more of the deriva-
tion rules in Figure 4.6 can be applied with ei as focus. The topmost edge
in the figure is the focus in all rules except D8 and D9, where the focus is
the conditional edge 〈B,−u〉. Note that rule D8 is special: The derived re-
quirement edge represents a stronger constraint than the conditional focus
edge, so the conditional edge is removed.

An example of how D1 is applied can be found in section 3.2 on page
57.

Whenever a new edge is created, the corrected FastIDC tests whether a
cycle containing only negative edges is generated. The test is performed
by keeping the nodes in an incrementally updated topological order rela-
tive to negative edges. The unlabeled graph which is used for keeping the
topological order is called the CCGraph. It contains the same nodes as the
EDG and has an edge between two nodes if and only if there is a negative
edge between them in the EDG. See [24] for further information.

After this a check is done to see if the new edge squeezes a contingent
constraint. Suppose FastIDC derives a requirement edge BA of weight w,
for example w = −12, representing the fact that B must occur at least 12
time units after A. Suppose there is also a contingent edge BA of weight
w′ > w, for example w′ = −10, representing the fact that an action started
at A and ending at B may in fact take as little as 10 time units to execute.
Then there are situations where nature may violate the requirement edge
constraint, and the STNU is not DC. The squeeze test also checks for local
consistency in the same way as the original FastIDC algorithm does. This
means that it tests all different edges coexisting between the involved nodes
to see if there is any inconsistency.

If the tests are passed and the edge is tighter than any existing edges in
the same position, FastIDC is called recursively to take care of any deriva-
tions caused by this new edge. Although perhaps not easy to see at a first
glance, all derivations lead to new edges that are closer to the temporal
reference. Derivations therefore have a direction and will eventually stop.
When no more derivations can be done the algorithm returns true to testify
that the STNU is DC. If FastIDC returns true after processing an EDG this
EDG can be dispatched directly by the dispatcher in Algorithm 5.

4.4 FastIDC Correctness

Now that the correct pseudo-code and complete set of derivation rules have
been shown we give a proof that the sound algorithm is in fact sound. In
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Chapter 5 we perform an analysis of the similarities and differences be-
tween MMV and FastIDC. There we also give the MMV tightening rules in
EDG form. It might help to look at the first section in this chapter when
reading this quite long proof.

Theorem 3 (FastIDC Correctness [25]). Given a dynamically controllable STNU
and a set new constraints that are added to the STNU, the sound version of Fast-

IDC, shown in Algorithm 9, correctly verifies dynamic controllability of the result-
ing STNU.

Proof. First we prove that FastIDC does not derive stronger constraints than
MMV and then that it derives enough to be correct.

First: FastIDC cannot derive stronger constraints than MMV does. This
follows since MMV applies its derivations and shortest path calculations
to all triangles of nodes until quiescence, and thus the recursive traversal
performed by FastIDC clearly cannot process a focus edge that MMV does
not process. Further, every derivation rule applied by FastIDC is also used
by MMV: D4 and D7 are implicitly performed through APSP calculations,
while the other rules are directly applied.

Second: FastIDC derives enough constraints to be able to classify STNUs
identically to how MMV would classify them. There are two cases of clas-
sification for an STNU: Non-DC or DC.

Case 1: FastIDC indicates that the STNU is not DC. Then applying the
derivation rules has resulted in the detection of a negative cycle or a local
squeeze. The constraints generated by MMV would be at least as strong
and would therefore also result in a negative cycle or local squeeze. The
pseudo-controllability test used by MMV would detect this, signaling that
the STNU is not DC. Since MMV is correct, FastIDC was also correct in this
case.

Case 2: FastIDC indicates that the STNU is DC. We will show that it is
dispatchable by the dispatcher in algorithm 5, which in turn entails that
there must exist a dynamic execution strategy (the one applied by the dis-
patcher). Thus, the STNU is DC and FastIDC is correct.
Proving this requires some knowledge of the dispatcher (algorithm 5). When
the dispatcher executes or observes the execution of a node, execution bounds
are propagated to all neighboring nodes. Upper bounds are propagated
along positive edges, while lower bounds are propagated “backwards”
along negative edges, which includes all conditional edges.

To unify the cases in the following discussion we assume that when
an uncontrollable event is observed, an execution window for the event
is propagated to it containing only the observed time. This approach lets
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us compare propagated bounds from both controllable and uncontrollable
nodes.

Now, let G be a DC STNU constructed through repeated applications
of FastIDC. Add one or more edges e1, . . . , en, and assume that FastIDC

(G, e1, . . . , en) classifies G as DC. We then know that:

1. It does not contain a cycle consisting only of negative requirement
edges, as this would have been detected by the CCGraph.

2. It does not contain a cycle consisting only of negative requirement
edges and conditional edges, since general reduction (D9) would have
created a cycle of negative requirement edges from this.

Therefore it is not possible for the dispatcher to end up in a deadlock where
no nodes are executable. Theoretically there could, however, be one or
more combined outcomes of the uncontrollable events for which execution
will fail because the propagation of execution bounds results in an empty
execution window for some event.

Assume that this happens: At least one node receives an empty execu-
tion window. Let X be the first node for which this happens during the
propagation procedure. The execution window was initially [0, ∞], and
must have been intersected with at least two propagated execution win-
dows that do not overlap, so that the upper bound of X is below its lower
bound. The upper bound and lower bound must then be caused by prop-
agation from distinct nodes. Thus we have a triangle AXB in the EDG
where an incoming edge AX has constrained the upper bound of X and an
outgoing edge XB has constrained the lower bound of X.

We will now consider all possible edge types for these incoming and
outgoing edges and show that in each case, FastIDC would in fact have
derived an additional constraint ensuring that the execution window for X
could not have become empty. First, suppose the upper bound for X was
propagated from a contingent constraint AX. The lower bound might then
have originated in:

1. A negative requirement edge XB. Then rule D6 would have gen-
erated a constraint AB constraining the relative timing between the
execution of A and that of B. This constraint would have prevented
the intervals propagated from A and B to X from having an empty
intersection.

2. A conditional edge XB, in which case X would be “protected” in a
similar way by a constraint generated by D2.
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Second, suppose that the upper bound for X was propagated from a posi-
tive requirement edge AX. The lower bound might have originated in:

1. A negative requirement edge XB: X protected by D4 or D7.

2. A conditional edge XB: X protected by D3 or D5.

3. A contingent constraint XB: X protected by D1.

Note that we treat contingent edges as a whole constraint since they col-
lapse the interval to a point and therefore it does not matter if the positive
or negative edge is considered as propagating the time value.

Thus, for X to receive an empty execution window, A or B (or both)
must also have received an empty execution window from the propaga-
tion of AB together with the other constraints in the EDG. Furthermore,
since they propagated constraints to X, they must have been dispatched
before X. This contradicts the assumption that X was the first node to re-
ceive an empty execution window. Since no additional assumptions were
made about X, no node can receive an empty time window during dis-
patch. The dispatcher together with the processed STNU therefore consti-
tute a dynamic execution strategy, and the STNU is DC.

4.5 Conclusion

In this chapter we proved that the FastIDC algorithm (see Chapter 3) was
unsound. We also showed that it is possible to correct the flaw in the orig-
inal algorithm without impacting the run-time complexity. We provided a
corrected algorithm as well as additional derivation rules which we proved
are needed. The final contribution in this chapter was a full proof that Fast-

IDC as given here is correct.
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Chapter 5

A Tighter Complexity Result
for the MMV Algorithm

In this chapter we re-analyze MMV and prove that with a small modifi-
cation it is in fact O(n4) – the algorithm merely needs to stop earlier. The
intuition behind the analysis is that not all of MMV’s derivations and tight-
enings are necessary: Only a certain core of derivations actually matters for
verifying dynamic controllability, and when the STNU is DC, this core is
free of cyclic derivations. This can be exploited through a small change to
MMV. Stopping at the right time also preserves another aspect of MMV: the
result is dispatchable, unlike the result of Morris’ algorithm.

5.1 A Deeper Comparison between FastIDC and
MMV

The property of dynamic controllability is “monotonic” in the sense that if
an STNU is not DC, it can never be made DC by further adding or tight-
ening constraints. Therefore, the non-incremental verification performed by
MMV is equivalent to starting with an empty STNU (which is trivially DC)
and incrementally adding one edge at a time, verifying with MMV at each
step that the STNU remains DC. This procedure allows a comparison be-
tween MMV and FastIDC even though MMV only work with full STNUs
and FastIDC only work with incrementally built STNUs.

To compare the derivation rules used by MMV to those of FastIDC, we
first need a translation into EDG format. This is shown in Figure 5.1 where

75
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Figure 5.1: Classical derivations in EDG format.

similar to before the bold edges are derived. Precedes Reduction (PR) is split
in two since it adds two edges. Simple Regression (SR) is also split in two,
one version regressing over a positive edge and one regressing over a neg-
ative edge. All variables used as weights are considered positive, i.e.,−u is
a negative number (with Unconditional Reduction as an exception since it
also matches when −u is positive). The additional requirements from Fig-
ure 3.3 still apply but are omitted for clarity. Most are encoded by the edge
types – for instance in unordered reduction, only a positive requirement
edge can match the rule, making the v > 0 requirement implicit. We now
see the following similarities between figures 4.6 and 5.1:

• Precedes Reduction 1 (PR1) is identical to D6.

• Unordered Reduction is equivalent to D1. However without the extra
requirement (u ≥ 0) used by MMV to distinguish between applying
PR2 and unordered reduction, FastIDC will always apply Unordered
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Reduction, even when MMV instead would apply PR2. It can be
shown that if the situation calls for an application of PR2, FastIDC de-
rives the same edge as MMV through conversion of the conditional
edge resulting from D1 into a requirement edge (via Unconditional
Reduction, D8). If the application of PR2 directly leads to non-DC
detection, FastIDC also detects this directly. So PR and Unordered
Reduction are handled by D1, D6 and D8 together.

• Simple Regression 1 is equivalent to D3 and D5. The only difference
between D3 and D5 is which edge is regarded as focus.

• Contingent Regression is identical to D2.

• Unconditional Reduction is identical to D8.

• General Reduction is identical to D9.

Thus, the only significant differences are:

• FastIDC derivations has no counterpart to Simple Regression 2.

• D4 and D7 have no counterpart rules in MMV. These derive shortest
path distances towards earlier nodes in the STNU. This derivation is
present and handled by the APSP calculation in MMV.

We conclude that MMV and FastIDC derivations, with the exception of SR2,
are identical. They are however applied in a different order. MMV uses
unordered triangle selection and global APSP calculations whereas Fast-

IDC only follow derivation stemming from focus edges. We also want to
remind that MMV is a full DC verification algorithm whereas FastIDC is
incremental, but by building the full STNU incrementally their work and
results can be directly compared.

If we examine the differences closer it can be seen that SR2 is not needed,
not even by MMV. Figure 5.2 shows the situation where a conditional edge
CA is regressed over an incoming negative requirement edge DC. Adding
a constraint DA to ”bridge” two consecutive negative edges is always re-
dundant both for execution and for DC verification. From an execution
perspective this is easily seen since C is always executed before D which
ensures that the chain of constraints is respected without the addition of
DA. From a verification perspective this can be seen since the derived con-
straint is in fact weaker than the two original constraints. If B is executed
before C the DA constraint ”forgets” about the −v constraint which must
still be fulfilled. So the original two constraints are not only sufficient to
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Figure 5.2: Simple regression when the edge is negative.

Table 5.1: The derived edges compared to the focus edges.
Rule Effect
D1 The target of the derived edge is an earlier node.
D2,D6 The source of the derived edge is an earlier node.
D3,D7 The source of the derived edge is an earlier or unordered node.
D4,D5 The target of the derived edge is an earlier node.
D8,D9 The derived edge connects the same nodes.

guarantee the DA constraint: They are tighter and so the DA constraint
can be skipped. We will come back to the implications of leaving SR2 out
in the final section (Section 5.4).

5.2 Focus Propagation in FastIDC Derivations

If we apply rules D1–D9 in Figure 4.6, every derived edge has a uniquely
defined “parent”: The focus edge of the derivation rule. Unless this edge
was already present in the original graph, it (recursively) also has a parent.
This leads to the following definition.

Definition 12 (Derived Chain, Nilsson et al. [25]).
Edges that are derived through Figure 4.6 derivations are part of a derived chain,
where the parent of each edge is the focus edge used to derive it.

We observe the following:

• A contingent constraint orders the nodes it constrains. In EDG form
we see this by the fact that the target of a negative contingent edge is
always executed before its source.

• Either D8 or D9 is applicable to any conditional edge. Thus there will
always be an order between its nodes set by the negative requirement
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edge from D8/D9: The target node of a conditional constraint is al-
ways executed before its source.

This leads directly to the facts in Table 5.1. Here, node n1 is considered
earlier than n2 if n1 must be executed before n2 in every dynamic execution
strategy and for all duration outcomes. Similarly, node n1 is considered
unordered relative to n2 if their order can differ depending on strategy or
outcome.

We now consider the structure of derived chains in DC STNUs. The
focus will be on the direction and weight of each derived edge, ignoring
whether edges are negative, positive, requirement or conditional (but still
keeping track of contingent edges).

Lemma 4 (Nilsson et al. [25]). Suppose all rules in Figure 4.6 are applied to the
EDG of a dynamically controllable STNU until no more rules are applicable. Then,
all derived chains are acyclic: No derivation rule has generated an edge having the
same source and target as an ancestor of its parent edge along the current chain.

Proof. Note that in the definition of acyclic, we allow “cycles” of length 1.
These can only be created by applications of D8–D9 in a DC STNU.

For D1–D7, each derived edge shares one node with its parent focus
edge, but has another source or target. We can then track how the source
and target of the focus edge changes through the chain.

Table 5.1 shows that only derivation rules D1, D4 or D5 result in a differ-
ent target for the derived edge compared to the focus edge. The new target
has always “moved” along a negative edge, so it must be executed earlier
than the target of the focus edge. Since the STNU is DC, its associated STN
cannot have negative cycles. Thus, if the target changes along a chain, it
cannot “cycle back” to a previously visited target.

Rules D2, D3, D6 and D7 result in a different source for the derived edge.
This source may be earlier or later than the source of the focus edge, so
these rules can be applied in a sequence where the source of the focus edge
“leaves” a node n and eventually “returns”. Suppose that this happens
and the target n′ has not changed. This must occur through applications of
rules D2, D3, and/or D6–D9. No such derivation step decreases the weight
of the focus edge. Therefore, when the source returns to n, the new edge
to be derived between n and n′ cannot be tighter than the one that already
exists. No new edge is actually derived. Thus, if the source changes along
a chain, it cannot “cycle back” to a previously visited source.

This fact together with the previous lemma limits the length of a derived
chain to 2n2 since we have at most n2 distinct ordered source/target pairs
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and can at most have one application of D8/D9 in-between source/target
movements. The use of chains to reach an upper bound on iterations is
inspired by Morris and Muscettola [20] where an upper bound of O(n5) is
reached for the MM algorithm.

Note that FastIDC derivations together with local consistency checks
and global cycle detection is sufficient to guarantee that all implicit con-
straints represented by a chain of negative edges are respected, or non-DC
is reported. There is no need to add these implicit constraints but the next
proof will make use of the fact that they exist.

Some derivations carried out by FastIDC can be proven not to affect the
DC verification process, and hence we would like to avoid doing these.
These can both be derivations of weaker constraints and constraints that
are implicitly checked even if they are not explicitly present in the EDG. In
order to single out the needed derivations we define critical chains.

Definition 13 (Critical Chain, Nilsson et al. [25]).
A critical chain is a derived chain in which all derivations are needed to correctly
classify the STNU. If any derivation in the chain was missing, a non-DC STNU
might be misclassified as DC.

Given a focus edge, one or more derivations may be applicable. Those
that would extend the current critical chain into a non-critical one can be
skipped without affecting classification. We therefore identify some criteria
that are satisfied in all critical chains.

Lemma 5 (Nilsson et al. [25]). Given a DC STNU:

1. A D1 derivation for a specific contingent constraint C can only be part of a
critical chain once.

2. At most one derivation of type D2 and D6 involving a specific contingent
constraint C can be part of a critical chain.

Proof sketch: Part 1 is shown as in the proof of Lemma 4: The target cannot
come back for another D1 application to the same contingent node.

We use Figure 5.3 to illustrate the situation when D2 or D6 is applied
over the contingent ab constraint. The rightmost part of this figure is an
arbitrary triangle abc where one of the rules is applicable, while the leftmost
part is motivated by the proof below.

In the following we do not care if the edges are conditional or require-
ment: Only the weights of the derived edges are important. We follow
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Figure 5.3: Situation where D2 or D6 is applied.

a critical chain and see how the source and target change as we contin-
ually derive new edges. Applying D2 or D6 gives a new edge ac where
the source changes from b to a. We now investigate how derivations can
move the source back to b and show that all derivations using the edge
which resulted from moving the source back to b are redundant. We al-
ready know that the source can only move back to b if the target moves
from c. Otherwise there would be a cycle contradicting Lemma 4. So there
must be a list, 〈c, . . . , y〉 of one or more nodes that the target moves along.
Since the source moves only over positive edges (using the weight of the
negative in case of contingent) there must be another list 〈a, . . . , x〉 that
the source moves over before reaching b again. The final edge derived be-
fore reaching b is xy, whose edge will be a sum of negative weights along
〈c, . . . , y〉where negative requirement edges and positive contingent edges
contribute, and positive weights along 〈a, . . . , x〉 where positive require-
ment edges and negative contingent edges contribute. For the source to
return to b, the weight of xy must be negative and there must be a positive
edge bx. Then we can apply a rule deriving the edge by. We can determine
that this edge is redundant by applying derivations to it. If by is positive
it is redundant since there is a tighter implicit constraint along the strictly
negative bcy path, as discussed before the lemma. If by is negative we ap-
ply derivation to move the source towards x. In this way we continue to
apply derivations until we get a positive edge zy or the source reaches x.
If this happens the derived edge must have a larger value than the already
present xy edge, and be redundant, or we have derived a cycle contradict-
ing Lemma 4. This can also be seen by observing that derivations start with
the weight of xy, which can only increase along the derivation chain.

If we instead get a positive edge zy along the derivations we can show
that there is a tighter constraint implicit here. We know z 6= x. When first
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Algorithm 10: The GlobalDC Algorithm

function GLOBAL-DC(G - STNU)

Interesting← {All edges of G}
repeat

for each edge e in G do
Interesting← Interesting\{e}
for each rule (Figure 4.6) applicable with e as focus do

Derive new edges zi
for each added edge zi do

Interesting← Interesting ∪ {zi}
if not locally consistent then return false

if negative cycle created then return false

end
end

end
until Interesting is empty
return true

deriving xy there was a negative edge from z to some node t in the 〈c, . . . , y〉
list. If t = y we arrive with a larger weighted edge (positive) ty this time
and it is redundant. If t 6= y there is an implicit tighter negative constraint
zty. So again the zt edge is redundant.

So by is already explicitly or implicitly covered and hence redundant for
DC-verification. Therefore it is not part of a critical chain.

This entails that along a critical chain each contingent constraint can only
be part of at most two derivations: One using D1 and one using D2 or D6.

5.3 The GlobalDC Algorithm

We will apply the lemma above to the new algorithm GlobalDC (Algorithm
10). Given a full STNU this algorithm applies the derivation rules of Figure
4.6 globally, i.e., with all edges as focus in all possible triangles (giving an
inner iteration O(n3) run-time). It does this until there are no more changes
detected over a global iteration, i.e. the Interesting set is empty. The struc-
ture of GlobalDC is hence directly inspired by the Bellman-Ford algorithm
[6]. Non-DC STNUs are detected in the same way as FastIDC, by checking
locally for inconsistencies and squeezed contingent constraints, and glob-
ally for negative cycles.
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Figure 5.4: Example graph in quiescence.

This full DC algorithm can be compared with how an incremental algo-
rithm (FastIDC) could be used to verify full DC, i.e., by adding edges from
the full graph one at a time and doing derivations until done. Note that the
order in which the derivation rules are applied to edges does not affect the
correctness of FastIDC, only its run-time.

Given a DC STNU, GlobalDC will use the same derivation rules as Fast-

IDC and therefore cannot generate tighter constraints. Since the same mech-
anism is used for detecting non-DC STNUs, both FastIDC and GlobalDC
will indicate that the STNU is DC.

Given a non-DC STNU, there exists a sequence of derivations that will
let FastIDC decide this. Since GlobalDC performs all possible derivations
in each iteration, it will do all derivations that FastIDC does in the same se-
quence. Again, the same mechanism is used for detecting non-DC STNUs,
and both FastIDC and GlobalDC will indicate that the STNU is non-DC.

The key to analyzing the complexity of GlobalDC is the realization that
we can stop deriving new constraints as soon as we have derived all crit-
ical chains: These are the only derivations that are required for detecting
whether the STNU is DC or not.

From the discussion after Lemma 4 we see that any derived chain has a
length bounded by 2n2. This is then true also for the longest critical chain
derived by the algorithm.

An example will illustrate how we can shrink the length of critical chains.
Figure 5.4 shows a graph where no more derivations can be made. In Fig-
ure 5.5 a negative edge ie is added to the graph and GlobalDC is used to
update the graph with this increment.

Figure 5.6 shows the critical chain of edge ac at this point. Here we see
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Figure 5.5: Derivations resulting from adding the i→ e edge.

D6D7D7D7D1D3D3+UR

D6D7D1D3+URFigure 5.6: The critical chain of edge ac, derived in Figure 5.5.

as mentioned before that the source of the derived edge can move many
times in sequence without the target moving in-between. In the exam-
ple chain this is shown by the sequential D7 derivations. For requirement
edges in general such a sequence may also include D4 derivations. Condi-
tional edges can also induce sequences of moving sources through deriva-
tion rules D3 and D5.

All these derivations (D4/D7 and D3/D5) leading to sequential move-
ment of the source require it to pass over requirement edges. If we had
access to the shortest paths along requirement edges all these movements
could in fact be derived in one global iteration. The source would be moved
to all destinations at once and would not be replaced later since it had al-
ready followed a shortest path making the derived edge as tight as possi-
ble. Of course derivation rules may change the shortest paths, but if we
added an APSP calculation to every global iteration we would compress
the critical chains so that there would be no repeated application of sources
moving along requirement constraints.

Figure 5.7 shows how several applications of D7 and two D3s are com-
pressed by the availability of shortest path edges.
GlobalDC with the addition of APSP calculations in each inner iteration is
still sound and complete since the APSP calculations only make more im-
plicit constraints explicit. The run-time complexity is also preserved since
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Figure 5.7: Critical chain compressed using shortest paths.

each inner iteration was already O(n3) (applying rules to all focus edges).
We now give an upper bound of the critical chain length:

Lemma 6 (Nilsson et al. [25]). The length of the longest critical chain in Glob-
alDC with APSP is ≤ 7n.

Proof. To be able to prove this we need the results of Lemma 5. We will
refer to derivations that can only occur once along a critical chain, i.e. D1,
D2 and D6, as limited derivations.

What is the longest sequence in a critical chain consisting only of re-
quirement edges such that it does not use any limited derivations? The only
non-limited derivation rules that result in a requirement edge are D4, D7
and D8/D9. The last two require a conditional edge as focus, and can there-
fore only be at the start of such a sequence. We know that due to APSP there
can only be one of D4/D7 in a row. Therefore the longest requirement-
only sequence not using limited derivations starts with D8/D9 which is
followed by D4/D7 for a total length of 2.

The longest sequence consisting of only conditional edges not using
limited derivations must start with D5. It can then be continued only by
D3. As we have access to shortest paths there can be at most one D3 in any
sequence of only conditional edges.

In summary the longest sequences of the same type, requirement or
conditional, not using limited derivations, are of length 2.
It is not possible to interleave the length-2 sequences of conditional edges
with requirement edges more than once without changing the conditioning
node of the conditional edges. To see this suppose we have a requirement
edge which derives a conditional edge conditioned on B. This means that
the edge is pointing towards A being the start of the contingent duration
ending in B. If derivations now takes this edge into a requirement edge
this edge must point towards A as well since the only way of going from
conditional to requirement is via D8/D9 which preserves the target. If the
target of the requirement edge later were to move (such targets only move
forwards) it would become impossible to later invoke D5 for going back to
conditional, because D5 requires the requirement edge to point towards a
node that is after A. So in order for derivations to come back to a condi-
tional edge again by D5 the target must stay at A. But then D5 cannot be
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applicable, for the same reason: It must point towards a node after A. So it
is not possible to interleave these sequences.

This gives us the longest possible sequence without using limited deriva-
tions. It starts with a requirement sequence followed by a conditional se-
quence again followed by a requirement sequence. Such a sequence can
have a length of at most 6. An issue here is that if a conditional edge con-
ditioned on for instance B is part of the chain a D1 derivation involving B
cannot also occur in the chain since this contingent constraint has already
been passed. This means that it does not matter which of derivation D1 or
D5 is used to introduce a conditioning node into the chain. The limitation
applies to them both.

In conclusion this lets us construct an upper bound on the number of
derivations in a critical chain. We have sequences of length 6 and these are
interleaved with the n derivations of type D2 and D6 for a total of at most
7n derivations.

Therefore all critical chains will have been generated after at most 7n it-
erations of GlobalDC. If we can iterate 7n times without detecting that an
STNU is non-DC, it must be DC. With a limitation of 7n iterations, Glob-
alDC verifies DC in O(n4).

5.4 A Revised MMV Algorithm

We have described a new algorithm called GlobalDC and seen that it is
O(n4). Compared to MMV, the following similarities and differences exist.

1. GlobalDC and MMV both interleave the application of derivation
rules with the calculation of APSP distances and the detection of local
inconsistencies and negative cycles. In MMV some of this is hidden in
the pseudo-controllability test, but the actual conditions being tested
are equivalent.

2. GlobalDC works in an EDG whereas MMV works in an STNU ex-
tended with wait constraints. These structures represent the same
underlying constraints and the difference is not essential.

3. Third, GlobalDC lacks SR2, which is half of the original Simple Re-
gression (SR) rule. As discussed before SR2 can be removed from
MMV. This change will greatly speed it up in practice. Since MMV
runs in an APSP graph it is reasonable to expect, on average, half of
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the nodes to be after a derived wait. This change will then cut the
needed regression in MMV to half of that of the original version.

4. Fourth, GlobalDC stops after 7n iterations.

These similarities lead to the following theorem:

Theorem 4 (Nilsson et al. [25]). The classical MMV algorithm for deciding
dynamic controllability of an STNU can, with the small modifications shown in
Algorithm 11, decide dynamic controllability in time O(n4).

Proof. According to the four points just listed, the differences between MMV
and GlobalDC that affect the resulting STNU are: 1) the use of SR2 by MMV
and that 2) MMV may continue to apply derivations after all critical chains
have been derived. The theorem about critical chains carries directly over
from FastIDC derivations to MMV tightenings. Therefore, it never takes
MMV more than 7n iterations to derive all critical chains of an STNU. It is
also possible to remove SR2 as discussed earlier without affecting the cor-
rectness of the algorithm. Algorithm 11 is a revised version of MMV which
does not apply SR2 and stops after at most 7n iterations. It is correct and
since the inner loop takes O(n3) time the whole algorithm has a run-time
in O(n4).

Algorithm 11: The revised MMV Algorithm

function Revised-MMV(G - STNU)

Interesting← {All edges of G}
iterations← 0
repeat

if not pseudo-controllable (G) then
return false

Compare edges and add all edges which were changed since last
iteration to Interesting
for each edge e in Interesting do

Interesting← Interesting\{e}
for each triangle ABC containing e do

tighten ABC according to figure 5.1 except SR2
end

end
iterations← iterations + 1

until Interesting is empty or iterations = 7n
return true
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A further improvement in algorithm 11 as compared to the original MMV
is that it will only process triangles which can lead to derivations of new
edges. This is facilitated by keeping track of edges that have been tightened
in previous iterations, through use of the Interesting set. If a triangle could
not be used to derive new edges when tried in one iteration, this cannot
happen in later iterations unless at least one of its edges is tightened.

5.5 Conclusion

We have proven that with a small modification the classical “MMV” dy-
namic controllability algorithm, which in its original form is pseudo-polynomial,
finishes in O(n4) time. The modified algorithm is an excellent and vi-
able option for determining whether an STNU is dynamically controllable.
Compared to other algorithms, it offers a simpler and more intuitive theory.
We also showed indirectly that there is no reason for MMV to regress over
negative edges, a result that can be used to improve performance further.
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Chapter 6

The EfficientIDC Algorithm

In this chapter we start with analyzing the FastIDC algorithm seen in Chap-
ter 3. We show that a small incremental change may result in the algorithm
traversing part of a temporal network multiple times, with constraints slowly
tightening towards their final values. We find that in the worst case it
takes Ω(n4) time for FastIDC to handle one incremental change. We then
present a new algorithm that uses additional analysis together with a dif-
ferent traversal strategy to avoid this behavior. The new algorithm has a
time complexity of amortized O(n3), and we prove that it is sound and
complete.

6.1 Complexity of FastIDC

The complexity of FastIDC was not known when we started to work with
it. Instead we performed the analysis in this section, which together with
other experiences lead to the EfficientIDC algorithm. We first discuss the
edge processing order, then propose an improvement, and finally show
that even with the improvement FastIDC has a bad run-time complexity.

Edge processing order. Following [32], the initial list of modified edges
is processed in order of distance to the temporal reference, but all edges
derived by FastIDC itself are handled recursively and depth-first. The small
example in Figure 6.1 shows why this is a suboptimal strategy for selecting
focus edges. In this example the positive edges are present in the initial
graph. All edges in the graph are requirement edges.

The negative IA edge is added as the only edge in this example incre-
ment. Thus FastIDC is called and Q will contain only e1 = IA : −100.

89
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Figure 6.1: Why depth first is a suboptimal strategy.

This leads to derivation of the GA : −95. The depth first strategy then
derives FA : −91, and additional edges moving toward the start of the
STNU. However at a later step the IA and FI edges will be used to derive
a strictly smaller weight FA : −93 (shown by the bold edge in the figure).
This derivation will then propagate to decrease the weights of all the previ-
ously derived edges. In the worst case, a number of paths of positive edges
from A to I, proportional to the total number of paths, may be traversed
in reverse by FastIDC as new negative weights are incrementally derived.
There is an exponential number of different paths in a graph which makes
this worst case suboptimal.

An Improved Search Strategy. As noted above, the algorithm as published
sorts the initial list of modified edges but processes newly derived edges
depth first. This can be improved by keeping a global priority queue Q
of modified edges. When a new edge is derived, it is not processed re-
cursively but added at the proper place in this queue. The algorithm then
iterates until the queue of modified edges is empty. The effect is that in each
iteration the algorithm chooses among all known modified edges the one
that is the furthest from the temporal reference, as was perhaps intended
by the authors but not realized in the pseudo-code.

A Lower Bound on Time Complexity. An example will now show that
even with the improved search strategy, the worst case run-time complex-
ity of FastIDC is still Ω(n4) when processing the tightening of one edge.

The left part of Figure 6.2 shows a part of an EDG created by FastIDC

when incrementally adding constraints to an STNU. The figure contains
three categories of nodes: A, B and C nodes. All B nodes are connected
in sequence by edges of weight 1 as illustrated in the figure. So are the A
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Figure 6.2: High complexity scenario part 1.

nodes, except the one with highest index. A0 is connected to all B nodes
by edges whose weights increase with the indices of B nodes. There is also
one edge of weight 100 from each B node to each A node. These |A| · |B|
edges are omitted in the figure for clarity.

The nodes in the figure are ordered from left to right by path distance to
the temporal reference node (TR), which is not shown in the figures. This
means that there are negative edges or paths from the nodes to the TR and
that these are more negative the further to the right in the figure a node is
placed. Recall that negative edges are sorted in the FastIDC queue by the
distance from their source node to the TR.

FastIDC derives edges by giving higher priority to negative edges whose
source nodes are closer to the end of the EDG. The example in Figure
6.2 contains a shortest path A0, B0, B1, B2, B3 from the end towards earlier
nodes. However this order works against FastIDC since derivation rule D7
derives tighter constraints in the opposite direction (the source of the de-
rived edge is that of the positive edge). We will exemplify this now.

Suppose the C0 ←− B3 edge shown in bold in the right part of Figure 6.2
is added or tightened to a weight of −250 and that FastIDC is called with
this edge as e1. FastIDC will find two applicable derivations where this is
the focus edge. Both derivations are instances of D7, resulting in C0 ←− B2

and C0 ←− A0 being created and placed in the queue.
In the next iteration, C0 ←− A0 has the highest priority (because A0 is

farther from the TR than B2 is), and will be taken from the queue. When
processing this edge, derivations using D7 will combine it with the “hid-
den” edges Bi −→ A0 with weight 100 to derive |B| edges C0 ←− Bi. These
are all put in the queue. An edge C0 ←− A1 with weight −149 will also be
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Figure 6.3: High complexity scenario part 2.

generated and ends up in front of the queue (Figure 6.3).
When C0 ←− A1 is taken for processing, |B| new edges are derived

through combination with Bi −→ A1, but these are discarded since they
have higher weights than the previously derived edges in their positions.
An edge C0 ←− A2 with weight −148 is also derived and will be processed
first. Processing this leads to a similar procedure, again with |B| edges dis-
carded. The edge C0 ←− A3 is among those derived. Since it has a positive
weight it is sorted by its target node’s (C0) distance to the TR and therefore
ends up last in the queue. The left part of Figure 6.3 shows the current
situation.

At this point the edges from C0 ←− Bi will be taken from the queue
and not lead to any derivations until C0 ←− B2 is processed. This is used
to derive tighter C0 ←− B1 and C0 ←− A0 edges which in turn follow the
pattern just described leading to tightenings of the C0 ←− Ai edges. This
happens again when C0 ←− B0 and C0 ←− A0 are tightened. At this point
the C0 ←− A3 edge reaches its final weight 49. The queue is then processed
until C0 ←− A3 is removed as the last edge in the queue. This leads to
derivation of C1 ←− A3 with weight −1 which in turn leads to C1 ←− B3 of
weight 1 and C2 ←− B3 with weight−250. Here we again have an edge from
B3 with weight −250. FastIDC will then continue the exact same sequence
as before but now deriving edges toward C2 instead of C0.

It is possible that |A|, |B| and |C| are all O(n) and follow the same pat-
tern as in the example. Then there are O(n) spins around the A− B cycle
as the target of the negative C ←− B edges traverses all C nodes. Each spin
around the cycle takes O(n3) time: There are O(n) updates to Cx ←− A0
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and each of these updates the O(n) Cx ←− Ai edges, each of which tries to
update the O(n) Cx ←− B edges. The worst case complexity of one call to
FastIDC must therefore be at least O(n4).

Unfortunately, even though the structure in the example requires the
addition of many edges that are handled quickly by FastIDC, the complex-
ity cannot be amortized to reach a lower value. The problem is that FastIDC

will always pay the full O(n4) price each time the C0 ←− B3 edge in the ex-
ample is tightened. This may happen as part of other tightenings or by
direct change many times as the final STNU is built. Therefore, it cannot
be assumed that there are cheaper increments that can pay for the more
expensive ones.

One cause of this high complexity is the existence of a region of nodes
(the A and B nodes) where there is at least initially no forced ordering be-
tween the nodes. In the next section we present the EfficientIDC algorithm.
This algorithm presents a novel way of handling these regions, among
other things.

6.2 The EfficientIDC Algorithm

We now present the Efficient Incremental Dynamic Controllability check-
ing algorithm (Algorithm 12, EfficientIDC or EIDC for short). The key to
EIDC’s efficiency is the use of focus nodes instead of focus edges. When
EIDC tightens an edge, it adds the target and sometimes also the source of
this edge as new focus nodes to be processed. When EIDC processes a focus
node n, it applies all derivation rules that have an incoming edge to n as
focus edge, guaranteeing that no tightenings are missed.

The use of a focus node allows EIDC to use a modified version of Dijk-
stra’s algorithm to efficiently process parts of an EDG in a way that avoids
the repetitive intermediate edge tightenings performed by FastIDC that we
just saw in the previous section. The key to understanding this is that
derivation rules essentially calculate shortest distances. For example, rule
D4 states that if we have tightened edge AB and there is an edge BC, an
edge AC may have to be tightened to indicate the length of the shortest
path between A and C. Dijkstra’s algorithm cannot be applied indiscrimi-
nately, since there are complex interactions between the different kinds of
edges, but can still be applied in certain important cases.

The final tightening performed for each edge will be identical in EIDC

and FastIDC, which is required for correctness. An extensive example will
be provided below.
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As in FastIDC, the EDG is associated with a CCGraph used for detecting
cycles of negative edges. The graph also helps EIDC determine in which
order to process nodes: In reverse temporal order, from the “end” towards
the “start”, taking care of incoming edges to one node in each iteration.
A difference compared to FastIDC is that EIDC keeps the transitive closure
of negative edges in the CCGraph. This facilitates the correct ordering of
nodes that are indirectly ordered.

The EDG is also associated with a Dijkstra Distance Graph (DDG), a new
structure used for the modified Dijkstra algorithm as described below. To
simplify the presentation, EIDC will be given one new or tightened require-
ment edge e at a time. In practice, an outer loop would be used to handle a
set of changes. This set could then be sorted before presented to EIDC in a
way similar to how FastIDC handles a set of changes.

The EfficientIDC algorithm. The EIDC algorithm is shown in Algorithm 12.
First, the target of e is added to todo, a set of focus nodes to be processed.

If e is a negative requirement edge, a corresponding edge is added to
the CCGraph C which keeps track of all negative edges. If this causes a
negative cycle, G is not DC. Otherwise, the source of e is also added to todo
for processing.

Iteration. As long as there are nodes to process:
A node to process, current, is selected and removed from todo. Incoming

negative edges e to the chosen node n must not originate in a node also
marked as todo. In that case, Source(e) should be processed first, since this
has the potential of adding new incoming edges to n and we must make
sure we have found all these at the time we start processing n in order to
be correct.

As long as todo is not empty there is always a todo node satisfying this
criterion, or there would be a cycle of negative edges which would have
been detected.

Then it is time to process all existing incoming edges to current. This
may derive more incoming edges and push some towards earlier nodes.
current is processed by three helper functions that are shown in Algorithms
13 to 15.

Incoming conditional edges are processed similarly to FastIDC focus edges
using ProcessCond. This is equivalent to applying rules D2, D3, D8 and D9,
but is done for a larger part of the graph in a single step compared to Fast-

IDC.
There are only O(n) contingent constraints in an EDG and hence only

O(n) conditioning nodes (nodes that are the target of a contingent con-
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Algorithm 12: The EfficientIDC Algorithm

function EfficientIDC(EDG G, DDG D, CCGraph C, edge e)

todo← {Target(e)}
if e is negative and e /∈ C then

add e to C
if negative cycle detected then return false

todo← todo ∪{Source(e)}
end

while todo 6= ∅ do
current← pop some n from todo where
∀e ∈ Incoming(C, n) : Source(e) /∈ todo

ProcessCond(G, D, current)
ProcessNegReq(G, D, current)
ProcessPosReq(G, current)
for each edge e added or modified in G in this iteration do

if Target (e) 6= current then
todo← todo ∪{Target(e)}

end
if e is a negative requirement edge and e /∈ C then

add e to C
if negative cycle detected then return false

todo← todo ∪{Target(e), Source(e)}
end

end
if G is squeezed then return false

end
return true

straint). All times in conditional constraints/edges are measured towards
the source of the contingent constraint. Therefore, all conditional constraints
conditioned on the same node have the same target.

It is important to note that EIDC processes conditional edges condi-
tioned on the same node separately. This is possible because FastIDC does
not “mix” conditional edges with different conditioning nodes in any of the
rules, so they cannot be derived “from each other”.

For each conditioning node c, the function finds all edges that are con-
ditioned on c and have current as target. We now in essence want to create
a single source shortest path tree rooted in current. Derivations over posi-
tive requirement edges traverse the edges in reverse order, and so the DDG
contains these edges in reverse order. Derivations over contingent edges
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Algorithm 13: Process Conditional Edges

function ProcessCond(EDG G, DDG D, Node current)

allcond← IncomingCond(current, G)

condnodes← {n ∈ G | n is the conditioning node of some e ∈ allcond}
for each c ∈ condnodes do

edges← {e ∈ allcond | conditioning node of e is c}
minw← |min{weight(e) : e ∈ edges)}|
add minw to the weight of all e ∈ edges
for e ∈ edges do

add e to D with reversed direction
end
LimitedDijkstra(current, D, minw)

for all nodes n reached by LimitedDijkstra do
e← cond. edge (n→ current), weight Dist (n) - minw
if e is a tightening then

add e to G
apply D8 and D9 to e

end
Revert all changes to D

end
return

follows the negative contingent edge, but the distance used in the deriva-
tion is the positive weight of this, so this is also contained in the DDG. The
section of the graph which can be traversed contains only positive weight
edges and so Dijkstra’s algorithm can be used to find the shortest paths.
The only remaining issue is that the edges connecting the source of the tree
we want to build are negative and in reverse order. Since only one of these
edges will be used by each path, there is no risk of negative cycles so they
could be used directly. However, when EIDC reverses the edges it also adds
a positive weight to them to make all edges used by the Dijkstra calcula-
tion positive. The added weight, minw, is the absolute value of the most
negative edge weight of the incoming conditional edges. This value also
serves as a cut-off for stopping the Dijkstra calculation. Once the distance
is longer than minw the derived result will be a positive edge which cannot
further react to cause more derivations. Running Dijkstra calculations will
in a single call derive a final set of shortest distances that FastIDC might
have had to perform a large number of iterations to converge towards. An
example in the next section shows how this is carried out.
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The function checks whether any calculated shortest distance leads to the
derivation of a tighter edge, corresponding to applying D2 and D3 over the
processed part of the graph. If so, it directly applies the “special” derivation
rules D8 and D9, which convert conditional edges to requirement edges, or
adds a requirement edge parallel to the conditional edge.

Because of D8/D9, ProcessCond may generate new incoming require-
ment edges for current, which is why it must be called before incoming
requirement edges are processed.

Incoming negative requirement edges are processed using ProcessNegReq.
This function is almost identical to ProcessCond with the only differences
being that the edges are negative requirement instead of conditional and
because of this there is no need to apply the D8 and D9 derivations or to
handle different conditioning nodes. Applying the calculated shortest dis-
tances in this case corresponds to applying the derivation rules D6 and D7.

Algorithm 14: Process Negative Requirement Edges

function ProcessNegReq(EDG G, DDG D, Node current)

edges← IncomingNegReq(current, G)

minw← |min{weight(e) : e ∈ edges)}|
add minw to the weight of all e ∈ edges
for e ∈ edges do

add e to D with reversed direction
end
LimitedDijkstra(current, D, minw)

for all nodes n reached by LimitedDijkstra do
e← req. edge (n→ current) of weight Dist (n) - minw
if e is a tightening then add e to G

end
Revert all changes to D
return

This function may generate new incoming positive requirement edges for cur-
rent, which is why it must be called before incoming requirement edges are
processed.

Incoming positive requirement edges are processed using ProcessPosReq,
which applies rules D1, D4 and D5. These are the rules that may advance
derivation towards earlier nodes. By deriving a new edge targeting an ear-
lier node, the node is put in todo by the main algorithm.

After processing incoming edges. These are the only possible types of fo-
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Algorithm 15: Process Positive Requirement Edges

function ProcessPosReq(EDG G, Node current)

for each e ∈ IncomingPosReq(current, G) do
apply derivation rule D1, D4 and D5 with e as focus edge
for each derived edge f do

if f is conditional edge then
apply derivations D8-D9 with f as focus edge

end
if derived edge is a tightening then

add it to G
end

end
end
return

cus edge in FastIDC derivations. Therefore all focus edges that could possi-
bly have given rise to the current focus node have now been processed.

EIDC then checks all edges that were derived by the helper functions.
Edges that do not have current as a target need to be processed, so their
targets are added to todo. If there is a negative requirement edge that is
not already in the CCGraph, this edge represents a new forced ordering be-
tween two nodes. It must then update the CCGraph and check for negative
cycles. If a new edge is added to the CCGraph both the source and the target
of the edge will be added to todo.

Finally, EIDC verifies that there is no local squeeze when a new edge is
added, precisely as FastIDC does.

Updating the CCGraph. A novel feature of EIDC as compared to FastIDC

is that the CCGraph now contains the transitive closure of all edges added
to it. This prevents reprocessing when new orders are found through Pro-

cessPosReq. How the transitive closure is derived will be discussed later.

Updating the DDG graph. The DDG graph contains weights and direc-
tions of edges that FastIDC derivations use to derive new edges, and is
needed to process edges effectively. Edges in the DDG have no type, only
weights that are always positive. The DDG contains:

1. The positive requirement edges of the EDG, in reverse direction

2. The negative contingent edges of the EDG, with weights replaced by
their absolute values
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To make the algorithm easier to read, updates to the DDG have been omit-
ted. Updating the DDG is straight forward and quite simple. When a posi-
tive edge is added to the EDG it is added to the DDG in reversed direction.
Negative contingent edges also have to be added to the DDG (with the
absolute value of their weight as new weight). In case a positive require-
ment edge disappears from the EDG, because it was tightened to a negative
weight, it is removed from the DDG.

Before we process an example STNU we want to point to a specific as-
pect of the algorithm. We can see that D4 and D7 are the same rule with
different focus. Both ProcessNegReq and ProcessPosReq apply this rule. The
responsibility of ProcessNegReq is to efficiently find all incoming edges to
current over areas of positive weights (the problem regions of FastIDC)
whereas ProcessPosReq is used to find those nodes that are affected by find-
ing new edges targeting current. So ProcessPosReq main responsibility is to
find those nodes that must be processed in coming iterations.

6.3 EfficientIDC Processing Example

We now go through a detailed example of how EIDC processes the three
kinds of incoming edges. Like before, dashed edges represent conditional
constraints, filled arrowheads represent contingent constraints, and solid
lines with unfilled arrowheads represent requirement constraints.

Fig. 6.4 shows an initial EDG constructed by incrementally calling EIDC

with one new edge at a time. We will initially focus on the nodes and edges
marked in black, while the gray part will be discussed at a later stage.

In the example we add a new requirement edge
−10

Y ←− Z as shown in the
rightmost part of Fig. 6.5. When we call EIDC for this edge, both Y and
Z will be added to todo. Z must be processed first because of the order-
ing between Z and Y. Since Z has no incoming conditional or negative
requirement edges only ProcessPosReq will be applied. This results in the

bold requirement edges a 25−→ Y and b 30−→ Y. The node Y is then selected
as current in the next iteration. Even though Y has an incoming negative
edge, no new derivations are done by ProcessNegReq. However, Y also has
two incoming positive requirement edges that are processed (using D1) to

generate the conditional edges X
〈Y,−25〉←−−−− a and X

〈Y,−20〉←−−−− b. Two nega-

tive requirement edges, X −9←− a and X −9←− b, are also derived alongside
the conditional edges due to D9 but these are not stronger than the already
existing identical edges. Since there were already edges from X ←− a and
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Figure 6.4: Initial EDG.

X ←− b in the CCGraph, a and b are not added to todo. However, X is
added as the target of a newly derived edge is always added to todo. Since
the derived edges are not incoming to Y they require no further processing
at the moment. This leaves only X in the todo set for the next iteration.

In the next iteration, X is selected as current. No more edges will be
derived in the rightmost black part of the example EDG, so we focus on
the previously gray part of the EDG shown in Fig. 6.6. We see that X
has two incoming conditional edges with the same conditioning node Y.
These edges are processed together, resulting in a minw value of 25. After
adding edges corresponding to the reversed conditional edges, each with a
weight increase of minw, we get the DDG that is used for Dijkstra calcula-
tions when processing X. The DDG is shown in Fig. 6.7. Recall that in the
DDG all positive edges are present with reversed direction and all negative
contingent edges are present with positive weight. Note that the weight 1
edges from X are left out of the DDG in Fig. 6.7. These are present in the
DDG but cannot be used when X is current since using them would require
that the source and target of the conditional edge used for derivation was
the same. This is a degenerate case which cannot occur in the EDG. Such
an edge would either be removed before addition or responsible for non-
DC of the STNU. In Fig. 6.7 we have labeled each node with its shortest
distance from X in the DDG.

Processing current = X gives rise to the bold edges in Fig. 6.8. We
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Figure 6.5: Derivation of the smaller scenario.

consider how the−9 edge is created. First the distance from X to the source
node of the−9 edge is calculated by Dijkstra’s algorithm. This is 16 (see Fig.
6.7). Subtraction of 25 gives a conditional edge with weight −9. However,
since the lower bound of the contingent constraint involving X is 9, D8 is
then applied to remove the conditional edge and create a requirement edge
with weight −9. The distance calculation corresponds in this case to what
FastIDC would derive by applying first D3 and then D6, starting with the

conditional
〈Y,−25〉

X ←− a edge as focus.
The example shows how EIDC adds minw to the negative edges from

the source to get positive edges for Dijkstra’s algorithm to work with. It
also shows why outgoing DDG edges from current cannot be used when
calculating the Dijkstra distances from current.

Note that there is no reason to follow incoming DDG edges to current
since these only create loops from current to current. Any such positive
loop could be removed and a negative loop would be discovered as a local
inconsistency in the step immediately before it would be added.

Finally, all new derived edges need to be checked so they do not squeeze
existing edges, and negative edges should be added to the cycle checking
graph when needed.
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6.4 Correctness of the EfficientIDC Algorithm

The following lemma states the correctness of the algorithm based on the
corrected version of FastIDC as proven in Chapter 4. Since FastIDC may
update the same edge more than once when processing an increment the
lemma compares the EDG of EfficientIDC against the final result of FastIDC.
In the proof it is assumed for simplicity that each call consists of only one
edge tightening/addition. Any increment consisting of more changes can
be broken down to several without affecting the end results, thus preserv-
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Figure 6.8: Result of processing current = X.

ing correctness.

Lemma 7 (Nilsson et al. [26]). Let G be an EDG of a DC STNU and e be a single
tightened edge in G. Let G′ be the graph produced by FastIDC (G, e) and let G′′

be the graph produced by EfficientIDC (G, e). Then G′ = G′′. Additionally, the
algorithms agree on whether the corresponding STNU is dynamically controllable.

Proof. First, the derivation rules of FastIDC only generate sound conclu-
sions. The derivations performed by EIDC are either through direct use of
FastIDC derivation rules or through the use of Dijkstra in a way that corre-
sponds directly to repeated application of derivation rules. Therefore EIDC

is sound in terms of edge generation.
Second, completeness requires that for every tightened edge, all appli-

cable derivation rules are applied. When an edge is tightened, EIDC always
adds the target node to todo. All nodes in todo will eventually be processed,
and when a node current is removed from todo, all derivation rules applica-
ble with any incoming edge as focus are applied.

This means that any tightened edge that would be a focus edge of Fast-

IDC has its target node added to todo and is then later processed as current.
At this time all the same derivation rules as FastIDC are applied to the edge,
although some may be applied through the use of Dijkstra’s algorithm. So
all edges derived by FastIDC are derived by EIDC, although perhaps in dif-
ferent order, and some intermediate edges that are overwritten by FastIDC

will be skipped by EIDC. Thus, the algorithms eventually derive the same
edges. Since they both check the DC property in the same way they also
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agree on which STNUs are DC and which are not.

6.5 Run-time Complexity of EfficientIDC

We first discuss the complexity of deriving the transitive closure of the neg-
ative edges in the CCGraph. This can be done in O(n2) when processing
a node. First, all negative requirement edges that was derived in this iter-
ation are added to the CCGraph. Then, for each of the edges that targets
current, all their sources and via them, all their CCGraph predecessors are
collected. These are then connected in the CCGraph to all CCGraph suc-
cessors of current. This simple algorithm is enough to guarantee that the
transitive closure is found. The complexity is within O(n2) since there are
O(n) incoming edges and sources, each which requires at most O(n) time
to find the predecessors. Connecting these possible O(n) predecessors to
the possible O(n) successors of current takes at most O(n2) time.

We now present the run-time of EfficientIDC in a theorem.

Theorem 5 (Nilsson et al. [26]). The run-time of EfficientIDC when processing
one tightened or added edge is O(n4) in worst case but O(n3) amortized, where n
is the number of nodes.

Proof. When EIDC adds a negative requirement edge e, it checks whether
this is already represented in the CCGraph. If not (e /∈ C), the edge previ-
ously had positive weight (possibly ∞), and its new negative weight repre-
sents a new forced ordering.

First, assume this does not happen: Whenever a new negative requirement
edge e is created, it is already in C. This means that no node is added
to todo as the source of a derived edge (with the exception of the exter-
nally added edge). Therefore, the only derivations which cause nodes to be
added to todo are those which add them as targets, namely those handled
by ProcessPosReq (derivation rules D1, D4 or D5). It can be seen from Fig-
ure 4.6 that these are only applicable if there is a negative edge between the
previous focus edge target and the derived edge target.

Since we assumed no new negative edges are derived, all negative edges
along which nodes can be added to todo are present from the start. If a node
X is added to todo and selected for processing, there can be no other node
in todo which has a path of negative edges to X. This would be caught by
the transitive closure in the CCGraph and X would have not have been se-
lected in that case. Therefore, once X is processed it cannot be added to
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todo again. We now continue to analyze the complexity of EIDC under this
assumption.

Complexity 1. Since each node can be selected as current at most once, the
main while loop iterates O(n) times.

In each iteration, the incoming positive requirement edges for current
can be processed in O(n2) time: Each derivation is O(1) and there are at
most O(n) incoming positive edges which can find at most O(n) outgoing
edges for derivations.

Processing incoming conditional and negative requirement edges is more
complicated, due to the use of Dijkstra’s algorithm. Conditional edges re-
quire slightly more work than negative requirement edges and therefore
provide an upper bound for both types. The cost of updating the DDG
used for Dijkstra calculations is O(1) per edge change which is hidden in
the normal cost of adding edges. The following list shows the complexity
of the different steps done when processing conditional edges conditioned
on one node.

1. Add conditional edges to the DDG, O(n)

2. Find minw among these, O(n)

3. Replace weights on the negative contingent edges, O(n)

4. Run the limited Dijkstra’s algorithm O(n2)

5. Add new conditional/requirement edges to the EDG, O(n)

6. Remove conditional edges from the DDG, O(n)

7. Update the transitive closure in the CCGraph, O(n2)

This sums to O(n2) for processing all conditional edges conditioned on
one node. Taking care of all conditioning nodes throughout the EDG causes
the procedure to be carried out O(n) times and incurs an O(n3) aggregated
cost.

It follows from the described procedure that processing negative re-
quirement edges for current takes O(n2) time.

Each outer loop adds O(n2) new edges. Checking local consistency of
these takes O(n2) time. Adding the new edges to the CCGraph takes accu-
mulated O(n3) time over the whole increment.

The final step is to choose the next current node for processing and this
is done by picking any node from todo that has no predecessors in todo. In
practice a list of candidates is kept which is updated every time a node has
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been removed from todo. This is done in O(n2) and is done once in each
outer iteration, for a total within O(n3).

Second, we consider what happens when new orderings are found and
added to C while processing an increment.

Let X be the node that was found to be ordered after current. Finding all
incoming edges to current depends on the fact that all nodes ordered after it,
including X, must have been processed before current. If X was processed
after current, edges targeting current that could be derived via X may be
missed and the algorithm would not be complete. These are however the
only edges targeting current that would be missed. So the algorithm goes
back to process X and then reprocesses current to find these edges.

An order such as the one just discovered can only be found when pro-
cessing a node that is ordered after current or when processing current. The
new edge must be derived through interaction of a positive edge and a
negative edge targeting current, i.e. it would be found at current or when
processing the source of the negative edge which is by definition ordered
after current. If the new order is found when processing any other node
ordered after current there is no need for reprocessing as the requirement
for finding all edges at current is satisfied.

Complexity 2. New orderings that lead to reprocessing of nodes are de-
tected when the node needing reprocessing is being processed as current.
Therefore, the cost for reprocessing is only that of one iteration in the algo-
rithm per new ordering found. Over the course of constructing an STNU
there can be O(n2) new orderings found, however each may only affect the
same node O(n) times. This is important since the cost of processing a node
is O(n2) plus any processing of conditional edges for up to a total of O(n3),
for instance if this node is the target of a maximum of conditional edges in
the STNU. Regardless of how the cost of processing conditional nodes is
spread throughout the STNU they may be involved in reprocessing O(n)
times in the worst case. Therefore, in the worst case, all O(n2) orderings are
found in the same iteration, leading to a worst case complexity of O(n4) for
one increment.

However, considering that the algorithm is O(n3) if no new orders are
detected, it is possible to amortize the cost on the number of nodes added
to the STNU. For the amortized analysis, each time a node is added we first
save the O(n3) cost that may later be needed for reprocessings related to the
new node. One node may be the cause of at most O(n) reprocessings, each
costing O(n2) for positive and negative requirement edges. There is also
the possibility of an accumulated cost of O(n3) for all possible conditional



“Lic” — 2015/8/10 — 15:07 — page 107 — #113

6.6. Conclusion 107

reprocessings. Therefore, the total reprocessing cost that can be caused by
the addition of one node is bounded by O(n3). If we now instead save the
O(n3) cost per added or tightened edge, to amortize the incremental cost,
there will be even more accumulated resources since there must be at least
one added edge per node. We conclude that the amortized cost of adding
or tightening an edge is O(n3).

6.6 Conclusion

A new way of incrementally testing dynamic controllability is presented. It
is more efficient than FastIDC but provides the same result, both in form of
EDG and DC classification. Higher efficiency is gained by observing that
FastIDC is inefficient when deriving constraints over unordered sections in
the EDG. EIDC overcomes this by applying Dijkstra’s algorithm to quickly
derive all constraints over such sections. The EDG processed by EIDC is
dispatchable since it contains the same constraints as FastIDC.



“Lic” — 2015/8/10 — 15:07 — page 108 — #114

Chapter 7

Related and Future Work

Recently an algorithm for full DC verification which is O(n3) was pub-
lished by Morris [18]. We wish to clarify the relation between this work and
his. Though these algorithms have similar complexity results and share
certain concepts, they were developed independently. They also use differ-
ent graph representations and different rules for updating the graphs, and
the key ideas underlying EIDC [26] were submitted and finalized before the
publication of Morris’ paper.

Future work includes a rigorous comparison of the algorithms and com-
parison of their relative performance in practice. To do this a good set of
benchmarks is needed. Finding this is a large study in itself since bench-
marks would need to include random STNUs, STNUs from planners and
STNUs with certain properties (for instance magic loops [14]).

It is possible to do both full and incremental DC verification in O(n3).
Can we do better? For STNs O(n2) incremental algorithms exist. There are
also several results for STNs by Planken [27, 28, 30] which may be transfer-
able to STNUs.

Among related work we further find the MM and Morris algorithms
which we only mentioned in the introduction chapter since all our work
was based on the other track of algorithms (MMV → FastIDC). Both the
MM and Morris algorithm are outdated now as they are subsumed by the
new algorithm from Morris.

A lot of related work has gone into executing the networks. For this
thesis we focused on DC verification, but after this is done execution is the
natural next step. Hunsberger has published several interesting results on
execution [12, 13].

Recently several papers [3, 5] have examined the use of Timed Game
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Automata (TGA) for both verification and execution of STNUs. These so-
lutions work on a smaller scale and do not exploit the inherent structure of
STNUs as distance graphs. Therefore they are more useful in networks that
are small in size but involve choice and resources which cannot be handled
by pure STNU algorithms.
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Chapter 8

Conclusion

In this thesis we have pointed out a flaw in the FastIDC algorithm which
makes the algorithm unsound. We have then analyzed its cause and pro-
vided a fix, correcting it. This included adding a novel structure for incre-
mental cycle checking while making use of work done by the FastIDC algo-
rithm in order to keep the efficiency while making the algorithm sound. We
also showed that two additional derivation rules are needed and provided
a correctness proof for the sound version of the FastIDC algorithm.

We continued to use insights from FastIDC and applied those to the
MMV algorithm. An algorithm which we showed had no need of one of
its derivations, SR2. We also showed that the algorithm must work with all
APSP edges. The final result related to the MMV algorithm consisted of a
small change which allowed it to become O(n4), which is on par with the
best existing algorithm at the time our paper were published.

We then turned back to FastIDC and analyzed the run-time which was
found to be in Ω(n4). The analysis inspired us to come up with the Efficient-

IDC algorithm which has an amortized run-time of O(n3). This is the final
contribution of the thesis.
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[29] Léon R. Planken. New algorithms for the simple temporal
problem. Master’s thesis, Delft University of Technology, Jan-
uary 2008. URL http://www.st.ewi.tudelft.nl/~planken/Papers/

mscthesis.pdf.

[30] L.R. Planken, M.M. de Weerdt, and C. Witteveen. Optimal Temporal
Decoupling in Multiagent Systems. In Proceedings of the Ninth Inter-
national Joint Conference on Autonomous Agents and Multiagent Systems
(AAMAS). IFAAMAS, 2010.

[31] Eddie Schwalb and Lluı́s Vila. Temporal constraints: A survey. Con-
straints, 3(2/3):129–149, 1998.

[32] Julie A. Shah, John Stedl, Brian C. Williams, and Paul Robertson.
A fast incremental algorithm for maintaining dispatchability of par-
tially controllable plans. In Mark S. Boddy, Maria Fox, and Sylvie
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