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ABSTRACT

Unmanned aircraft systems (UASs) are an important future technology with early gener-
ations already being used in many areas of application encompassing both military and
civilian domains. This thesis proposes a number of integration techniques for combining
control-based navigation with more abstract path planning functionality for UASs. These
techniques are empirically tested and validated using an RMAX helicopter platform used
in the UASTechLab at Linköping University. Although the thesis focuses on helicopter
platforms, the techniques are generic in nature and can be used in other robotic systems.

At the control level a navigation task is executed by a set of control modes. A frame-
work based on the abstraction of hierarchical concurrent state machines for the design
and development of hybrid control systems is presented. The framework is used to specify
reactive behaviors and for sequentialisation of control modes. Selected examples of con-
trol systems deployed on UASs are presented. Collision-free paths executed at the control
level are generated by path planning algorithms. We propose a path replanning framework
extending the existing path planners to allow dynamic repair of flight paths when new
obstacles or no-fly zones obstructing the current flight path are detected. Additionally,
a novel approach to selecting the best path repair strategy based on machine learning
technique is presented. A prerequisite for a safe navigation in a real-world environment is
an accurate geometrical model. As a step towards building accurate 3D models onboard
UASs initial work on the integration of a laser range finder with a helicopter platform is
also presented.

Combination of the techniques presented provides another step towards building
comprehensive and robust navigation systems for future UASs.
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Lund in Information Technology (ELLIIT) project grants.

Department of Computer and Information Science
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Chapter 1

Introduction

The development of unmanned aircraft systems (UAS) has gained tremen-
dous momentum over the last two decades. These platforms offer many ad-
vantages over both manned aircraft and other types of autonomous robots.
They provide the ability to gather rich bird’s eye view information in ar-
eas that may not be easily accessible to mobile ground vehicles. Because of
their mobility they also provide fast response times which is crucial in many
applications such as search and rescue. A UAS can operate in hazardous en-
vironments, for example military conflicts or natural catastrophes, without
endangering the lives of human pilots or operators. All of this contributes to
reducing the cost of operation/missions and contributes to an increasingly
high interest from both military and civil markets. Previous market stud-
ies [89] estimated that by 2013 the worldwide UAS market will be worth
$USD10.6 billion. Some of the most recent estimates show that the U.S.
military UAS market alone will generate $USD62 billion revenues during
2010-2015 [56].

Although the early UAS application areas have been predominantly mil-
itary (e.g. reconnaissance, surveillance, and target tracking) the technology
has reached a high maturity level and is economically feasible for many civil
areas. Example civil applications include security surveillance [4, 35], power
line inspection [42, 54] and support for emergency services in natural catas-
trophes [33, 78]. Many new applications will also arise as countries develop
new regulatory policies allowing UAS usage in unsegregated areas. Conse-
quently, unmanned aircraft are currently the subject of intensive research in
numerous fields.

The desired level of autonomy for unmanned aircraft may vary depend-
ing on the type of mission being flown, where certain missions need to be
controlled in some detail by a ground operator while others should prefer-
ably be fully autonomous. But for some aspects of a mission, automation is
almost always desirable. One such aspect is path planning and navigation,
given a map of static and dynamic obstacles fly through or visit a set of

1



2 1. Introduction

Figure 1.1: The UASTechLab RMAX helicopter platform.

waypoints.
This thesis focuses on selected aspects of navigation functionalities and

path planning for UAS platforms. The techniques that are presented have
been implemented and tested on an autonomous helicopter platform devel-
oped in the UASTechLab1 (Figure 1.1).

1.1 Thesis Contributions

The thesis extends existing navigation capabilities of UASTechLab RMAX
UAV and builds on previous work done in motion planning [74], control [17],
system modeling and software architectures [24, 65].

The four main contributions of this thesis are:

• A modeling framework for hybrid control systems used to specify re-
active behaviors and for sequentialisation of control modes.

• A path replanning framework extending the previously used path plan-
ners to allow dynamic regeneration or repair of flight paths in case of
newly detected obstacles.

• A new approach to selecting the best path repair strategy to use in
any given situation, using machine learning to adapt to different maps
and different computational hardware.

• Integration of a laser range finder with the existing UASTechLab
RMAX UAV to provide environment models for navigation tasks.

1http://www.ida.liu.se/divisions/aiics/aiicssite/uastech/
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Figure 1.2: Control modes implemented on the UASTechLab RMAX heli-
copter platform.

Before we can describe these contributions in more detail, we provide a
short overview of the different types of algorithms used on a typical robotic
platform.

Generally in any autonomous robotics systems one can distinguish func-
tionalities of different complexity and thus different timing requirements.
Typically, at the lowest level a set of control functions are executed. Those
functions require fast update rates in order to react in a timely manner to
perceived changes in the environment. At a higher-level a set of algorithms
related to solving more complex tasks are implemented. Those components
typically include planners (e.g. task or motion planners).

Control System Modeling

The first contribution of this thesis is at the lowest level, where a set of
control modes provide an interface to the hardware components. The role of
each such control mode is to generate control signals to meet a well-defined
control objective. A good example is a hovering function where the objective
is to keep the helicopter in the desired position, heading and altitude given
current sensor readings. More sophisticated modes may contain multiple
stages, as in the take-off mode where the control strategy is more complex
and several control objectives are desirable during different phases of the
execution. Those can be viewed as basic low-level control behaviors.

Flight control modes implemented on the UASTechLab RMAX UAV
system (Figure 1.2) include hovering, take-off, path following, vision-based
landing, and reactive car following. Additionally, a set of control modes for
payloads has been developed. Those include, for example, control over a
camera pan-tilt unit and camera parameters.

When executing a mission a set of low-level control modes are invoked.
They can be called in a sequence or in some cases in parallel in order to
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achieve a certain mission objective. An example mission is building surveil-
lance, where the goal is to gather video streams or images of each of the
facades of a building. Control modes executed in such a mission include
take-off, hovering, path following, camera control and landing.

The problem of executing a sequence of control modes is non-trivial.
Switching between different control modes requires a number of conditions
to be satisfied. The switching conditions vary depending on the particular
mode transition. For example, in the case of switching between the hovering
and path following modes, a check needs to be done if the current helicopter
heading is aligned with the path to be flown. If the heading difference is too
large, an additional yaw maneuver is necessary before the transition to the
path following mode. Otherwise, the execution of the path could result in a
maneuver that potentially leads to a crash.

The most common way of modeling complex reactive systems and hy-
brid control systems is to use the concept of state machines [39, 48]. One
of the contributions of this thesis is the development of a modeling frame-
work for hybrid control systems based on the idea of state machines, called
hierarchical concurrent state machines (HCSM).

The HCSM framework enables us to efficiently model all low-level com-
ponents and solves the problem of mode switching. Its components contain
functions implementing continuous control laws and mode switching is re-
alized using the proposed framework. The HCSMs can be represented as
state transition diagrams similar to those of statecharts [39]. In our sys-
tem, tables describing transitions derived from such diagrams are passed
to the system in the form of text files and are interpreted by an HCSM
Interpreter at run-time in each of the on-board computers. Thanks to its
compact and efficient implementation, the interpreter runs in the real-time
part of the system as a periodic task with high execution rate. It allows all
functional units of the control system to be coordinated, from the lowest
level hardware components (e.g. device drivers) through control laws (e.g.
hovering, and dynamic path following) and communication to the high-level
deliberative components.

Path planning

At a higher level, our UAS platform uses a set of path planners to find
collision-free paths from a given start position to a goal position. The second
and third contributions of the thesis are related to path planning.

The problem of finding optimal paths for a helicopter platform is in-
tractable in general. This is because the planning is performed in a high-
dimensional state space which not only includes a physical 3D position but
also additional dimensions (e.g. velocity and heading).

A number of sample-based methods for generating motion plans have
been proposed in the literature, including probabilistic roadmaps (PRM [44])
and rapidly exploring random trees (RRT [49]). Sample-based approaches
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often make the path planning problem solvable in practice by sacrificing
completeness and optimality. A successful deployment of both PRM and
RRT algorithms in the static environments for the UAS domain has been
presented in Pettersson [74].

Unfortunately in real applications, maps are not perfect, and new ob-
stacles may be detected during flight. If such obstacles appear along the
planned flight path, the proper course of action depends on the amount of
time available for collision avoidance.

If very little time is available, we must rely on reactive sense-and-avoid
procedures, even though this may turn the aircraft in a direction that is far
from optimal considering the known obstacles and the current destination.

However, given typical detection ranges and airspeeds, there may be up
to a few seconds to decide exactly what to do. One of the contributions of
this thesis is the development of a technique that takes advantage of the
available time in order to improve the overall path quality and avoid the
need of using non-optimal reactive sense-and-avoid procedures.

In many situations there can be sufficient time to invoke a motion planner
once again to repair the plan before reaching the point where the aircraft
has to divert from its original trajectory. The new trajectory will then take
both new and old obstacles into account, potentially saving considerable
amounts of flight time. This is especially true for fixed-wing aircraft, where
the minimum turn radius is often large and where slowing down and hovering
is not an option.

In replanning, we can choose which parts of the original path are replaced
and which parts are retained. For example, we can replan from the next
waypoint all the way to the goal or only the part of the plan that is actually
intersected by the newly detected obstacle. This choice will have a significant
effect on not only the quality of the repaired plan, but also the time required
for replanning [100].

Many motion planning methods are also parameterized in various ways.
For example, PRM planners generate a roadmap graph in a pre-processing
phase and search this graph whenever a plan is required. Increasing the
number of nodes in the graph will increase plan quality, but again, this will
also affect the time required for plan generation.

A replanning strategy represents a specific choice of which parts of a
path are replanned and which parameters are given to the motion planning
algorithm. Our objective is to always choose the strategy that will yield
the highest quality possible within the available time. But while there may
be a general trend for one strategy to be better or faster than another, the
exact time requirements for most strategies will vary considerably depending
on factors such as the local environment around the original path and the
remaining distance to the destination. Thus, we essentially have two options:
Always choose a simple strategy for which we can find a low upper bound on
the time requirements, or generate better and more informed predictions by
learning how the local environment affects timing and quality. The solution
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Figure 1.3: Top view of the Revinge training site.

presented in this thesis uses machine learning techniques to generate a set
of models useful for performing such predictions. The empirical testing that
has been performed shows promising results: In each test environment, flight
times could be improved up to 25% compared to the use of a fixed replanning
strategy, resulting in times close to the best achievable with the available
planning algorithms.

Environment Mapping

The fourth contribution of this thesis relates to the very important as-
pect of navigation, of acquiring a 3D model of the environment. In order to
navigate safely in a real-world environment a geometrical model is required.
As previously described, the path planning algorithms rely on an accurate
description of the environment in order to produce collision-free paths. Ad-
ditionally, environments often change over time (e.g. new building structures
are added) and existing models have to be updated in order to ensure safe
navigation.

Previously, the UASTechLab RMAX UAV system has been using 3D
models delivered by a third-party company. The main environment used
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for experimentation with our systems is a training area for rescue workers
in Revinge in southern Sweden. Figure 1.3 presents a view of the environ-
ment from above. The area is approximately 1 square kilometer in size and
contains a road network, several buildings, and a number of other struc-
tures such as masts, lampposts and fences. This makes it a very well suited
environment for many interesting and advanced scenarios, such as traffic
monitoring or search and rescue missions.

Acquiring 3D maps has gained considerable attention over the last two
decades as the required hardware technology matures. There exist a variety
of sensors that can provide 3D geometrical information and algorithms that
make use of them. Examples of such sensors and techniques include stereo
vision systems [47], structure from motion using a single camera [22], and
laser range finders [88]. Laser range finders have gained a tremendous pop-
ularity in many robotic applications because of their relatively small size,
high accuracy, and low price.

We present initial results of integration of a laser range finder with the
UASTechLab RMAX UAV platform. The sensor is mounted on a rotational
mechanism that has been developed within the group. This solution allows
for obtaining 3D point clouds even when the helicopter is stationary.

Two applications of the laser range finder for map building are considered
in this thesis. In the first, a 3D map of the environment is built offline, after
an exploratory flight over all building structures is performed and all the
data is collected. The second application relates to the use of a laser range
finder sensor for collision avoidance in the context of the proposed dynamic
replanning framework. An analysis of potential uses of such a sensor in this
setting is provided.

1.2 List of Publications

The work presented in this thesis is mainly based on the following publica-
tions.

[102] Mariusz Wzorek, Jonas Kvarnström and Patrick Doherty. Choosing
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2008, volume 26, Honolulu, Hawaii, 2008.
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1.3 Thesis Outline

Chapter 2 presents background information on the autonomous helicopter
used as a testbed platform for the techniques presented in the thesis. The
chapter starts with a description of the RMAX helicopter platform itself as
well as the avionics system that has been developed in the UASTechLab.
The second part of the chapter provides details on the software system.
Specifically, the UASTechLab software architecture is discussed. The last
section describes the path following control mode (PFCM) which is used for
the execution of segmented paths.

Chapter 3 provides a description of the hierarchical concurrent state
machine (HCSM) framework used for modelling the hybrid control system.
The description includes HCMS syntax and semantics, and provides a set of
practical examples of HCSM use for the UASTechLab RMAX platform.

The dynamic path replanning framework which uses a set of replanning
strategies together with available path planners to provide a collision avoid-
ance mechanism is presented in chapter 4.

A new method for selecting path replanning strategies using machine
learning techniques is the topic of chapter 5. This selection mechanism is
used in the dynamic replanning framework when a new obstacle occluding
the currently executed flight path is added.

Chapter 6 presents initial results in the development of a set of environ-
ment mapping techniques targeted for navigation applications. The chap-
ter discusses the integration of a laser range finder with the UASTechLab
RMAX system. Data sets gathered during a number of flight test campaigns
are included. The last section presents results of using these generated maps
with path planning algorithms.

Conclusions and future work is presented in chapter 7.
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Chapter 2

The UASTechLab RMAX
System

A wide range of research with unmanned aircraft systems is conducted in the
UASTech Laboratory1. Over the years a number of platforms have been
successfully developed and deployed. The platforms vary in size, weight and
flight capabilities. Figure 2.1 presents a number of micro air vehicles with
sizes of 50-70 cm in the largest dimension and weight from 0.5 kg to 1.4 kg.

Figure 2.1: From left to right: LinkQuad (a quadrotor platform); PingWing
(a fixed wing platform); LinkMAV (a coaxial helicopter).

One of the main platforms used in our lab is a Yamaha RMAX helicopter
(Figure 2.2). The techniques described in this thesis have been developed
for the RMAX helicopter. This chapter starts with a description of the
hardware platform which includes the Yamaha RMAX helicopter and an
avionics system developed in our lab [23]. The second section begins with
background information on several aspects of the system itself as well as
the navigation functionalities. It starts with a high-level overview of the
architecture, followed by a short description of a control kernel (CK). The
CK includes a set of basic control modes used in the system. The chapter
ends with a detailed description of a path following control mode used for
the execution of segmented paths.

1http://www.ida.liu.se/divisions/aiics/aiicssite/uastech/

11
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2.1 The Hardware Platform

The RMAX helicopter has been developed by the Yamaha Motor Company2

mainly for agricultural applications (e.g. crop spraying). The helicopter has
a total length of 3.6 m (including the main rotor) and is powered by a 21 hp
engine with a maximum takeoff weight of 95 kg. The RMAX has a built-in
attitude sensor (YAS) and an attitude control system (YACS).

Figure 2.2: The Yamaha RMAX helicopter with a laser range finder mounted
on a rotation mechanism.

The RMAX helicopter platform itself is radio-operated but with an ad-
ditional upgrade it is possible to use a computer system to implement au-
tonomous flight capabilities. Due to vibrations as well as limitations in power
and cooling, unmanned aircraft require very robust computational hardware
with low power requirements. Our hardware platform which interfaces to the
helicopter systems (Figure 2.3) contains three embedded PC104 computers
connected by RS232 serial lines for hard real-time networking as well as
Ethernet for distributed applications, remote login and file transfer. The
onboard Ethernet switch is also connected to an 802.11b wireless Ethernet
bridge for communication with the ground station.

The deliberative/reactive system (DRC) runs on a 1.4 GHz Pentium
Mobile computer. The functionalities executed on the DRC system include
high-level deliberative algorithms and a reactive execution mechanism which
interacts with a low-level control system.

The primary flight control system (PFC) executes functionalities related
to flight capabilities. The PFC runs on a 700 MHz Pentium III computer, and
is connected to a number of sensors. A real-time kinematics (RTK) GPS re-
ceiver provides high accuracy position information. The altitude is provided

2Homepage: http://www.yamaha-motor.co.jp/global/
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Figure 2.3: On-Board Hardware Schematic.

by an absolute barometric pressure sensor. The PFC is also connected to a
software-controlled power management unit which provides information on
voltage levels and current consumption. Additionally, it allows for remote
device power control i.e. switching on/off. The unit controls all three PC104
computers, sensors, and the wireless Ethernet bridge.

The image processing system (IPC) runs on another 700 MHz Pentium
III computer, which is equipped with a 4-channel framegrabber. Current
vision sensors include a color CCD3, a thermal camera4, and a stereo vision
system (STH-DCSG) from Videre Design5. The CCD and thermal cameras
are mounted on a pan/tilt unit. All of the images can be processed onboard
the UAS, saved on the computer’s flash drive and transmitted to the ground
station by an Ethernet video server. Due to the limited bandwidth of the
802.11b Wi-Fi Ethernet channel, the video is transmitted in lower than
nominal PAL resolution. Additionally, two MiniDV recorders are used to
store the full resolution video for offline analysis and to support computer
vision algorithm development.

A popular SICK LMS-2916 laser range finder has also been integrated on

3FCB-EX780BP from Sony. Homepage: http://www.sony.com
4ThermalEye from L-3 Communications. Homepage: http://www.l-3com.com
5Homepage: http://www.videredesign.com
6SICK AG. Homepage: http://www.sick.com
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the UAS platform. The original sensor has been modified in order to reduce
its weight and is mounted on an in-house developed rotation mechanism.
Details about the integration and sensor use are provided in chapter 6.

The platform has also been equipped with two GSM modems: an EDGE
modem7, and a GPRS modem8). The GSM technology is a mature, com-
mercially available communication infrastructure which is likely to be con-
tinuously developed, refined and supported in the future. It permits the op-
eration of UASs at large distances, out-of-sight from the ground operator. It
provides a good redundant system alternative in the case where other com-
munication frequencies are jammed. A multi-modal graphical user interface
has been designed, constructed and implemented on a Sony Ericsson P900
mobile telephone. The results of the experiments are presented in Wzorek
et al. [101].

At the time of writing this thesis a new hardware platform is being
developed. The new version includes a custom in-house designed avionics
box where all the hardware components are enclosed. All of the computer
hardware is upgraded to provide more computational power while keeping
adequate power consumption. Computers will use the newest solid state disk
(SSD) technology for storage. This will increase the capacity of storage as
well as performance over compact flash cards that are used at the moment.
On the sensor side, a new and more accurate GPS receiver will be integrated.
Furthermore, the absolute barometric pressure sensor will be improved. It
is currently connected to the PFC analog-to-digital extension board which
introduces additional unnecessary sensor noise due to electromagnetic field
disturbances. The analog to digital conversion will be performed by a micro-
controller mounted on the same custom made printed circuit board (PCB)
as the sensor. The sensor reading will then be sent via the RS232 serial
line. The power management unit has also been redesigned to extend its
current/voltage measuring accuracy and to make it easier to extend in the
future.

2.2 The Software System

One of the necessary foundations for any autonomous system is an appropri-
ate software system architecture. This is important from many perspectives.
First of all, it provides a clear division between components with different
characteristics. It also defines how all the functionalities present in the sys-
tem interact with each other. Additionally, it helps to deal with the com-
plexity of the system.

By far the most popular and successful type of architecture used in
robotic systems today is a hybrid architecture. It combines the best fea-
tures of reactive techniques (e.g. real-time, tight hardware integration) and

7Aplicom 12 from Aplicom Oy. Homepage: http://www.aplicom.com
8Trizium from Telit Communications PLC. Homepage: http://www.telit.com
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deliberative techniques (e.g. solving complex tasks) into one architecture.
Many variations of hybrid systems have been proposed in the literature and
successfully deployed [90, 91]. Probably the most recognizable category is a
three-layer architecture [32].

2.2.1 The UASTechLab Software Architecture

A hybrid deliberative/reactive software architecture (D/R) based concep-
tually on the idea of a three-layer architecture has been developed for the
UASTechLab RMAX system [23]. It is a layered, hierarchical system with
deliberative, reactive and control components, although the system can eas-
ily support both vertical and horizontal data and control flow. Figure 2.4
presents the functional layer structure of the architecture and emphasizes
its reactive-concentric nature.

The three abstraction layers differ in several aspects, including timing
requirements, the amount of knowledge of the environment (models) that
they require, and the type of functionality which they encapsulate.
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Figure 2.4: The UASTechLab hybrid deliberative reactive architecture.

The deliberative layer includes high-level components that generate so-
lutions to complex tasks, typically using planners (e.g. task or motion plan-
ners). The world models used by such algorithms usually have rich semantics
and because of the complexity of the tasks they are solving, the time require-
ments are high. The decision cycle in this layer is in the magnitude of seconds
or even minutes.

Components in the reactive layer coordinate the execution of high-level
plans and implement a set of robot behaviors (e.g. surveillance of a re-
gion). The integration with both control modes and deliberative services
puts higher timing requirements than on the deliberative layer. Addition-
ally, a set of efficient mechanisms for modeling behaviors is required. The
world models used in this layer are usually simpler than the ones used by
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the high-level deliberative components.
The lowest control level encapsulates a set of functions implementing

control laws (e.g. hovering), tightly coupling perceived sensor data to robot
actuators.

The remainder of this section focuses on describing the timing aspects of
the UASTechLab architecture and provides an overview of the components
used in this thesis.

With respect to timing characteristics, the architecture can be divided
into two layers: (a) the hard real-time part, which mostly deals with hard-
ware and control laws (also referred to as the Control Kernel) and (b) the
non-real-time part, which includes deliberative services of the system (also
referred to as the high-level system)9.

All three computers in our UAS platform (i.e. PFC, IPC and DRC, see
Figure 2.3) have both hard and soft real-time components but the processor
time is assigned to them in different proportions. On one extreme, the PFC
runs mostly hard real-time tasks with only minimum user space (non-real-
time) applications (e.g. SSH daemon for remote login). On the other ex-
treme, the DRC uses the real-time part only for device drivers and real-time
communication. The majority of its time is spent on running the deliberative
services. Among others, the most important ones from the perspective of this
thesis are the Path Planner, the Geographical Information System (GIS),
the Task Procedure Execution Module and the Helicopter Server which en-
capsulates the Control Kernel (CK) of the UAS system. The CK which is
distributed over all three computers deals with basic low-level behaviors by
execution of continuous control modes. Figure 2.5 presents the navigation
subsystem and the main software components.

The high-level part of the system (the reactive and deliberative layers)
has reduced timing requirements and is responsible for coordinating the
execution of reactive Task Procedures (TPs [23, 73]). This part of the system
uses the Common Object Request Broker Architecture (CORBA [96]) as its
distribution backbone. A TP is a high-level procedural execution component
which provides a computational mechanism for achieving different robotic
behaviors by using both deliberative and control components in a highly
distributed and concurrent manner. The control and sensing components of
the system are accessible for TPs through the Helicopter Server which in
turn uses an interface provided by the Control Kernel. A TP can initiate one
of the autonomous control flight modes available in the UAS (i.e. take-off,
vision-based landing, hovering, path following described in section 2.2.3 or
reactive flight modes for interception and tracking). Additionally, TPs can
control the payload of the UAS platform which currently consists of CCD
and thermal cameras mounted on a pan-tilt unit. TPs receive data delivered
by the PFC and IPC computers, i.e. helicopter state and camera system state

9 Note that distinction between the Control Kernel and the High-level system is done
based mainly on the timing characteristics and it does not exclude, for example, placing
some deliberative services (e.g. prediction) in the Control Kernel.
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Figure 2.5: Navigation subsystem and main software components

(including image processing results), respectively. The Helicopter Server on
one side uses CORBA to be accessible by TPs or other components of the
system. On the other side, it communicates through shared memory with
the hierarchical concurrent state machines (HCSMs) running in the real-time
part of the DRC software.

The presented software architecture is used to achieve missions which
require continuous control laws such as path following (section 2.2.3) as
well as deliberative services such as path planners (chapter 4). Details of
the interaction between the TPs, path planners and the Control Kernel are
presented in section 3.3.2.

The next section describes some of the practical implementation details
of the Control Kernel.

2.2.2 The Control Kernel

The Control Kernel (CK) is a distributed real-time runtime environment
and is used for accessing the hardware, implementing continuous control
laws, and control mode switching. Moreover, the CK coordinates the real-
time communication between all three on-board computers as well as be-
tween CKs of other robotic systems. In our case, we perform multi-platform
missions with two identical RMAX helicopter platforms developed in the
UASTechLab.



18 2. The UASTechLab RMAX System

The CK is implemented using C code. This part of the system uses
the Real-Time Application Interface (RTAI [60]) which provides industrial-
grade real-time operating system functionality. RTAI is a hard real-time
extension to a standard Linux kernel (Debian in our case) and has been
developed at the Department of Aerospace Engineering of Politecnico di
Milano10 (DIAPM).

Real-time performance can be achieved by using either specially created
user-space programs or kernel modules. In our case, one kernel module is
created and inserted into the Linux kernel space. One of the RTAI features
allows for creation of a kernel module that takes full control over the pro-
cessor. Because of that, it is necessary to suspend it in order to let the user
space applications run. The standard Linux distribution is a task with lower
priority. It is run preemptively and can be interrupted at any time. For
that reason a locking mechanism is used when both user- and kernel-space
processes communicate through shared memory. It is also important to men-
tion that the CK is self-contained and only the part running on the PFC
computer is necessary for maintaining flight capabilities. Such separation
enhances the safety of the operation of the UAS platform which is especially
important in urban environments.

The Control Kernel has a hybrid flavor. Its components contain functions
implementing continuous control laws and mode switching is realized using
the HCSMs presented in chapter 3.

2.2.3 Path Following Control Mode

One of the control modes executed and coordinated by the Control Kernel is
the Path Following Control Mode (PFCM [18, 20], Figure 2.7 and the bottom
part of Figure 2.5) which executes paths consisting of a set of segments.
Figure 2.6 presents an example path consisting of three segments.

Before describing the details about the PFCM mode two important con-
cepts are described, namely the inner and outer control. The role of the
inner control is to stabilize the helicopter attitude and the vertical dynam-
ics by using a feedback loop. As previously described, the RMAX helicopter
has a built-in stabilization system (YACS) which is used by the PFCM. If
the helicopter is flown manually using a RC radio transmitter, the positions
of the sticks are used as the input to the inner control loop. The stabilization
of the helicopter makes it easier for the human pilot to operate.

The outer control is a feedback loop which based on the reference pa-
rameters provides control signals to the inner control loop. The reference
parameters are the desired helicopter position, velocity and heading.

In the classical approach to the path following problem, a trajectory
(path in space and time) is generated directly, taking into account the dy-
namic constraints of the system. In our approach, however, we split the
problem into two parts. First, a geometrical description of a 3D path is

10DIAPM Homepage: http://www.aero.polimi.it/
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Figure 2.6: Example path consisting of three segments.

generated (e.g. by a path planner, Figure 2.7, part A). Then, the dynamic
constraints are enforced by the path following control mode (Figure 2.7,
part B) which uses the kinematic model of the platform and additional con-
straints (e.g. maximum acceleration). For example, if the path has a tight
curve the controller will adapt the helicopter velocity in order to satisfy the
platform dynamic constraints.

Using such a separation has two advantages: efficiency and robustness
of the tracking performance. Not all of the dynamic constraints have to be
imposed on the path planning level. This decreases the time required to
generate a collision-free path because the state-space in which the search
is performed has a lower dimension. It is relatively easy to enforce the dy-
namic constraints on the controller level, where a feedback loop is used. The
controller will not only impose the constraints of the platform but will also
take care of the external disturbances such as the wind.

In order to navigate safely in urban environments with dense obstacles,
the PFCM mode has been designed to minimize the tracking error during
path execution, that is, to follow the generated path as closely as possi-
ble. This is especially important because paths generated by the planner
are collision-free (relative to the static obstacles present in the model), and
staying closer to the geometric path assures safer navigation in the environ-
ment.

A path, for example generated by the path planner, is composed of one
or more segments (each described by a 3D cubic curve) which are passed
sequentially to the control mode. The mode is implemented as a function
which takes as input the geometry of the current segment and the desired
cruise (Vc) and final (Vf ) velocities. Its output consists of four control sig-
nals (pitch, roll, yaw and the vertical channel – throttle). Additionally, the
function returns a set of status flags which are used to coordinate the path
segment switching mechanism and safety braking procedure.

A safety braking procedure is activated in case the next segment is not
provided by the high-level system (e.g. due to communication failure) before
a specific point in time. This time point is calculated using the minimum
distance necessary to stop the helicopter at the end of the current segment



20 2. The UASTechLab RMAX System

!"#$%&'(")*+%,%"#'("*

-.'%"*/(,'"(0*1((2*

3,,%"*/(,'"(0*1((2*
456/78*

9%0:&(2'%"*;0#<("=*

;#'>*?(00(@:,A*
/(,'"(0*B(C%*

4;?/B8*

;#'>*;0#,,%"D*!"

#$"

#%"

&"

Figure 2.7: The path following control mode and its components.

without overshooting, thereby ensuring that even if a segment never arrives,
the helicopter never leaves the designated path.

The path tracking error is also available and can be used to take appro-
priate actions in case it becomes too large to guarantee safe operation. Such
a situation can arise if the wind is too strong for the platform to be able to
stay on the desired path.

The path following control mode is conceptually divided into two parts:
(a) the Trajectory Generator (Figure 2.7, part B1) which calculates the
reference trajectory used by (b) the Outer Control Loop (Figure 2.7, part
B2) to calculate the control signals (i.e. pitch, roll, yaw and the vertical
channel – throttle). We consider each part in the next two subsections.

Trajectory Generator

As previously described, the input to the path following controller is a
set of parameters describing the geometry of a segment as well as the cruise
and final velocities. The role of the trajectory generator is to calculate the
reference position, velocity and heading which is fed to the outer control.
Those parameters are calculated in the following way. First, based on the
geometrical segment description an analytical expression of the 3D path is
calculated. Second, the feedback algorithm calculates the control point on
the path. A similar approach is used by Egerstedt et al. [27]. The control
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Figure 2.8: Calculations performed by the trajectory generator.

point is the point laying on the path where the helicopter ideally should be.
Then, based on the kinematic model of the helicopter, the reference input to
the outer loop is calculated. Figure 2.8 presents the three steps of calculation
performed by the trajectory generator.

Step 1: Calculation of an analytical expression of a segment.

The geometric path segment (Figure 2.9) is represented by a parameter-
ized 3D cubic polynomial. The choice of this type of path representation is
motivated by several good characteristics of cubic curves, for example, flex-
ibility, possibility of obtaining C2-continuity at end-points and analytical
solvability (which is used for collision checking by the path planning algo-
rithms presented in chapter 4) [74].The following equation in vector form is
used:

~p(s) = As3 + Bs2 + Cs+ D

where A,B,C and D are 3D vectors defined by the boundary con-
ditions, the path segment parameter s, and ~p = [x, y, z]. The boundary
conditions are defined as 12 parameters: the starting point coordinates ~p(0),

the end point coordinates ~p(1) and two vectors ~̇p(0) and ~̇p(1). The vectors

represent the direction of the segment tangent at the starting ~̇p(0) and the
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The geometric path segment (Figure 2.9) is represented by a parame-
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Figure 2.9: Boundary conditions for a path segment.

~p(s) =
[
s3 s2 s 1

]
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Additionally, for control purposes, the local path tangent ~t(s) and the
path curvature radius ~r need to be calculated.

The local path tangent ~t(s) is defined as:

~t(s) =
[

3s2 2s 1 0
]
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The curvature radius is defined as ~r = 1/~k, where ~k is the path curvature
defined as:

~q(s) =
[

6s 2 0 0
]
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1 0 0 0







~p(0)
~p(1)

~̇p(0)
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~k(s)=
~t(s)× ~q(s)×~t(s)

|~t(s)|4
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Figure 2.10: Control point on the reference path.

Once the parameter s is found the position coordinates (x, y, z), the
local path tangent, and the path curvature radius can be calculated.

Step 2: Finding a control point.

In the previous step a set of parameters describing the current path
segment has been calculated, thus defining the reference path. Note that
the reference path is not time dependent and is parametrized by the value
of the parameter s. In this case the control is realized by slowing down or
accelerating the control point (the position on the reference path where the
helicopter ideally should be, Figure 2.10).

The control point is defined as the closest point on the reference path
to the current helicopter position. Although, a simple geometrical method
of orthogonal projection of the helicopter position on the path could be
used, it could result in multiple solutions. Instead a feedback method is
used [20]. It finds the control point incrementally by performing a search for
orthogonality condition only locally based on the previous value of s.

Step 3: Applying a kinematic model.

When the value of the parameter s is found a set of parameters needed
by the outer control loop can be calculated. First, the reference position, the
local path tangent and curvature radius are calculated. Second, a kinematic
model of the helicopter is used to calculate roll (φ(s)), pitch (θ(s)) and yaw
(ψ(s)) target angle values, thus applying dynamic constraints of the system.
For safety, additional limits are used for each of the control channels (e.g.
roll angle limit). Finally, the target helicopter velocity, that is the desired
helicopter velocity along the segment (Vtar(s)), is derived.

The value of Vtar(s) is based on the helicopter kinematic constraints
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Figure 2.11: Example of an ideal velocity profile for a straight line path.

safety limits and the two velocity input parameters, i.e. the cruise velocity
Vc (desired velocity for the segment) and the final velocity Vf (velocity that
the helicopter must have at the end of the segment).

The calculation of Vtar(s) along the path segment is divided into three
phases: acceleration, cruise and braking.

The acceleration phase is active only during the execution of the first
segment of the path. During this phase the velocity increases with a constant
rate until the cruise velocity Vc is reached. Note that in this case Vtar depends
on time rather than on the path parameter (s) since it is not important at
which position of the path the acceleration phase is terminated.

The braking phase is activated when the remaining path length dend(s)
is equal to the distance required to brake the helicopter from Vc to Vf for a
given deceleration abrake.

dend(s) =
|V 2

c − V 2
f |

2abrake

The target velocity in the braking phase is a function of dend(s):

Vtar(s) =
√
|2dend(s)abrake + V 2

f |

This guarantees achieving the desired velocity at the end of the path
segment. In case Vf > Vc, the helicopter accelerates in order to reach Vf at
the end of the path segments. Figure 2.11 presents an example of an ideal
velocity profile for a straight line path.

In order to make a coordinated turn a consistency check must be done
with respect to the generated Vtar(s). For such a maneuver, the helicopter
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Figure 2.12: Comparison of path tracking performance using two different
roll controllers performed at 36 km/h constant velocity.

must compensate the centripetal acceleration with a certain amount of roll
angle. For safety reasons, the maximum roll angle (φmax) and yaw rate
(ωmax) are limited. Therefore, the maximum velocity during a turn maneu-
ver is also restricted. The two velocity limits are calculated as follows:

Vmax1(s) =
√
Rxy(s)gφmax

Vmax2(s) = ω2
maxRxy(s)

where Rxy(s) is the projection of the curvature radius vector (rn) on the
XY horizontal plane.

The minimum of Vmax1(s), Vmax2(s) and Vtar(s) is taken as target ve-
locity by the outer control loop described in the next subsection. Thus, the
calculated velocity is compatible with the curvature radius of the path.

Outer Control Loop

The outer control loop is implemented as four PID loops. Two versions
of the outer loop, with and without a lead compensator in the roll control
loop, have been developed and tested in real flights. A detailed description
of the outer control loop variants developed are provided by Conte [20].
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Summary

The path following control mode (including two versions of the outer
controller) has been flight-tested on the RMAX helicopter at a constant ve-
locity of 36km/h on a path with changing curvature. Such a path is typically
used to navigate in areas with obstacles. The results are shown in Figure 2.12
where the same path was tested with both versions of the outer control loop.
Note that at the beginning of the path when the dynamic response of the
controller is more important because of the changing curvature, the outer
controller with a lead compensator in the roll loop (extended controller) per-
forms much better than the other one. The error for the extended controller
in this part is below 1 meter, while for the other it is around 6 meters. The
results obtained during flight-tests show that the loop on the roll channel
reduces the path tracking error, which makes the controller more suitable
for obstacle-cluttered environments.

In summary, this section presented the path following control mode used
for the execution of 3D paths consisting of a set of segments.



Chapter 3

Hierarchical Concurrent
State Machines

In this chapter we provide a description of the Hierarchical Concurrent State
Machine (HCSM) framework used for modelling hybrid control systems.
The description includes the HCMS syntax and semantics, and provides a
set of practical examples of HCSM use in the UASTechLab RMAX UAV
platform. The chapter finishes with a summary referencing the Extended
State Machines (ESM) framework which is a further development of the
HCSM framework.

3.1 Introduction

In simple system designs, a procedural or object-oriented programming lan-
guage can be used to solve the problem of control flow. This is done by using
control flow statements included in a specific language (e.g. loops and con-
ditional statements in the C programming language) or by directly calling
functions in an appropriate sequence. However, as the complexity of the sys-
tem grows it quickly becomes difficult to manage the necessary interactions
between the different functions or objects. Thus, a more flexible mechanism
for developing software systems for a robotic platform is required.

Using the abstraction of state machines, specifically Finite State Ma-
chines (FSM), for building systems is a well known and established approach.
They help to control the complexity of the design and to provide a simple
understandable means for solving complex modelling problems.

FSMs are a mathematical abstraction used to create a behavior model
of a system. They are composed of a finite number of states, transitions
between those states, and actions. Additionally, transitions can be guarded
by conditions. For example a condition can be an evaluation of a sensor
value. The input to a state machine can be realised by using a string of

27
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Figure 3.1: An example of a simple four-state system for an elevator door
using Moore and Mealy FSMs.

symbols, events or commands depending on the implementation of the FSM
system.

There is a wide variety of visual formalisms that have been proposed in
the literature which have contributed to the popularity of state machines.
The ability to visually model complex systems eases the development pro-
cess.

An example of a simple four-state system for an elevator door using state
diagrams [9] is presented in Figure 3.1. Two FSM paradigms are used in the
example, Moore [64] and Mealy [70] machines.

In the Moore FSM, actions (outputs) depend only on the current state
of the machine, as opposed to the Mealy FSM where actions are associated
with both the input and the current state and are executed in transitions. In
the example system, the door can be in one of the four states opened, closed,
opening or closing. Depending on the current state and the received input
the machine reacts with an appropriate action to either close or open the
door passing through the intermediate states of opening or closing. Actions
control the speed of the motor responsible for door motion.

Standard FSMs (e.g. Moore and Mealy machines) have been successfully
used in the past for modeling systems for various purposes. However several
extensions are necessary to make them useful for modelling complex real-
time systems.

One of the major problems of FSMs is their limited expressivity mainly
caused by their flat or single-level structure. There is no easy way of par-
titioning the problem into sub-problems that can be dealt with separately.
Instead, each state has to be modelled explicitly leading in the worst case to
a combinatorial explosion of the number of states. Additionally, it makes the
system hard to extend. Because of these reasons, even moderately complex
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systems tend to become large and unmanageable.
In practice it would be much easier to define a system gradually with

different levels of granularity or with the help of various levels of abstrac-
tions. An obvious additional advantage would be the reusability of already
modelled parts of the system in different contexts.

All of this can be achieved by HCSMs which extend FSMs with a support
for hierarchy and concurrency. Before describing the HCSM framework we
will briefly mention some of the related work which influenced our design.

The related work can be found in many fields: robotics, control the-
ory, embedded system design, and software engineering. We looked at ex-
isting methods and included them in the framework if they turned out to
be useful in practice for building robotic systems. There are many specifi-
cation languages, programming languages, software frameworks, and design
tools which are used in control or embedded system design, for example
Ptolemy II [28], Esterel [5], Stateflow1, Simulink2, UML 2 [8], among others,
but none of these is optimized for building control systems for autonomous
robots.

Some of the important features required for the design and development
of hybrid control systems for autonomous robots include [65, 67]: easy mod-
elling of control flow, support for communication, real-time execution, tight
integration between modelling formalism and execution mechanism, ability
to reconfigure a system at run time, a well defined specification language,
support for all the stages of development.

The specification language and the computation model we propose is
mainly influenced by Harel’s Statecharts formalism [38]. State machine based
approaches have already been used successfully in many robotic systems.
Brooks [10] for instance uses state machines to build reactive systems and
Kleinehagenbrock et. al. [45] include them in a deliberative/reactive sys-
tem. Albus et. al. [1] propose an architecture for intelligent hybrid control
systems which has some similarities with our framework. It also includes
state machines, defines a hierarchy of functional modules and includes a
communication system, but it lacks some of the features mentioned above.
Our framework supports the component-based design methodology. In [11]
a component-based framework is proposed which aims for similar goals but
it also does not provide some of the features mentioned above (e.g. real-time
aspects). Cremer et al. [21] propose a HCSM framework for virtual environ-
ment applications. Although some similarities in the modeling formalism
exist it is not associated with the framework presented in this thesis.

As previously described, the HCSM approach is based on the concept of
a deterministic finite state machine (FSM) with several extensions. The fol-
lowing list is a compressed description of the extensions which are discussed
later in this section:

• Supports hierarchy and concurrency. It is a combination of Mealy [64]

1MathWorks, Inc. Homepage: http://www.mathworks.com/products/stateflow/
2MathWorks, Inc. Homepage: http://www.mathworks.com/products/simulink/
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and Moore [70] machines with vertical and horizontal (AND/OR) de-
composition, where Mealy machines have actions (outputs) associated
with transitions and Moore machines have actions associated with
states. Hierarchy is realized by vertical state machine decomposition
and concurrency by horizontal.

• Realized as a real-time interpreter of a textual state machine descrip-
tion.

• Semantics similar to Statecharts/MATLAB Stateflow but:

– no history, i.e. when entering a state machine at a particular level
the machine always starts in the init state.

– no hierarchy crossing transitions; Transitions between different
levels are realized by exiting to a super state. Transitions between
different regions are realized using events.

– no actions associated with states except those of a nested state
machine.

• Time step event support (realized by a so called pulse event).

• Macro step/micro step execution, where external events are considered
in the macro step and internal events in the micro step.

3.2 HCSM Framework

This section provides a detailed description of the HCSM framework. First,
a set of basic concepts is described using the visual syntax of the HCSM
state diagrams (Figure 3.2). Second, a description of the HCSM execution
mechanism in a robotic platform is provided.

State machine, hierarchy and concurrency

A state machine (also referred to as an automaton) consists of states
and transitions. A state represents any activity of a system at any level of
abstraction. We define two main types of states: simple states and super-
states. A superstate represents a nested state machine, thus a hierarchy of
state machines can be created. Two special types of simple states are de-
fined: init and exit. The init state of an automaton is the starting state and
entering the exit state terminates its execution. An example of a simple and
a superstate is presented in Figure 3.2, i.e. State 2 and State 1 of the root
automaton, respectively.

We define a state machine container as a collection of one or more con-
current (child) state machines. Each of these machines is contained in a
region. Regions are ordered by a consecutive number (RegionNumber) and
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Figure 3.2: The HCSM visual syntax with an example of three state ma-
chines.
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are separated by a dashed line in the visual syntax, e.g. Automaton B con-
taining two regions in Figure 3.2.

The hierarchy provides a powerful mechanism for encapsulating specific
behaviours and the framework permits reuse of state machine containers,
i.e. it provides all the necessary means to execute multiple instances of a
state machine, thus providing reusability. Additionally, such an encapsula-
tion provides a practical way of aborting a particular behaviour.

Concurrency prevents combinatorial explosion of states, which would
occur in FSMs, and allows for easy handling of asynchronous state machines.

One example which takes advantage of concurrency and hierarchy in the
UASTechLab RMAX UAV is the modelling of complex behaviors such as
vision-based landing [66]. The landing mode consists of several lower level
behaviors that are controlled by the main superstate of the landing mode.
It includes for instance control laws steering the helicopter and coordinates
the camera system and image processing functionalities. When the landing
behavior is activated, several state machines modelling the necessary activ-
ities are executed. Those include searching for a pre-defined pattern with
the camera system, feeding a Kalman filter with image processing results
which fuses them with the helicopter’s inertial measurements. Once the pat-
tern is found another state machine controls the camera in order to keep
the pattern in the center of the image. This tracking behavior increases the
robustness of the image processing results when the helicopter is close to
the ground or in the presence of strong wind gusts. The state machine sends
appropriate feedback when the landing procedure is finished or it has been
aborted.

State Transitions, Events and Guards

A transition between two states is triggered by an event. Events in the
HCSM framework can be generated internally by the state machine itself
or externally. The HCSM supports both asynchronous (or sporadic) and
periodic events. The sporadic events can contain data.

The HCSM implements two types of special events, namely the pulse
and exit events. The pulse event is a periodic event generated before each
iteration of the HCSM algorithm, like a clock pulse (discussed later). This
event can be used for example to trigger a transition without a specific
asynchronous event. The exit event is created when a state machine is in
its exit state and it is only sent to the parent superstate informing it that a
child automaton has finished its execution.

State transitions are guarded by conditions in the form of Boolean ex-
pressions. If an event for a particular state transition has been generated
and the condition guarding the transition is TRUE, then the state transi-
tion takes place. It is optional to have conditions in transitions.
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Activities vs Actions

As in Harel [38] we distinguish between actions and activities. Actions
have no duration (zero-time assumption) and are executed in transitions (as
in a Mealy machine), while activities take time and are associated with states
(as in a Moore machine). Each transition can include a set of actions exe-
cuted during the transition. Supported actions include setting binary flags
(SET flag name), sending events (SEND event-name data target-computer),
retrieving (GET source) and storing (PUT destination) data. Handling of
data is realised using a predefined memory bank with labeled slots. If a
received event carries data it is automatically stored in the cache memory
slot. A GET action copies data from a source slot to the cache slot. A PUT
action copies data from the cache slot to the destination slot. It is optional
to have actions in transitions.

Activities are defined in terms of regularly executed functions. They are
coordinated by a set of binary flags which are changed by actions. Functions
are executed outside the state machine algorithm and their execution is
discussed in the next section.

HCSM Design and Execution

The visual language of the HCSM provides a very powerful development
tool for modelling system behavior. The design of a system in the HCSM
framework starts with a visual description of the state machines using the
presented visual state diagrams (Figure 3.3). Tables describing transitions
derived from such diagrams are passed to the system in the form of text files
and are interpreted by a HCSM Interpreter at run-time on the robotic plat-
form. Thanks to its compact and efficient implementation, the interpreter
can run in the real-time part of the system as a periodic task with high
execution rate.

The definition of HCSMs can be done with the aid of graphical tools or
for simpler designs it is possible to write the text files directly.

Conditions used in the state machine design are implemented as C-code.
They are usually generated from sensor data or control functions. The HCSM
supports AND/OR/NOT operators in condition statements directly in the
visual description and HCSM text files.

Although conditions and activities (in the form of function calls) have
to be pre-compiled in the state machine executable program, in practice it
does not pose a major problem. From our experience with our UAV systems
and other robotic platforms developed in the UASTechLab there is a fixed
number of necessary conditions and function calls that have to be written
in the system in the beginning of the development. The modelling of the
system behavior itself can then take full advantage of the flexibility of the
interpreted state machine language, i.e. necessary changes are only made in
the text file and can be applied without recompilation of the whole system.
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Figure 3.3: Overview of the HCSM design process and execution.

In our framework three forms of communication exist: (1) between states
of the HCSM language processed by the same interpreter, (2) between com-
puter systems of the same robot, and (3) between different robots or robots
and operators. The first form is realized by an internal event queue, and the
remaining two forms by transmitting external events in packets with prede-
fined sizes. Received external events are put in an external event queue.

The framework provides the necessary means for sending packages with
a predefined number of bytes to remote machines, receiving packages, and
checking their integrity. It permits building real-time communication appli-
cations if the underlying network is suitable. Based on the description of the
user defined events the necessary C-code implementation is automatically
generated during the design process (Figure 3.3). Those functions are then
used in the system in order to receive and send events. We successfully built
real-time communication links based on serial line standards (RS232C and
similar) and Ethernet.

Before describing the algorithm for execution of HCSMs a short example
describing the outer execution loop is provided. The skeleton of a procedure
for execution of a HCSM-based system on a single computer is presented in
Algorithm 3.2.1.

As described previously, functions used for communication are generated
automatically and are called in the Communicate function. Events received
by the system are parsed, checked for integrity and put in the external event
queue. The HCSM is executed (ExecuteStateMachine). Binary flags which
are set by the state machine transitions (using actions) coordinate the execu-
tion of the control functions (runControlFunctions). The user has to define
C-code for conditions and implement the runControlFunctions procedure.
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Algorithm 3.2.1 Skeleton of a procedure for execution of a HCSM-based
system on a single computer.

– Main Execution Loop

1: while system is running do
2: . . .
3: Communicate();{Send and receive data packets containing debug

information and external events. Events are put in the external event
queue.}

4: ExecuteStateMachine();{Execute algorithm 3.2.2}
5: runControlFunctions();{Run the appropriate control functions

based on the binary flags set by actions in the HCSM.}
6: . . .
7: end while

Figure 3.4 presents an example of a simple HCSM modelling a driving
behaviour of a ground robot platform. An example of the necessary C-code
implementation is presented on the right side of the figure. The platform
is equipped with a proximity sensor mounted in the front which provides
distance measurements to obstacles. When the Simple Drive Automaton is
started, the robot is in the init state (solid dot) until it receives a Drive For-
ward Event. The event includes the desired forward speed value for the robot.
Two actions are executed when the state machine switches from the init to
the Drive Forward state, PUT drive-speed and SET start-motor-action-flag,
respectively. The first action, copies data from the cache memory slot to the
drive-speed slot. The second one, sets a binary flag that is used by the run-
ControlFunctions() procedure. After the first iteration of the algorithm the
robot starts to execute the driving behaviour. In the following iterations
the state machine remains in the Drive Forward state while the obstacle-
detected-condition is evaluated to FALSE. The C-code example presented
checks if the measured distance to the obstacle is less than 1 meter. When
the distance is below 1 meter the automaton switches to the Stop state
and executes two actions switching off the driving activity and stopping the
robot’s motors.

The procedure used to execute a HCSM is presented in Algorithm 3.2.2.
Transitions in HCSMs are divided into macro steps and micro steps. A macro
step (Algorithm 3.2.2, ExecuteStateMachine function lines 4 to 10) begins
by processing the first event from an external event queue. The events are
processed in the order they were received (First-In-First-Out fashion). This
event can trigger one or more transitions. These transitions may generate
both internal and external events, which in turn trigger more transitions.
The macro step is finished when no more transitions are made, i.e. the exter-
nal event queue is empty. Micro step (Algorithm 3.2.2, ExecuteStateMachine
function lines 6 to 9) are the steps within a macro step.

In the case the external event queue is empty only the micro steps are
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Figure 3.4: An example of a simple HCSM modelling a driving behaviour of
a ground robot platform.

executed, processing all of the internal events (at the beginning one pulse
event is in the internal event queue).

The system assumes the ”synchrony hypothesis” i.e. during a macro
step, inputs do not change and external events are not received. In practice,
external events are not processed as soon as they arrive but they are buffered
until the state machine interpreter is called. In the case of our UASTechLab
RMAX system, in the real-time environment it is called periodically every
20ms, and in user space the state machine interpreter is called from the main
loop. The duration of one macro step is set to 200us which corresponds to
worst case execution time. This time depends on the complexity of the state
machine, i.e. the number of regions and the maximum number of micro
steps (generated events). The periodic update time and the duration is user
configurable and was empirically chosen for our system.

3.3 Practical HCSM Examples

In this section we provide some practical examples of the use of HCSMs in
the UASTechLab RMAX platform. As previously described (section 2.1),
our platform uses three computer systems. Each computer is responsible for
a specific functionality. The PFC computer is running basic flight control
modes, the IPC is responsible for image processing and control over the
sensor platform and its payload (i.e. cameras, pan/tilt unit) and the DRC
is responsible for running high-level deliberative services.

The HCSM framework is used as a low-level real-time mechanism for
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Algorithm 3.2.2 The HCSM Algorithm.

– ExecuteStateMachine

1: lock memory
2: create empty internal event queue
3: append pulse event to internal event queue
4: repeat
5: remove first event from external event queue and append to internal

event queue
6: while internal event queue not empty do
7: remove first event e from internal event queue
8: call MakeTransitions(1, e)
9: end while

10: until external event queue empty
11: unlock memory

– MakeTransitions(MachineLevel, Event)

1: for all concurrent state machines M at MachineLevel do
2: if Event is received by transition of current state in M and Guards

are TRUE then
3: call ExecuteActions(actions associated with the transition)
4: make transition
5: else if current state is superstate then
6: call MakeTransitions(MachineLevel+1, Event)
7: end if
8: end for

– ExecuteActions(ActionList)

1: for each action Action in ordered ActionList do
2: if Action is send event action then
3: if destinationID is external computer then
4: append Event to external communication queue
5: else
6: append Event to internal event queue
7: end if
8: else
9: execute action

10: end if
11: end for
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Figure 3.5: Overview of the HCSMs used in the UASTechLab RMAX UAV
platform.

modelling of a system behaviour. On the PFC computer it is used for mod-
elling and execution of the control system. On the IPC computer it is used
for controlling a set of sensors and on the DRC computer it provides an
interface to flight control modes accessible to the high-level deliberative and
reactive algorithms. That is why HCSM interpreters are running on all three
computers (Figure 3.5). Because the HCSMs running on different computers
communicate with each other, all of the individual events used in the system
are defined globally and have unique IDs.

Examples described in this section are focused on the state machines
running on the PFC computer. An overview of all state machines running
on the PFC system is provided, followed by a detailed description of two use
cases: handling the switch between manual and autonomous flight mode and
the execution of the path following control mode (PFCM, section 2.2.3).

Overview of the PFC HCSMs

Figure 3.6 presents a hierarchical view of all of the 15 automata that
are running on the PFC computer. The whole UASTechLab RMAX system
uses 207 events in total. Note that the two use cases presented in this section
are examples from the deployed system and various extensions and different
way of modelling to achieve the same functionality of the system is possible.

The software-controlled power system (section 2.1) is managed by the
PFC computer which has to be switched on manually by the user. The rest
of the devices can be switched on and off by software using the provided
interface coordinated by the Power Switch automaton. At the system start-
up, the Root automaton makes sure that at least the DRC computer is
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Figure 3.6: The hierarchical view of the HCSM automata running on the
PFC computer.

switched on (in case it has not been manually switched on by the user). The
Root automaton also contains a superstate for the Run automaton.

The Run automaton contains only one superstate for all of the following
automata: Power Switch, Sync, Sync DRC, Auto Switch, Control Mode,
Visual Navigation, and User Interface.

The Sync and Sync DRC automata are responsible for achieving a com-
mon state between the different computers through synchronization. The
common state includes, for example the time and altitude offset. The Sync
DRC automaton handles the synchronization between the IPC and DRC
computers. The Sync automaton sends the common state from the PFC to
both IPC and DRC computers.

The User Interface automaton handles commands received from a ground
control user interface (UI) or a miniaturized keyboard. A number of UIs have
been developed for the UASTechLab RMAX system. One of the interfaces
used during every flight test is a low-level telemetry monitoring interface that
is handled by the PFC computer. A ground operator monitors the telemetry
data and in case of any abnormal status the mission can be aborted either
by executing an emergency brake and default hovering or by the backup
pilot who can take over the control of the helicopter and perform a manual
landing.

The UI Timer automaton implements timeouts for accepting commands
by the User Interface state machine when using a miniaturized keyboard.
The keyboard has been constructed to provide a basic set of utility com-
mands (e.g. starting of logging of the onboard data). Although, the same
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functionality is available through a standard UI, it is often convenient (e.g.
during a flight test) to be able to use it without the need for running an
interface on the ground station computer. The keyboard is mounted in the
helicopter avionics box. Selection of a specific utility command is performed
by using a digital knob (selecting a number from 1 to 15) and a push but-
ton for acknowledging the selected command. Feedback from the system is
provided on a small display mounted outside of the helicopter’s avionics box.

The Visual Navigation automaton handles a non-GPS vision-based nav-
igation module [20] which is running on the IPC computer.

Handling of the helicopter initialization and operational modes is done
by the Auto Switch automaton. This includes the following aspects:

• Initializing the RMAX helicopter system before it is ready to accept
commands. This includes monitoring the engine-on status and the RC
radio transmitter status.

• Monitoring sensor data and initializing the state estimation based on
a Kalman filter.

• Handling the simulation mode. A hardware-in-the-loop simulator has
been developed for the UASTechLab RMAX UAV. It uses a dynamic
helicopter model [17, 26] and all of the software components used dur-
ing a real flight are run onboard the UAV. This enables testing of the
developed functionalities before a real flight test is performed.

• Handling the RC radio transmitter switch responsible for selecting
between the operational modes: manual/autonomous flight mode.

The Auto Switch automaton starts up the execution of the Mode Switch
state machine after a successful initialization of the system and if the au-
tonomous flight mode switch is selected.

The Mode Switch and Control Mode automata handle the switching be-
tween the flight control modes. This includes initializing, running and han-
dling of error conditions of particular control functions.

Selected control modes also have their own mode-specific state machines:

• Traj3D: the path following control mode.

• Landing: vision-based landing control mode [66].

• Traj3D Flyto: a simplified path following mode which only uses straight
line paths.

• Track: reactive car tracking.

Other control modes such as take-off and hovering are modelled explicitly by
the Mode Switch and Control Mode automata without any additional state
machines.
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Each control function, including the path following control mode, that
runs on the UASTechLab RMAX UAV is executed periodically with a 50Hz
update rate. The outer loop is implemented similarly to Algorithm 3.2.1
with one exception. After the execution of the function responsible for com-
munication and the HSCM algorithm, the function for handling SET action
flags is called. The function maps the action flags into a set of local variables
(also referred to as internal flags) used in the execution of the actual control
function. Additionally, it automatically unsets a particular action flag in C-
code in order to avoid the inclusion of explicit UNSET actions in the state
machine specification, as opposed to the example presented in Figure 3.4.
Using this approach, complex state diagrams become simpler to understand.

The next two sections describe the following two use cases: Engaging De-
fault Autonomous Hovering Mode and Path Execution. For clarity, diagrams
presenting the Control Mode (Figure 3.7), the Mode Switch (Figure 3.8), and
the Traj3D (Figure 3.11) automata use the following notation:

• For fast identification, each automaton has a letter label, included in
the state machine name. Additionally, all state transitions are num-
bered.

• Names of states end with “-ST”.

• Names of events end with “-EV”.

• Names of conditions end with “-CO”.

• Names of SET action flags end with “-AC”.

• Names of labeled memory slots end with “-DO”.

3.3.1 Use Case 1: Engaging Default Autonomous Hov-
ering Mode

The use case described in this section relates to the following situation. A
backup pilot performs a manual take-off procedure. When the maneuver is
finished, the UAV is switched to autonomous mode by using the auto switch
button on the RC radio transmitter. A default hovering function is engaged
for the current helicopter position.

Two state machines are mainly handling this use case, namely the Con-
trol Mode (Figure 3.7) and the Mode Switch (Figure 3.8).

Before describing the interaction between the two automata in detail,
an overview of some of the design decisions that were made during the
development of the system is provided.

As previously described, a specific control function in the UASTechLab
RMAX system is called periodically with an update rate of 50Hz. In each
iteration, the system checks an internal flag and based on its value an ap-
propriate function is executed. The particular flag is set by a state machine
(using a SET action), e.g. for hovering Set Hover-Mode-AC (B.2.).
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Figure 3.7: The Control Mode automaton.

Each control function implemented in the UASTechLab RMAX system
follows a predefined template. Functions have three internal states and sup-
port two internal flags: an input and a status flag. The input flag is used
to switch between the internal function states, i.e. initializing, running and
stopping the execution of the function. The status flag is used for error han-
dling, for example, when the initialization of the function fails. Both flags
are used by the Control Mode automaton which models the internal states of
the function, i.e. Ctrl-Init-ST, Ctrl-Run-ST and Ctrl-Stop-ST states. Addi-
tional states present in the automaton (i.e. Ctrl-Off-ST and Ctrl-Error-ST)
are used to make sure the previous function has been properly stopped and
no other functions are initialized.

The Control Mode automaton sets the appropriate input flag and keeps
track of the control function status. Because each control function follows
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Figure 3.8: The Mode Switch automaton. Simplified view focused on a path
following control mode execution.

the predefined template, the Control Mode state machine handles all modes
transparently, i.e. there is no mode-specific state. When a particular control
function should be executed, a state machine (e.g. the Mode Switch) sends
a mode specific start event (e.g. PFC-Hover-EV) to the Mode Control au-
tomaton. This triggers one of the transitions B.2., B.3., B.4., B.5., or B.6.
during which appropriate internal flags are set by executing SET actions
(e.g. Set Hover-Mode-AC). In the next iteration of the outer loop (similarly
to Algorithm 3.2.1) the control function starts its execution following, of
course, the initialization and error handling states. If the initialization is
successful, the Control Mode automaton switches its state to Ctrl-Run-ST
and until the mode is stopped it is executed periodically in each iteration of
the outer loop.

The Control Mode automaton (Figure 3.8) is mainly interacting with
the Mode Switch state machine which implements the flight mode switch-
ing. This includes sequentialisation and coordination of control function ex-
ecution. For example, the automaton ensures that after the path following
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Figure 3.9: An execution trace for use case 1 showing the interaction between
the Control Mode and the Mode Switch automata.

execution a default hovering mode is switched on.
The Mode Switch state machine, additionally, generates events that are

sent to the high-level system (DRC), e.g. in the A.2. transition. It also reacts
to events sent from the DRC, e.g. the A.6. transition.

Figure 3.9 presents the interaction between the Control Mode and the
Mode Switch automata for use case 1. The time-line shows state transitions
and events exchanged between the two state machines. For easy reference to
the two state machine diagrams, the transition that generates a particular
event is given in brackets.

The execution starts with an exchange of two events, Ctrl-Stop-EV (A.1.)
and Ctrl-Stopped-EV (B.1.), to make sure no other control function is ac-
tive. The Mode Switch automaton executes a braking procedure (Braking-
ST). This procedure, also called emergency braking, is designed to stop the
helicopter before a default hovering mode is engaged. The procedure uses
the path following control mode with a predefined straight line path and a
zero target velocity value as an input.

When the braking procedure is finished the current helicopter position
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is saved to be used for the hovering function (i.e. Hovering-DO memory
slot). Two events are also sent to the Control Mode automaton. The first
event (PFC-Hover-EV (A.3.)) makes the Control Mode state machine set
the hovering function for execution (i.e. Set Hover-Mode-AC). The second
one (Ctrl-Start-EV (A.3.)) is starting the initialization procedure of the
function. After a sucessfull initialization the Ctrl-Ok-EV (B.8.) is generated
and the Mode Switch automaton changes its state to Stabilizing-ST. The
automaton stays in this state until a Hover-Stable-CO condition is satisfied.
The condition checks if the position, altitude, heading and velocity are within
hovering tolerance bounds. The tolerances used in the UASTech system are
set to: 5m for position, 2m for altitude, 5 degrees for heading, and 1 m/s for
vertical and horizontal velocities.

When the Hover-Stable-CO condition is satisfied, a Hover-Stable-EV
event is sent to the DRC computer and an internal system flag is set to in-
dicate that the system is in the autonomous mode and ready to accept new
commands (Set PFC-Auto-Idle-AC). The Mode Switch automaton changes
its state to Hovering-ST.

3.3.2 Use Case 2: Path Execution

The use case described in this section assumes the UAV is already in the
autonomous flight mode and the default hovering function is active (for ex-
ample after executing the use case presented in the previous section). The
description is focused on the execution of the path at the lowest control level
running on the PFC computer. Before describing the details, an overview of
the execution process from the perspective of a mission and all services in-
volved is provided. The standard path execution scheme in the UASTechLab
RMAX UAV for static operational environments is depicted in Figure 3.10.

A UAV mission is specified via a task procedure (TP) in the reactive layer
of our architecture, perhaps after calling a task-based planner. A TP is a
high-level procedural execution component which provides a computational
mechanism for achieving different robotic behaviors (section 2.2).

For the case of flying to a waypoint, an instance of a navigation TP
is created. It first calls the path planner service (step 1, Figure 3.10) with
the following parameters: initial position, goal position, desired velocity and
additional constraints.

If successful, the path planner (step 2) generates a segmented cubic poly-
nomial curve. Each segment is defined by start and end points, start and
end directions, target velocity and end velocity.

The TP sends the first segment (step 3, Traj3D-EV ) of the trajectory
via the control system interface and waits for the Request-Segment-EV event
that is generated by the controller.

At the control level, the path is executed using a Path Following Control
Mode (PFCM, section 2.2.3). When a Request-Segment-EV event arrives
(step 4) the TP sends the next segment. This procedure is repeated (step
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Figure 3.10: Path execution scheme.

3-4) until the last segment is sent. However, because the high-level system
is not implemented in hard real-time it may happen that the next segment
does not arrive at the control kernel on time. In this case, the controller has
a timeout limit after which it goes into safety braking mode in order to stop
and hover at the end of the current segment.

The presented path execution scheme shows the interaction between var-
ious components of the system providing an overview of the execution pro-
cess. In the remainder of the section a detailed description of the execution
from the perspective of the control system running on the PFC computer is
provided.

As described, the path supplied by the navigation task procedure (gener-
ated by the path planner) is executed using the path following control mode.
The execution on the PFC computer is coordinated by three automata,
namely the Control Mode (Figure 3.7), the Mode Switch (Figure 3.8), and
the Traj3D (Figure 3.11).

As in the case of hovering mode described in the previous section, the
PFCM function implementation follows a predefined design template. The
function itself is executed by setting an appropriate internal flag using a SET
action (i.e. Set Traj3D-Mode-AC, B.3.) by the Control Mode automaton.

The Mode Switch state machine makes sure the default hovering function
is properly terminated before the PFCM function can be activated. Addi-
tionally, when the path execution is finished it engages the default hovering
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Figure 3.11: The Traj3D automaton.

function, similarly to the example shown in the previous section.
The role of the Traj3D automaton is to coordinate an exchange of events

with other services (i.e. TP) and to assure that the appropriate segment data
is available to the PFCM control function when needed. For example, if the
necessary events containing a description of the next segment do not arrive
on time, an emergency braking procedure is executed.

An example time-line for a path execution showing the interaction be-
tween the three automata is presented in Figure 3.12. The example focuses
on a single segment execution.

The Mode Switch automaton is in the Hovering-ST state. After receiving
a Traj3D-EV event from the DRC computer, the data describing a segment
for execution is saved in the memory slot used by the PFCM function (i.e.
Traj3D-DO). Additionally, the Ctrl-Stop-EV event (A.6.) is sent to the Con-
trol Mode automaton in order to stop the execution of the default hovering
function. At this time point, the Mode Switch automaton transitions to the
TRAJ3D-ST (Figure 3.11) state and remains in it until the PFCM execution
is finished. Then it takes care of the switching to the default hovering mode.
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Figure 3.12: An execution trace for use case 2 showing the interaction be-
tween the Control Mode, the Mode Switch and Traj3D automata.

The TRAJ3D-ST state is a superstate for the Traj3D automaton effectively
starting its execution in its init state.

The Traj3D automaton waits for the confirmation from the Control
Mode state machine that the hovering function has been terminated (Ctrl-
Stopped-EV (B.10.)) and sends two events back to initialize and start the
execution of the PFCM control function (i.e. PFC-Traj3D-EV (C.1.) and
Ctrl-Start-EV (C.1.)). It transitions to the Traj3D-Check-ST state waiting
for the confirmation that the PFCM function has been initialized (Ctrl-Ok-
EV (B.8.)). When the event arrives the condition if a single segment has
been received for the execution is checked. A single segment is defined by
the path parameters, i.e. the end velocity for the segment is set to zero. If
the condition is satisfied the event informing the DRC computer that the
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segment has been accepted for execution is sent.
At this time point the PFCM starts the execution of the segment and the

Traj3D automaton is in the Traj3D-Single-ST state and remains in it until
the Traj-Arrived-CO condition is not satisfied. In the UASTechLab RMAX
UAV the segment has been successfully executed when the distance to the
final waypoint is smaller than 3 meters. When the condition is satisfied
the last waypoint of the path is saved for the hovering function and the
Traj-Arrived-EV event is sent to the DRC computer informing it that the
path execution is finished. Additionally the Traj3D automaton stops the
execution of the PFCM function by sending the Ctrl-Stop-EV event (C.3.)
to the Control Mode state machine. When the termination of the execution
is confirmed by receiving the Ctrl-Stopped-EV event (B.10.) the Traj3D
automaton transitions to its exit state and the Mode Switch state machine
takes care of engaging the default hover mode, similarly to the example
shown in the previous section.

3.4 Summary

In summary, this chapter presented a development framework for hybrid
control systems used in autonomous robots. The HCSM framework uses hi-
erarchical concurrent state machines as a modelling abstraction and allows
the specification of the control flow of a software system in an easy visual
formalism. Additionally, the visual state diagrams used during the design
are transformed into an intermediate text format and executed directly on
the robotic platform using a HCSM interpreter. Thanks to its compact and
efficient implementation, the interpreter runs in the real-time part of the sys-
tem. During the design process the user has to provide a minimal amount
of C-code implementation for the control functions and conditions based on
sensor data. The necessary functions for communication are generated auto-
matically by the framework based on the user specification. The behaviour
of the system can then be easily changed at a run time by editing the state
diagrams and uploading the new text file to the HCSM interpreter. Exam-
ples of HCSMs used on the UASTechLab RMAX UAV were presented. The
system has proven to be robust, reliable and easy to extend and we have
used it in a number of autonomous missions through a period of several
years.

The HCSM framework has been further developed and renamed to Ex-
tended State Machines (ESMs) [67]. The new framework adds several useful
modelling features. The main changes include: explicit modelling of task
states, data flow, control and system flags, an event filtering mechanism and
no explicit external events. It also includes a visual tool for designing and
debugging state machines, which makes the development of new and existing
systems easier.

The ESM uses three types of states: simple states, superstates (as in
the HCSMs), and task states. Control and other functions are modelled
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explicitly in the task states. A schedule for function execution is provided
by a scheduler included in the framework. The data used as input/output to
the task state functions (data flow) is also explicitly modelled in the ESM
formalism by Data paths. Asynchronous external events are modelled by a
combination of pulse event and guard conditions, thus only one internal
event queue is used in the ESM. Additionally the ESM introduces an event
filtering mechanism which limits the scope of internal events. The full details
are available in [67].



Chapter 4

Dynamic Path Replanning

This chapter presents a dynamic path replanning mechanism developed for
the UASTechLab RMAX system. The first section provides background in-
formation on path planning algorithms. The basic concepts needed for under-
standing the path planning problem and algorithms are provided, followed
by a description of the two sample-based planners used in the system.

The remainder of the chapter provides a detailed description of the re-
planning method together with experimental data.

4.1 Background

Path planning and motion planning algorithms deal with the problem of
generating collision free paths or motions for a robot in order to navigate in
an environment. Before defining a path planning problem, a description of
some basic concepts is provided.

Three types of representations can be found in the literature for describ-
ing and solving path planning problems, namely workspace, configuration
space and state space.

Workspace representation

The physical space in which the robot navigates is called the workspace
W. It is most often modelled as R3 but can be restricted to R2 - for ex-
ample for robots navigating in a single plane (e.g. car-like robots in a 2D
flat environment). This type of representation is particularly well-suited for
collision checking since the robot and the obstacles are represented in the
same space. However in many practical applications the workspace is not
sufficient to describe the planning problem and a more expressive repre-
sentation is necessary. In the case of our example car-like robot it is not
sufficient to only consider the car position (px, py) but also its orientation ψ
(Figure 4.1).

51
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Figure 4.1: An example of a car-like robot path planning problem.

Configuration space representation

A more generic representation commonly used in path planning is a
configuration space (C or C-space) which is defined as a vector space or
manifold of robot configurations q. A set of parameters that uniquely defines
the location of all points of the robot in the workspace W is defined as a
robot configuration. In the case of our car-like robot example q = (px, py, ψ).
Not all robot configurations are attainable due to obstacle constraints. The
free space or Cfree is a subset of the C-space of a robot that is free from
collisions with obstacles.

State space representation

In order to deal with robotic systems in motion, the configuration of
the robot is insufficient to describe the problem. Additionally, the dynamic
state of a robot (i.e. velocity) has to be accounted for. The state space
representation extends the configuration space by adding first order deriva-
tives q̇ of the robot configuration q. It means that for a robot configuration
q = (q0, . . . , qn), the state, x, is defined as:

x = 〈q, q̇〉
q̇ = (q̇0, . . . , q̇n)T

As an implication, for an n-dimensional C-space, the state space X is
a 2n-dimensional vector space. In the case of our car-like robot example a
single configuration in the state-space is defined as x = (px, py, ψ, ṗx, ṗy, ψ̇).
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Constraints

As previously described, one basic class of constraints used for path plan-
ning is a set of collision constraints. However additionally two classes have
to be considered in practice, namely the kinematic and dynamic constraints.
Both of these types of constraints belong to a class of non-holonomic con-
straints (also called motion constraints) and are common for many types of
robots.

A robot is non-holonomic if the controllable degrees of freedom are less
than the total degrees of freedom. Our car-like robot is an example of a
non-holonomic robot. It can only drive forwards or backwards and it cannot
drive sideways. Further, its turning radius will depend on its velocity.

The kinematic constraints are constraints where only first-order deriva-
tives of the configuration parameters are allowed. Acceleration (i.e. second-
order derivatives) are allowed in the dynamic constraints.

A helicopter platform also belongs to a non-holonomic class of robots. Al-
though, it can move freely in any direction its freedom of movement depends
on its speed. When a helicopter is hovering or flying with a small speed it
could be considered to be holonomic, but in this case its usage would be very
limited. The algorithms presented later in this section handle the kinematic
and dynamic constraints of the UASTechLab RMAX platform.

Path Planning

The path planning problem is defined as finding a path in Cfree that
connects the start (q0) and the goal (qg) configuration. A simple example
of a path planning problem for a car-like robot without taking into account
motion constraints is presented in Figure 4.1 where q0 = (px0, py0, ψ0) and
qg = (pxg, pyg, ψg).

There are two main classes of motion planning algorithms: combinatorial
and sample-based [51]. The problem of finding optimal paths between two
robot configurations in a high-dimensional configuration space is intractable
in general. Canny and Reif [14] prove that even a simple problem of find-
ing the optimal path for a point-like robot in three-dimensional space with
polyhedral obstacles is NP-hard. Another example is presented by Reif and
Wang [75] where additionally non-holonomic constraints on the curvature
radius are added (e.g. car-like robot). In this case the problem of finding an
optimal path is proven to be NP-hard even for two-dimensional problems.

Combinatorial motion planning uses an exact representation of the orig-
inal problem (often referred as exact algorithms). The algorithms in this
class are complete and optimal, but most often computationally impractical
for solving real-world problems (i.e. more than 2 dimensions). Sample-based
methods use an approximation of the Cfree continuous space (in configu-
ration space or state-space) in order to deal with the complexity of high-
dimensional problems. The discrete representation of the original continuous
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space (typically represented in the form of a graph) sacrifices strict complete-
ness for a weaker definition such as resolution completeness or probabilistic
completeness [51].

An algorithm that for all problem instances correctly reports whether
there is a solution in a finite amount of time is said to be complete. In
sample-based planning resolution completeness is related to the denseness
of the approximation of the Cfree continuous space. As the number of it-
erations of the sample-based algorithm goes to infinity the samples come
arbitrarily close to any configuration. An algorithm that samples the Cfree

space deterministically is said to be resolution complete. Such an algorithm
will find a solution in finite time, if one exists. Otherwise, if there is no
solution to the problem it may run forever. Probabilistic completeness is
related to random sampling which is used in many sample-based planners.
An algorithm is said to be probabilistically complete if the probability that
it finds an existing solution converges to one when the number of samples
goes to infinity.

4.1.1 Probabilistic Roadmaps

The original probabilistic roadmap (PRM) algorithm [44] works in two
phases, one offline and the other online. In the offline phase a discrete
roadmap representing a free configuration space is generated using a 3D
world model. First, it randomly generates a number of configurations and
checks for collisions with the world model. A local path planner is then
used to connect collision-free configurations taking into account kinematic
and dynamic constraints of the helicopter. Paths between two configurations
are also checked for collisions. This results in a roadmap approximating the
configuration free space. Figure 4.2 presents an example of the PRM offline
phase for a simple 2D environment.

In the online or querying phase, initial and goal configurations are pro-
vided and an attempt is made to connect each configuration to the previously
generated roadmap using the local path planner. A graph search algorithm
such as A∗ is then used to find a path from the initial to the goal configura-
tion in the augmented roadmap. An example of the PRM online phase for
a simple 2D environment is presented in Figure 4.3.

Figure 4.4 provides a schema of the PRM path planner used in the
UASTechLab RMAX system. The planner uses an OBBTree-algorithm [34]
for collision checking and an A∗ algorithm for graph searching. Here one can
optimize for shortest path, minimal fuel usage, etc. The following extensions
have been made with respect to the standard version of the PRM algorithm
in order to adapt the approach to our UAV platform.

• Multi-level roadmap planning
The standard probabilistic roadmap algorithm is formulated for fully
controllable systems only (i.e. holonomic). This assumption is true
for a helicopter flying at low speed with the capability to stop and
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2D environment.

!"#$%&!"#$%"&'()&"*)+,"*&)--%."+'"
('--%(+"/-/0)&")-1"2')&"
('-324.)0'-$"+'"+,%".')15)*"

!"#$%'!"6%.7'.5"$%).(,"/-"+,%"
%8+%-1%1".')15)*"9%:2:"4$/-2";<"
$%).(,")&2'./+,5="

!"#$%(!"6%.7'.5"$5''+,/-2")-1"
(4.>%".%*&)(%5%-+"9'*0'-)&="

?')&"
('-324.)0'-"

@-/0)&"
('-324.)0'-"

@-/0)&"
('-324.)0'-"

@-/0)&"
('-324.)0'-"

?')&"
('-324.)0'-"

?')&"
('-324.)0'-"

Figure 4.3: An example of the PRM online phase for a simple 2D environ-
ment.



56 4. Dynamic Path Replanning

Figure 4.4: PRM path plan generation.

hover at each waypoint. However, when the speed is increased the
helicopter is no longer able to negotiate turns of a smaller radius, which
imposes demands on the planner similar to non-holonomic constraints
for car-like robots. In this case, linear paths are first used to connect
configurations in the graph and at a later stage these are replaced
with cubic curves when possible. These are required for smooth high
speed flight. If it is not possible to replace a linear path segment with
a cubic curve then the helicopter has to slow down and switch to
hovering mode at the connecting waypoint before continuing. In our
experience, this rarely happens.

• Runtime constraint handling
Our motion planner has been extended to deal with different types
of constraints at runtime not available during roadmap construction.
Such constraints can be introduced at the time of a query for a path
plan. Some examples of runtime constraints currently implemented
include limiting maximum and minimum altitude, adding forbidden
regions (no-fly zones) and placing limits on the ascent-/descent-rate.
Such constraints are dealt with during the A∗ search phase.

The mean planning time in the current implementation running on the
current helicopter hardware and for a typical flight environment is below
1000ms and the use of runtime constraints does not noticeably influence the
mean. A more detailed description of the modified PRM planner is provided
by Pettersson [74].
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Figure 4.5: RRT path plan generation.

4.1.2 Rapidly Exploring Random Trees

The rapidly exploring random trees (RRT) [49, 50] is a variant of the sample-
based algorithm that does not use a precompiled roadmap as opposed to the
PRM planner. Instead, it uses a specialized search strategy to construct a
roadmap online rather than offline to find solutions quickly during runtime.
This is a strong advantage of the RRT algorithm since it does not require
knowing a 3D model of the environment before hand. It makes it applicable
for dynamic and unknown environments.

The algorithm generates two trees rooted in the start and end config-
urations respectively, by exploring the configuration space randomly from
both directions. While the trees are being generated, attempts are made at
specific intervals to connect them to create one roadmap. After the roadmap
is created, the remaining steps in the algorithm are the same as with PRMs
(Figure 4.5). In comparison with the PRM planner, the mean planning time
with RRT is also below 1000ms, but in this case, the success rate is much
lower and the generated plans are not optimal which may sometimes cause
anomalous detours [74].

Figure 4.6 presents an example of RRT execution in a simple 2D envi-
ronment. Note that the resulting plan is not optimal or as optimal as in
the case of the PRM planner. It can happen that even after applying a post
processing path optimization step (e.g. removal of redundant configurations)
the result can contain detours. In the case of our simple 2D example (Fig-
ure 4.6), the tree expansion from the goal node can grow either left or right
of the top-right obstacle since the exploration is random. Additionally, each
time the planner is executed with the same init and goal configurations,
generated plans will most certainly be different, as opposed to the PRM
with a fixed precompiled roadmap.
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Figure 4.6: Example execution of RRT in a simple 2D environment.

4.2 Dynamic Replanning of the Path

The obstacle avoidance problem in the unmanned aircraft domain is most
commonly handled using a reactive control component. Such solutions un-
fortunately suffer from problems with local minima. For example, model
predictive control (MPC, [84]) solves the control problem for a certain time
horizon, but it does not preserve global plan optimality.

Motion planners, on the other hand, have a global view of the problem
and can generate plans that take all known (old and new) obstacles into
account. Our objective is therefore to use motion planners to the maximum
extent possible. Each time a new obstacle or no-fly zone obstructing the cur-
rent flight path is detected, a Strategy Selector determines which replanning
strategy can be expected to yield the best plan within the available time.

The amount of time available depends on several factors. The most obvi-
ous ones are the range at which the new obstacle is detected and the UAV’s
current velocity. Given these factors, the time remaining before the UAV
reaches the obstacle can be calculated. However, we cannot spend all of this
time calculating a new path, or we will finish just in time for a collision. We
must reserve enough time to change to a new trajectory. This is subsumed
by the time required to perform an emergency brake in case replanning takes
longer than estimated. As soon as we detect a target at a given distance, we
therefore subtract the required braking distance for our current velocity as
well as a safety margin of 6 meters, the minimum safe distance between the
helicopter and an obstacle. Dividing this with the UAV’s current velocity
gives us the time window in which replanning can be performed.

As described in section 3.3.2, paths generated by the path planners are
executed using a reactive Task Procedure (TP). The TP sends sequentially
a set of path segments to the Path Following Control Mode (PFCM) for
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Figure 4.7: Execution time-line for a path consisting of 2 segments.
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Figure 4.8: The dynamic path replanning automaton.

execution. Figure 4.7 depicts a timeline plot of the execution of a trajectory
(2 segments). At time t0, a TP sends the first segment of the path to the
PFCM controller and waits for a Request segment event which arrives im-
mediately (t1) after the helicopter starts to fly (tstart1). Typical delays for
receiving a Request segment event (t1− t0) are well below 200ms. Time to1 is
the timeout for the first segment which means that the TP has a ∆t1timeout

(to1 − t1) time window to send the next segment to the PFCM before it
initiates the safety braking procedure. If the segment is sent after to1, the
helicopter will start braking. In the current implementation, segments that
are sent after the timeout are ignored. This will be changed in a future im-
plementation. In practice the ∆t1timeout time window is almost always large
enough to use one of the standard path planners for the path repair. The
updated segments are then sent to the PFCM controller transparently.

Note that a new obstacle may be detected at any time point, thus not
always the full ∆t1timeout time window can be used for the path repair.
Choosing a particular scheme for the path repair is discussed later in this
chapter and in chapter 5.

There are several services that are used during path replanning stage.
They are called when changes in the environment are detected and an update
event is generated in the system. The augmented state machine associated
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with the TP used for the dynamic replanning of the path is depicted in
Figure 4.8. The TP takes the start and the end points and the target velocity
as input. The TP then calls a path planning service (Plan state) which
returns an initial path.

If the helicopter is not aligned with the direction of the flight, a command
to align is sent to the controller (Align state).

The TP then sends the first segment of the generated path to the PFCM
controller (Send segment state) and calls the Prediction service to estimate
a timeout for the current segment (Estimate timeout state). Based on the
segment timeout and system latency, a condition is calculated for sending
the next segment. If there is no change in the environment the TP waits
(Wait state) until the timeout condition is true and then sends the next
segment to the PFCM controller.

In case new information about newly added or deleted forbidden regions
(no-fly zone updated) arrives, the TP checks if the current path is in colli-
sion with the updated world model (Check Collision state). If a collision is
detected in one or more segments the TP calls a Strategy Selector service
(Strategy Selection state) to determine which replanning strategy is the most
appropriate to use at the time. The Strategy Selector service uses the Pre-
diction service for path timings estimation (Times Estimation state) to get
estimated timeouts, total travel times etc. It also uses the Strategy Library
service (Strategy Library state) to get the available replanning strategies that
may be used to replan when calling the path planner (Replan state).

The TP terminates when the UAV arrives at the goal position. More de-
tails on the Strategy Selector service, the Strategy library and the Prediction
service will follow in the next subsections.

4.2.1 Prediction Service

All time estimations that have to do with paths or part of the paths are
handled by the Prediction service. It derives the velocity profile of the vehicle
along the path using the path following control mode and the helicopter
model (section 2.2.3). The profile is based on the path parameters, the cruise
and final velocity and takes into account the control mode and platform
dynamic parameters. By applying an integration of the velocity profile over
the time, specific timings can be derived, i.e. timeouts, total times, and
combinations of those. For instance, in the case of flying a two-segment
trajectory (see the execution timeline in Figure 4.7) it can estimate timeouts
(∆t1timeout, ∆t2timeout), total travel times (∆t1total, ∆t2total) as well as a
combined timeout for the first and the second segment (to2-t1).

4.2.2 Strategy Library

When part of the path is no longer valid, the path planner service can be
called in order to repair an existing plan or to create a new one. There are
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many strategies that can be used for this step which can give different results
depending on the situation.
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Figure 4.9: Examples of replanning strategies.

The Strategy Library stores different replanning strategies including in-
formation about the replanning algorithm to be used, the estimated execu-
tion time and the priority. Example strategies are shown in Figure 4.9.

• Strategy 1
Replanning is done from the next waypoint (start point of the next
segment) to the end point. This implies longer planning times and
eventual replacement of collision-free segments that could be reused.
The distance to the obstacle in this case is usually large so the gen-
erated path should be smoother and can possibly result in a shorter
flight time.

• Strategy 2
Segments up to the colliding one are left intact and replanning is done
from the last collision-free waypoint to the end point. In this case,
planning times are cut down and some parts of the old plan will be
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reused. But since the distance to the obstacle is shorter than in the
previous case, it might be necessary for the vehicle to slow down at
the joint point of two plans, this can result in a longer flight time.

• Strategy 3
Replanning is done only for colliding segments. The helicopter will
stay as close to the initial path as possible.

• Strategy 4
There can be many other strategies that take into account additional
information that can make the result of the replanning better from a
global perspective. An example can be a strategy that allows new pass
waypoints that should be included in the repaired plan.

Note that each of these strategies progressively re-uses more of the plan that
was originally generated, thus cutting down on planning times but maybe
producing less optimal plans. The decision as to which strategy to use is
made by the Strategy Selector service described in the next subsection.

4.2.3 Strategy Selector Service

The Strategy selector service is responsible for choosing the strategy or
strategies to execute in the event of path occlusion. It keeps track of the
time that it uses, so that a valid path is always available when the timeout
condition becomes true. The Strategy Selector holds information as to which
segments of the path were invalidated and it can use the Prediction service
to get estimated timings for the path or parts of the path. Based on that and
the available strategies (from the Strategy Library) it can make a decision
which strategy or strategies to use for replanning at the current time. If many
strategies are applied and more new plans are generated, it also evaluates
them according to a given optimization criterion that is declared by the user
or another service. For instance, if the time window for making a decision
about the next segment is short then the fastest strategy is used in order to
produce a valid plan on time.

The Strategy Selector is also responsible for updating information about
strategies in the Strategy Library, in particular estimated execution times.
The same strategies in different environments might require less or more time
for execution. This information is fed back to the library, so the next time
the Strategy Selector has more accurate information about the execution
time and can make a better decision which strategy to apply.

4.3 Time Analysis of Replanning Strategies

In order to check the feasibility of using the proposed replanning technique
a set of necessary experiments were conducted. The main objective was to
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check if any of the proposed strategies can be executed in time during typical
mission execution.

We have used both the path planners available in the UASTechLab
RMAX system (i.e. PRM and RRT, section 4.1). We included the first three
strategies from the Figure 4.9 in the Strategy Library. During the flight for-
bidden regions were randomly added by the ground operator. In order to
compare the performance of different strategies only one strategy was used
per experiment.

Typical values of parameters related to the execution and the planning
phases are presented in Tables 4.1 and 4.2, for Strategy 1 and Strategy 3,
respectively. Strategy 2 is omitted from the comparison because typical re-
sults of applying this strategy fall in between Strategy 1 and Strategy 3 (plan
repair vs full replan).

Table 4.1: Results of the experiments using Strategy 1

path number added min. max. minimum
Planner length of forbidden segment replanning ∆t

(m) segments regions length(m) time (ms) (ms)
422.52 6 4 34.87 519 3518
420.55 6 4 40.95 486 2898
432.17 6 4 62.50 568 3673

PRM 427.94 6 5 53.15 524 3285
536.98 7 5 50.22 631 3158
472.40 7 6 45.25 603 2918
539.18 8 6 53.24 728 3153
500.12 7 4 26.68 315 2862
422.58 5 4 74.07 438 4079
392.89 5 5 61.11 441 3625

RRT 565.06 8 5 26.76 521 3648
503.42 6 5 65.07 954 3773
464.96 6 5 28.61 595 3866
491.42 8 6 20.40 326 1803

Observe that in the case of Strategy 1 (Table 4.1), ∆t (time window for
replanning, last column) is generally greater than four times the amount of
time required to generate full plans using either the PRM or RRT planners.

The difference is even greater (up to 20 times) in the case of Strategy 3
(Table 4.2). This is as expected, the more the existing plan is reused the less
time is needed to repair it. Although, replanning times for applying Strategy
3 are much smaller, the paths have much more segments (up to 15). Such
paths usually imply a smaller average velocity which typically results in a
longer flight time.

Values of the ∆t presented in the results are calculated under the as-
sumption that the obstacle is detected as early on as possible. In practice,
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Table 4.2: Results of the experiments using Strategy 3

path number added min. max. minimum
Planner length of forbidden segment replannig ∆t

(m) segments regions length (m) time (ms) (ms)
524.47 12 4 28.23 196 2938
514.51 10 4 41.42 185 2892
607.72 11 4 33.98 163 2928

PRM 594.59 14 5 13.02 160 1080
586.74 12 5 20.53 163 1005
546.15 12 5 16.60 153 2607
575.15 13 6 29.38 202 2907
495.07 10 4 24.06 104 2088
527.95 11 4 12.24 240 1249
558.45 10 4 23.79 160 2096

RRT 562.07 12 5 22.14 132 1529
586.70 15 5 15.83 156 2686
604.90 13 5 21.97 251 2556
576.27 15 6 16.12 206 2696

however, the detection can occur during any moment in the time window,
thus the choice of which strategy to apply becomes not as trivial as choosing,
for example Strategy 1 (because it most often yields best results and from
the presented experiments it would be applicable in all of the cases). The
problem of choosing a specific strategy is discussed later in chapter 5.

4.4 Experimentation

This section presents an example of a short flight where the dynamic re-
planning mechanism was tested. Figure 4.10 shows the logged flight-test
data superimposed on the map of the area. Gray polygonal area marks the
no-fly zone added during the flight by the ground operator. Black dotted
line shows the invalidated part of the path (between the WP2 and WP3
waypoints).

The flight started with an autonomous take off, and the helicopter began
executing the planned path towards the designated waypoints. After arriv-
ing at the first one (WP1), the direction of flight changed to south and the
execution of the planned path (from WP1 through WP2 to WP3) began.
A ground operator added a no-fly zone intersecting the flight path. An ap-
proximate position of the helicopter at the time of adding the no-fly zone
is marked by the white arrow. The information was sent to the helicopter
and the on-board system activated the replanning mechanism. A new path
was planned, and the flight continued avoiding the no-fly zone. After the
helicopter arrived at the last waypoint (WP3), it was commanded to return
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Figure 4.10: Use of the dynamic replanning in a real mission.

to home base and land (WP0). The replanning of the path was performed
using the PRM planner and the Strategy 3. Its execution took 187 ms.

4.5 Summary

This chapter discussed the problem of the dynamic path replanning. Two
sample-based path planning methods available on the UASTechLab RMAX
helicopter have been described. As shown in the analysis of the path ex-
ecution, when a new obstacle is detected there can be up to few seconds
available for the system to repair the current flight path.

The proposed dynamic replanning framework uses a combination of a
path planning algorithm together with a set of replanning strategies to en-
sure the executed path is always collision-free. The timing analysis of the
proposed strategies proves the feasibility of using such a solution. An impor-
tant component of the framework is the Strategy Selector service responsible
for choosing the planner/strategy tuple that will yield the best possible so-
lution in the available time before the potential collision. The solution to
this selection problem is discussed in the next chapter.



Chapter 5

Choosing Replanning
Strategies

In the previous chapter a mechanism for dynamic replanning was introduced.
As described, the basic idea is to use the path planning algorithms to the
maximum possible extent when new obstacles or no-fly zones obstructing
the current flight path are detected.

We proposed a set of example strategies that can be used during the
replanning phase (section 4.2.2, page 61). For most strategies, calculating
the expected time requirements for replanning is considerably less straight-
forward than calculating the available time to collision. The timing depends
on numerous features of the current plan, the obstructed segment and the
relevant areas of the map. Without taking such information into account,
we would have to fall back on always using a simple approach such as Strat-
egy 3. As this strategy only makes local repairs, it is generally faster and its
time requirements vary less. But in many cases we do have enough time to
use better strategies – if we have the ability to predict that this is the case
for the current environment and path.

Many path planning methods are also parameterized in various ways.
For example, PRM planners (section 4.1) generate a roadmap graph in a
pre-processing phase and search this graph whenever a plan is required.
Increasing the number of nodes in the graph will increase the plan quality,
but again, this will also affect the time required for plan generation.

The selection of a particular replanning strategy and a parameterized
path planning algorithm is performed by a Strategy Selector (section 4.2.3).
This service should determine which choice can be expected to yield the
best plan within the available time. The problem is presented in Figure 5.1.
Given the domain information (e.g. map), current context (e.g. initial path)
and available time to collision, what is the expected replanning time and
flight time for each of the possible strategy/planner choices? Although the
flight time was used as the plan quality metric other criteria can be used,

67
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Figure 5.1: The basic idea of choosing replanning strategies.

for example fuel consumption.
The problem presented is a classical prediction problem. Many applica-

tions of prediction can be found in different fields, for example in signal pro-
cessing, control theory, robotics, and artificial intelligence. The foundation
of any prediction is a model which encapsulates the knowledge, or assump-
tions, concerning the predicted system. Without the model the prediction
mechanism would not be able to conclude anything about the future. Thus
any prediction would be a guess.

The model building/acquisition techniques can be divided into three cat-
egories: modelling from first (or physical) principles, estimation (or learning)
from data, and encoding of “expert knowledge”. Those techniques are often
combined, for example in system identification applications [55]:

• White-box identification: a dynamical system is described by differ-
ential equations and the estimation of their parameters is based on
experimental data. For example, an aircraft flight model.

• Gray-box or semi-physical identification: a generic model structure is
known and the estimation of parameters is derived from data. For
example, a water tank system [31].

• Black-box identification: no knowledge of either the model structure
or physical principles is known. The model is solely derived from data.
For example, stock market predictions.

In the case of our problem we do not have any knowledge of the structure
of the model that could be applicable. Neither do we know how the context
and domain information influences planning time and planning quality. We
do have a general feeling that when the domain becomes more complex the
required time will increase, but what is the physical relation which could
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Figure 5.2: The concept of building predictors using machine learning.

describe that dependency? Therefore, our prediction model has to be derived
using the black-box approach.

Another important issue is the computational complexity of building
and using the model. In our case the predictive model should be as fast
as possible in order to leave as much of the available time to the selected
planner/strategy repair process. It should be at least an order of magnitude
faster than running an actual strategy/planner tuple. Otherwise, it may
become impossible to execute any of the available repair strategies since the
time spent on making the prediction was too long.

We therefore use machine learning techniques to generate a suitable set
of predictors for each particular flight environment and aircraft type, where
each motion planner is viewed as a black-box function 5.2. We assume a
stationary distribution, where the relevant properties of the map do not
change over time. If significant changes are detected, for example because
large numbers of new obstacles have been detected, the prediction model
can be recomputed for use in future missions.

In the following subsections, we will describe the algorithms we have
used, the features that were selected and the results of empirical experimen-
tation.

5.1 Support Vector Machines

Several machine learning techniques were tested and compared, including
support vector machines (SVM) [93, 94], least median squared linear regres-
sion, gaussian processes for regression, isotonic regression, and normalized
Gaussian radial basis function networks.

With their high generalization performance and an ability to model non-
linear relationships, support vector machines have been shown to outperform
other alternatives in many applications. They are applicable to many real-
world problems such as document classification and pattern recognition [94],
face detection and recognition [53] and vehicle detection [87]. As it turns out,
SVMs also yield the smallest prediction errors for our domain.

The idea underlying (non-linear) support vector machines is that n-
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dimensional input training data can be mapped by a non-linear function
Φ into a high-dimensional feature space, where the resulting vectors are lin-
early separable (Figure 5.3). One then constructs a separating hyperplane
with maximum margin in the feature space.

Consider a classification problem where xi ∈ Rn for i = 1, ..., l is a
training set of size l and yi = ±1 are class labels. Given a suitable Φ, the
SVM method finds an optimal approximation f(x) = ω ·Φ(x) + b such that
f(x) > 0 for positive examples and f(x) < 0 for negative examples, where
ω ∈ Rn is a vector perpendicular to the separating hyperplane and b ∈ R is
an offset scalar. This is referred to as Support Vector Classification (SVC).

The SVM approach can also be used for solving regression problems
(Support Vector Regression, SVR), where each xi in the training set is as-
sociated with a target value yi ∈ R. The SVR tries to find a function f(x)
that can be used for accurate approximation of future values. The generic
SVR function can be written as

f(x) = ω · Φ(x) + b

and can be solved by maximizing W (α∗, α) =

−1

2

l∑

i,j=1

(αi − α∗i )(αj − α∗j )Φ(xi) · Φ(xj)

−ε
l∑

i=1

(αi + α∗i ) +

l∑

i=1

yi(αi − α∗i )

where αi and α∗i are Lagrange multipliers, subject to

l∑

i=1

(αi − α∗i ) = 0 and αi, α
∗
i ∈ [0, C]
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which provides the solution

f(x) =

l∑

i=1

(αi − α∗i )(Φ(x) · Φ(xi)) + b

As expressed above, dot products are calculated in a high-dimensional or
possibly infinite-dimensional space. This can often be avoided by replacing
Φ(xi) · Φ(xj) with a suitable kernel function K(xi, xj) satisfying the con-
ditions of Mercer’s theorem. Examples of commonly used kernel functions
include:

• linear: K(xi, xj) = xi · xj

• polynomial: K(xi, xj) = (xi · xj + 1)
d

• RBF: K(xi, xj) = exp
(
−γ ‖ xi − xj ‖2

)
, γ > 0

• PUK: K(xi, xj) = 11+( 2
√
‖xi−xj‖2

√
21/ω−1

σ

)2
ω

We have used the Pearson VII Universal Kernel (PUK) [92]. The PUK
provides equal or stronger mapping power compared to several standard ker-
nels, and can be used as a generic alternative to the common linear, polyno-
mial and Radial Basis Function (RBF) kernels. We use iterative Sequential
Minimal Optimization (SMO) [83, 85] to solve the regression problem, which
has minimal computational requirements [98].

5.2 Prediction Features

Many parameters influencing planning time and plan quality were consid-
ered as potential inputs to the machine learning algorithm. After empirical
testing, a set of features were selected which produced good results. The
following input features were used for building the prediction models (all
normalized to the range of [-1,1]):

• Information about the initial plan: number of segments, path length,
estimated flight time, time required for initial plan generation, and the
target velocity. Information about static obstacles, such as buildings,
trees and static no-fly zones, is implicit in these measures.

• Information about dynamically added obstacles including no-fly zones:
total area and number of all new obstacles in region 0 , region 1,
region 2, region 3, and the entire map (see Figure 5.4).

• Information about the obstructed segment: number of segments from
the current point to the obstructed segment, and Euclidean distance
between the start and the end of the obstructed segment.



72 5. Choosing Replanning Strategies

region 0      
region 1 
region 2 
region 3 

No-fly zone area: 

d1 

d2 

d3 

Figure 5.4: No-fly zone area calculation.

Correlation-based feature selection [37] was used to assess the relevance of
these features relative to the six replanning strategies (defined in the next
subsection) and the two quantities to be predicted (time requirements and
plan quality). The results differed considerably across the twelve cases and
may also be dependent on the map being used. As support vector machines
are quite robust against the inclusion of irrelevant features, we decided to
use the full set of features for all prediction models.

We currently use 2D area information for dynamically added obstacles,
but may augment this with 3D obstacle volumes in the future. The param-
eters d1, d2 and d3 in Figure 5.4 were chosen empirically and for our test
models were equal to 20, 40 and 60 meters, respectively. The choice of pa-
rameters can be automated by building a set of models using the training
set for different values of di and comparing the resulting prediction accuracy
on the test set.

5.3 Experimental Results

The method has been evaluated on two environments of different complexity.
The first environment is a 3D model of a real flight test venue, an urban area
of approximately 1 km2. It consists of 205 buildings and other structures (e.g.
trees) constructed by around 20000 polygons. The model has a simplified
flat ground elevation representation. The second environment extends the
first by adding ground elevation data, increasing the number of polygons
in the 3D model to 120000. Maps were generated using manned aircraft
with a laser sensor, with an accuracy of 10 cm. Experiments take place in
hardware-in-the-loop simulation with all the necessary services running as
in a real flight.
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ment
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Nodes
Model Evaluation Results

Replanning time Flight time
prediction [%] prediction [%]

1

1a 2000 −0.06± 4.17 −0.85± 4.35
2a 2000 −1.49± 7.85 0.06± 2.82
3a 2000 −1.25± 21.38 0.38± 2.17
1b 7000 −0.23± 1.72 0.49± 4.46
2b 7000 −0.86± 7.51 −0.17± 2.70
3b 7000 −0.14± 8.69 0.35± 1.80

2

1a 2000 −0.38± 6.13 0.84± 4.40
2a 2000 −1.05± 13.60 0.35± 3.00
3a 2000 −0.73± 23.94 0.31± 3.31
1b 7000 −0.20± 4.48 0.56± 3.95
2b 7000 −2.55± 11.23 0.09± 2.42
3b 7000 0.30± 10.08 0.23± 2.16

Table 5.1: Relative mean error of prediction and standard deviation for the
PRM planner.

We began the learning process using the PRM path planner with a 5-
dimensional configuration space (3-dimensional position plus 2-dimensional
direction of flight). A set of 1500 training samples was used for each of the
two environments.

Each sample was generated in the simulation environment as follows.
First, a random number of no-fly zones in the range from 1 to 15 were added
to the environment. Then, an initial path was generated by the planner,
with start and goal positions chosen randomly within the environment. A
single no-fly zone was used to randomly obstruct one of the initial path
segments, corresponding to an obstacle newly detected by, for example, a
laser range finder sensor. Finally, six plan repair strategies were applied and
the resulting timing and path quality values were logged. Strategies 1a, 2a
and 3a were configured as shown in Figure 4.9 using a sparse 2000-node
roadmap. Strategies 1b, 2b and 3b are similar, but use a denser 7000-node
roadmap.

All the experiments presented in this section were performed with a fixed
target velocity of 10 m/s and distances between start and goal configurations
greater than 700 m. This setup allows us to present the results in a clear way
and compare optimal and worst case scenarios over all 500 test cases that
were generated for the evaluation. The performance of the machine-learned
models is similar in the cases where these assumptions do not hold.

SVR parameter tuning was performed using exhaustive grid search over
the kernel parameters σ and ω. Other parameters (i.e. the C and ε constants
for support vector regression) were chosen manually.
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Prediction quality. 500 samples were used for the evaluation. For each
sample, we calculated the relative error of prediction for both plan quality
and replanning time, defined as (yi− ŷi)/yi, where ŷi is the prediction and yi
is the measured value. Table 5.1 presents the mean of the relative errors (the
Relative Mean Error of Prediction, RMEP) and their standard deviation for
each environment and strategy.

As seen in the table, the quality of a repaired path (expressed as the
required flight time for the path) can be predicted with high accuracy for
each of the six strategies and in each of the environments. More importantly
the standard deviation of the error is also quite small, ranging from 1.80%
to 4.46%, demonstrating that the prediction rarely deviates greatly from the
true value. The deviation is greater for strategies 1a/b, where a larger part
of the path is replanned.

We can also see that it is somewhat more difficult to predict the time
required for replanning. However, using a greater number of nodes decreases
variability considerably. Part of the remaining variation is due to unavoid-
able factors such as processor load and Java garbage collection.

For each environment, we have analyzed what these prediction properties
mean in terms of enabling us to satisfy our main objective: choosing the
highest quality replanning strategy that is possible given the available time.

To make this choice for a particular path and environment, we first pre-
dict the expected replanning time and the expected resulting plan quality
for each of the six strategies. We then use the highest-quality strategy among
those whose predicted replanning time is sufficiently low. This leads to the
question of what “sufficiently low” means. The simplest criterion would be
that the predicted replanning time does not exceed our current time win-
dow. However, the predicted time is an expected value, not an upper bound.
Using this criterion, there may be a significant risk that the time window is
exceeded. An alternative would be to add one or two standard deviations to
the predicted time, and choose among those strategies where this estimate
does not exceed the time window. The results of using these three decision
criteria are presented in several graphs.

Plan quality. Figure 5.5 is generated from testing in environment 1, and
presents the mean flight time (over 500 samples) as a function of the available
decision time window.

With a time window of only 50 ms, strategy 3a is chosen for all samples
and all three time-dependent decision criteria (direct, 1-sigma and 2-sigma).
This leads to a mean flight time of around 118 seconds. When the time
window increases, higher quality strategies are predicted to succeed for some
of the samples, and the mean flight time steadily decreases. As expected,
flight times decrease more quickly for the direct criterion, where no safety
margins in terms of plan generation time are added.

As stated before, the best option available without predictive abilities
is to use a strategy that is very fast regardless of the environment or the
properties of the original path. Strategies 1a/b and 2a/b regenerate a large
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Figure 5.5: Plan quality (flight time) as a function of the available decision
time window for environment 1.

part of the path, and therefore require more time than strategies 3a/b.
They also vary more depending on the environment. Thus, strategies 3a/b
are more suitable as baselines with which our results are compared. As these
baselines do not take time windows into account, we see them as straight
lines at approximately 118 and 116 seconds of flight time, respectively.

For comparison, we also show the mean flight time that would result
from always using the best possible strategy: Slightly less than 95 seconds
for the average sample. Realizing this in practice would require a very long
time window, with sufficient time to run all strategies and choose the best
result. As seen in the figure, the three decision criteria based on machine
learning tend to reach a quality level quite close to this optimum given a
sufficiently large time window.

Success rates. Figure 5.6 shows the success rates for each decision criterion.
Here we see the flip side of the improved flight times for the direct criterion:
With time windows up to around 700 ms, this criterion fails to deliver plans
on time in up to 5% of the cases. Whether this is acceptable depends on the
application at hand and the penalty associated with having to slow down
or stop. The 1- and 2-sigma criteria are considerably better in this respect,
and can hardly be discerned from each other in the graph. Always using
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Figure 5.6: Success rate of execution of the chosen strategy in the available
decision time window for environment 1.

strategy 3a yields the highest success rate (but the lowest quality). Strategy
3b often requires several hundred ms and thus yields a very low success rate
for shorter time windows.

Second environment. Figures 5.7 and 5.8 show the corresponding results
for environment 2. Due to the slightly larger prediction errors in this envi-
ronment, the mean success rate for the direct criterion is somewhat worse.
However, the 1-sigma and 2-sigma criteria still yield considerably better
plans than either of the fixed strategies (3a/b) for time windows of around
400 ms and up.

Predictions for RRT. A similar predictive model has been built for the
RRT planner. As could be expected, prediction is generally not as accurate
for this planner, with a higher relative mean error of prediction. This is
mostly due to the more random nature of the RRT algorithm: Instead of us-
ing a single sampled roadmap for all queries, the RRT randomly explores the
environment from the start and goal position for each single planning query.
Time requirements and plan quality still depend on the selected features,
such as the area of the newly detected obstacle or obstacles, but also have
a significant random component, making the construction of a prediction
model with high accuracy considerably harder.
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Figure 5.7: Plan quality (flight time) as a function of the available decision
time window for environment 2.

5.4 Related Work

In the framework proposed by Morales et al. [71], a set of planners can
cooperate to generate a roadmap covering a given environment. Machine
learning is used to divide the environment into regions that are homogeneous
with respect to certain features, such as whether obstacles are dense or
sparse, after which a suitable planner is chosen for each region. Region-
specific roadmaps are then created and eventually merged. This approach
shows promising results, but is explicitly limited to roadmap-based planning
and does not handle the choice of replanning strategy.

A similar approach is presented by Rodriguez et al. [77], where the strate-
gies used by the RESAMPL motion planner are guided by the entropy of
each region.

Burns and Brock [13] propose a model-based motion planning technique,
where an approximate model of the configuration space is built using locally
weighted regression in order to increase planner performance and make pre-
dictions about unexplored regions. Although the technique can be used for
problems involving motion planning in dynamic environments it does not ex-
plicitly consider time constraints. Machine learning is used to provide faster
solutions, but there is no attempt at providing the best possible solution for
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Figure 5.8: Success rate of execution of the chosen strategy in the available
decision time window for environment 2.

a given time window, which is required for our problem.
Hrabar [41] presents a UAV system using a stereo-vision sensor for ob-

stacle avoidance. A∗ search is used within the PRM planner to calculate
the initial path. When an obstacle is detected, D∗ search is used [86]. In
this approach there is no consideration for how much time replanning may
require. It is assumed that the aircraft can stop and hover, potentially ex-
cluding the use of this technique for platforms such as fixed-wing aircraft.
The experiments presented use a flight velocity of 0.5 m/s.

A number of motion replanning algorithms have been proposed in the
literature, including DRRT [30] and ADRRT [29]. These algorithms incre-
mentally generate improved solutions, thereby spending part of their time on
generating solutions that will not be used. In contrast, our framework uses
machine learning to determine suitable bounds for replanning in advance,
spending almost all available time generating the final solution.



Chapter 6

Map Building Using A
Laser Range Finder

An accurate model of the environment is a prerequisite for sucessfull nav-
igation. As described in chapter 4, the path planning algorithms use a ge-
ometrical description of the environment to generate collision-free paths.
The safety of a UAS operation therefor depends on having an accurate 3D
model. Maps may become inaccurate or outdated over time because of the
environment changes (e.g. new building structures, vegetation growth etc.).
Thus, adequate sensors and techniques for updating or acquiring new 3D
models of the environment are necessary.

Among the many sensors available for providing 3D information about
an operational environment, laser range finders provide high accuracy data
at a reasonable weight and power consumption. One of the reasons for the
innovation in this particular sensor technology is its wide use in many in-
dustries. Example applications include automation tasks [52], volume or
stockpile measuring [15], forest inventory [3], and surveillance [95]. Laser
range finders have also received a great deal of interest from the robotics
community. Their main usage is in navigation and mapping tasks for ground
robotic systems. Examples include: localization [12], 2D Simultaneous Lo-
calisation and Mapping (SLAM [68]), 3D SLAM (includes 3D position [16]),
and 6D SLAM (includes 3D position and attitude [72]).

In this chapter we present techniques for acquiring 3D models of the
environment using a UAS platform equipped with a laser range finder sensor.
First, a description of the sensor integrated with the UASTechLab RMAX
platform is presented. Second, a method consisting of several steps required
for obtaining a world model is described. The steps include the necessary
transformations of acquired sensor data and methods for improving a map
quality when several measurements are merged together. Next, the initial
results of some acquired 3D models during a flight test session are presented.
Finally, a short feasibility analysis of using such a sensor in the context of the

79
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0°

40° 140°

Figure 6.1: Top view of the SICK LMS-291 scanning field and the axis of
rotation when using the rotation mechanism.

proposed dynamic replanning framework (chapter 4) concludes the chapter.
This chapter is work in progress and should be considered tentative. But

it is useful as a framework for future research.

6.1 Integration of the Laser Range Finder

The device integrated with the UASTechLab RMAX system is the popular
LMS-291 from SICK1. The laser has been mounted on an in-house developed
rotation mechanism which allows for obtaining half-sphere 3D point clouds
even when the vehicle is stationary. Similar approach to the integration of
the laser range finder with a RMAX UAV platform is used by Whalley et al.
[97].

Technical specification of the laser range finder system

LMS-291 is a non-contact optical distance measurement system and it
does not require any reflectors or markers on the targets nor scene illumi-
nation to provide real-time measurements. It performs very good both in
indoor and outdoor environments. The system is equipped with a rotating
mirror which allows for obtaining distance information in one plane in front
of the sensor with a selectable field of view of 100 or 180 degrees (Figure 6.1).
The detailed specification of the system is presented in Table 6.1.

The laser unit used with the UASTechLab RMAX system has been mod-
ified to reduce its weight from 4.5 to 1.8 kg to make it more applicable for
use on-board a UAV. The general system schematics and a photograph of
the unit is presented in Figure 6.2. The LMS-291 is attached to a rotating
mount which allows for continuous rotation of the sensor around the middle
laser beam (solid line in Figure 6.1). This enables obtaining data not only
in one plane but in a half-sphere in front of the sensor.

1SICK AG. Homepage: http://www.sick.com
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Range 0-80m with 1cm distance resolution
0-8m with 1mm distance resolution

Angular resolutions 0.25, 0.5, 1 degree
Response times 53ms, 26ms ,13 ms
Data interface RS232, RS422
Data rates 9.6, 19.2, 38.4, 500 kbaud
Power approx. 20W
Weight approx. 4.5 kg (factory)

approx. 1.8 kg (after modification)

Table 6.1: SICK LMS-291 parameters.
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Figure 6.2: A photograph and schematic of the integration of the rotating
laser range finder sensor with the UASTechLab RMAX UAV.
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Speed Regulated up to 120 rotations per minute
Angular resolution 0.028 degrees
Range 360 degrees continuous
Data interface RS232, RS422
Power Regulated, max approx. 10W
Weight 2 kg

Table 6.2: Rotating laser mount parameters.

The laser rotation mechanism

The in-house developed rotating mount for the laser range finder consists
of an aluminum frame which holds the motor, rotating shaft, and a slip ring
connecting the power and the serial interface to the laser. The properties of
the rotating laser mount are summarized in Table 6.2.

The mount is attached to the body of the UAV through a set of dumpers.
They were chosen based on payload vibration measurements during a flight
test with a laser substitute of the same weight. The vibrations were mea-
sured using an acceleration sensor. Several sets of dumpers were tested and
the ones providing the best isolation from influence of the UAV vibrations
were chosen. The amount of vibrations transferred to the laser is within the
specification of the LMS-291.

The motor of the mount is controlled through a serial interface from a
dedicated PC104 computer serving the laser (Figure 6.2). Speed, acceleration
and holding power can be adjusted to the needs of a mission. The range data
received from the LMS-291, UAV state and the mount motor position are
logged by the dedicated computer in a synchronized manner.

6.2 Scan Transformation

We define a point cloud (also referred to as scan) as a set of range mea-
surements done in one 180 degree revolution of the rotation mechanism. A
range measurement (line-scan) is a single reading from the laser range finder
(Figure 6.1).

In order to compute a 3D environment model, the measurements from
the laser range finder (LRF) have to be transformed into the world coor-
dinate system. In short, the laser measurements are relative ranges in the
sensor coordinate system (Figure 6.4). The helicopter position and orienta-
tion as well as the potential misalignment between the LRF and the rotation
mechanism has to be taken into account when transforming the local mea-
surements into the world coordinate system. This allows for merging of a
set of line-scans taken at different attitudes and positions of the helicopter
in order to transform them into the world coordinate system. All coordinate
systems involved in the transformation are depicted in Figure 6.3. The four
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Figure 6.3: Coordinate systems used in the scan transformation in the
UASTechLab RMAX platform.

steps of the transformation are presented next. A superscript is used to an-
notate a particular coordinate system in each of the equations (for example
XL denotes vector X in the LRF coordinate system).

Step 1: Polar to Cartesian coordinate system LRF transformation.

The laser range finder line-scan defined in polar coordinates is:

pLi =
[
rLi , α

L
i , β

L
i

]T
(6.1)

where r = r0, . . . , rn is the vector of range data measured by the LRF
(Figure 6.4), α is the horizontal angle, and β is the angle of rotation around
the XL axis.
The line-scan pLi in Cartesian coordinates of the laser range finder is:

pLi =
[
xLi , y

L
i , z

L
i

]T
(6.2)

The transformation of the polar to the Cartesian coordinate system is cal-
culated by applying the following Cartesian transformation TP2C :



xL

yL

zL


 = TP2C(r, α, β) =



r sin(β) cos(α)
r sin(β) sin(α)

r cos(β)


 (6.3)
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Figure 6.4: Polar and Cartesian coordinate systems of the laser range finder.

Step 2: Transformation of the LRF data to rotation mechanism coordinate
system.

Figure 6.5 presents the principle (simplified in two dimensions) of the
transformation between the LRF and the rotation mechanism coordinate
systems.

In the following steps, a standard generic combined translation and rota-
tion transformation matrix [40] which transforms between a and b coordinate
systems is used:

Ta2b =




r11 r12 r13 x
r21 r22 r23 y
r31 r32 r33 z
0 0 0 1


 (6.4)

The upper left 3x3 matrix represents the rotation transformation, and
the [x y z]T portion of the matrix represents the translation between the
two coordinate systems.

The line-scan can be transformed into the rotation mechanism coordinate
system (pMi =

[
xMi , y

M
i , zMi

]T
) as follows:




xM

yM

zM

1


 = TL2M




xL

yL

zL

1


 (6.5)

The rotation and translation parameters of the TL2M matrix have been
found using the following calibration procedure. First, a set of raw measure-
ments (line-scans) for a predefined scene was collected. The scene included
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Figure 6.5: Displacement between the laser range finder and the rotation
mechanism.

a flat surface with several round reflective markers placed at known posi-
tions. The laser beams hitting the markers would be dissipated making the
measurements in those regions easy to filter out from the rest of the scan.
Second, the transformation parameters were found by manual adjustment
of the values and previewing of the resulting scene. Additional verification
of the calibrated scene was performed by measuring of the diameter of the
markers and the distances between them.

Step 3: Transformation to the helicopter coordinate system.

Similarly as in the previous step, a line-scan in the helicopter coordinate

system (pHi =
[
xHi , y

H
i , z

H
i

]T
) is derived as follows:




xH

yH

zH

1


 = TM2H




xM

yM

zM

1


 (6.6)

The parameters of the TM2H matrix have been found by measuring the
rotation and translation from the center of the rotation mechanism to the
center of the inertial measurement unit of the UASTechLab RMAX UAV.

Step 4: Transformation to the world coordinate system.

As described in chapter 2, the UASTechLab RMAX system is equipped
with a GPS receiver and an inertial measurement unit. Data from both
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sensors are fused using a Kalman filter. Pitch, roll and yaw angles, and
position estimates are the parameters of the last transformation matrix
(TH2W ) used to transform the line-scan to the world coordinate system

(pWi =
[
xWi , yWi , zWi

]T
):




xW

yW

zW

1


 = TH2W




xH

yH

zH

1


 (6.7)

To summarize, the measurement taken by the LRF is transformed to the
world coordinate system by applying the described four steps. A set of point
clouds (consisting of line-scans) acquired during the flight constitutes a 3D
model. In the following section, techniques for improving the raw 3D map
are discussed.

6.3 Scan Alignment

Scan alignment, also referred to as scan registration deals with the prob-
lem of finding a transformation between two point clouds. As discussed in
the previous section, during the mapping process as the robot traverses the
environment a set of collected scans is transformed to the common world co-
ordinate system. Ideally, the mapping process would be finished at this step
and a collection of point clouds would form a 3D map of the environment.
In practice, however, these measurements are subject to several sources of
error. These include, for example, sensor inaccuracy, measurement noise, en-
vironmental conditions (such as visibility and temperature), vibrations, the
reflectance properties of the target object, and an uncertainty of the position
and attitude when the measurements are taken. The degree of influence of a
particular error source on the accuracy of the measurement varies. Neverthe-
less, one of the main contributors is the uncertainty of the robot position and
attitude estimations. Comprehensive study of error budget for laser range
finder mapping applications is presented by Alshawa et al. [2], Reshetyuk
[76].

Figure 6.6 presents a simplified example of the influence of pitch angle
uncertainty on the measurement error depending on the distance to an ob-
stacle. The larger the distance to the obstacle, the larger the error of the
measurement (e0 vs e1). At close distances, for example 20 meters, a 1 de-
gree difference in the pitch estimation will introduce an error of around 0.6
meters in the range measurement. For the distance of 60 meters, the error
increases to around 2 meters.

The state estimation in the UASTechLab RMAX platform is done by
fusing a GPS position with an attitude estimate delivered by the inertial
measurement unit (IMU) of the Yamaha RMAX helicopter (section 2.1).
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Figure 6.6: A simplified example of the influence of pitch angle uncertainty
on the LRF measurement error.

Both of these measurements have a certain accuracy. In the case of the GPS
receiver, its nominal accuracy is within 1 meter. The angles estimated by
the Yamaha IMU have around 2 deg accuracy. The resulting accuracy of the
fused data is of course smaller nevertheless it can introduce a significant error
in the acquired 3D map as discussed in the presented example (Figure 6.6).
In order to decrease this type of error a registration technique can be used
where a pair-wise scan alignment is performed.

Various methods have been proposed in the literature for scan regis-
tration. Many of them are suitable for 2D/3D scan alignment often used
on robotic platforms. Examples are Iterative Closest Point (ICP [6]), Iter-
ative Dual Correspondences (IDC [57]), probabilistic Iterative Correspon-
dence (pIC [69]), Normal Distributions Transform (NDT [7]), 3D-NDT [59],
nonrigid ICP [36, 43] or Least-Squares Matching [58]. Implementations of
a number of scan matching methods are also available in the Point Cloud
Library (PCL [82]).

As an initial step we have used a variant of the ICP algorithm available in
the Mobile Robot Programming Toolkit (MRPT)2. It is an implementation
of the three-dimensional version of the algorithm presented by Besl and
McKay [6].

The ICP algorithm is one of the most commonly used methods for reg-
istering a pair of point clouds and in fact many other algorithms (also some

2Developed at Machine Perception and Intelligent Robotics Research Group, Univer-
sity of Málaga. Homepage: http://www.mrpt.org/
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Table 6.3: Results of applying the ICP algorithm on three example scan
pairs presented in Figure 6.7.

Source Target Translation Rotation

scan ID scan ID [meters] [degrees]

(#points) (# points) x y z roll pitch yaw

0(24281) 1(24259) 0.49 -0.06 0.39 1.12 -0.71 -0.84

5(17435) 6(18788) -0.42 -0.077 0.063 -0.90 0.94 -0.20

11(22563) 12(23301) 0.12 0.05 -0.11 0.22 0.09 0.20

listed above) are based on similar intuitions. The ICP iteratively revises the
transformation parameters by minimising the sum of squared distances be-
tween corresponding points in the two scans. The correspondence between
points is assigned by using the nearest neighbor criterion. The algorithm
terminates when the sum of square distances is below a certain threshold.
The ICP, as any gradient descent method, is applicable when a relatively
good starting transformation is known. Otherwise, the convergence to the
global optimum cannot be guaranteed and the algorithm may end up in a
local minimum.

In the case of data collected using the UASTechLab RMAX UAV, the
point clouds are sufficiently close so such a problem does not occur. The state
estimation provided by the Kalman filter is accurate enough to provide a
good starting point for the registration algorithm.

The ICP was applied on a number of point cloud pairs with various
results. It was possible to improve a number of scans with good visual result.
Figure 6.7 presents three example scan pairs before (left side) and after the
application of the ICP algorithm (right side). White arrows in examples 1
and 2 highlight the misalignment of the point clouds in the vertical planes
representing building walls. The white arrow in example 3 emphasizes the
offset between the horizontal lines representing a building rooftop. Results
of the ICP registration for the three examples are presented in Table 6.3. A
source scan denotes the initial scan to which a target scan is matched.

The maximum translation error between two scans in the presented ex-
amples is 49 cm. In 3D maps based on a collection of scans the accumulative
error may be even larger. Such errors, if not corrected, can narrow down the
operational environment of the UAV. For example, a narrow passage be-
tween two buildings can be excluded from the map although, in reality,
there is enough space for the UAV to fly through.

Although, the ICP algorithm was successfully applied to a number of
point cloud pairs, in some cases it failed due to a large noise in the range
measurements. Figure 6.8 shows an example of measurement errors in a
single point cloud. White arrows point to the misalignment of range mea-
surements within a scan shown from top and side views. Such errors are
most probably related to reflectance properties of the scanned object sur-
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Figure 6.7: Examples of the ICP application.
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Figure 6.8: Examples of measurement errors in a single point cloud.

face due to several factors as material properties, polarization, and surface
colour, moisture, roughness and temperature.

Using the ICP algorithm on the point clouds with large measurement
errors prevents the algorithm from finding an appropriate alignment (i.e.
converging to the global minimum). In such cases results are often worse
than before the application of the alignment procedure. Further investiga-
tion of other suitable scan registration methods (previously listed) has to be
conducted. Two promising techniques that are more robust towards mea-
surement errors are the 3D-NDT [59] and nonrigid ICP algorithm [36, 43].

6.4 Using 3D Maps for Navigation

The following section presents initial results of the map building procedure
using a laser range finder sensor. In the first section, models built during a
flight test are presented and used with the existing path planning algorithms.
The second section provides a short analysis of the use of the laser range
finder for collision avoidance in the context of proposed dynamic replan-
ning framework. Models presented are based on raw measurements without
applying scan registration techniques.

6.4.1 Static Environment

Several flights were performed during which both the laser range finder data
and UAV state estimates were collected. Figure 6.9 presents a reconstructed
elevation map of the Revinge flight test area (the left side) focusing on two
building structures. A photo of corresponding buildings is presented on the
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Figure 6.9: Overview of the reconstructed elevation map of the Revinge
flight test area based on the laser range finder data (left) and a photo of
corresponding building structures (right).

Figure 6.10: Reconstructed elevation map of the Revinge flight test area
based on the laser range finder data.
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Figure 6.11: Overlay of the new elevation map with the existing Revinge
flight test area model.

right side of the figure. The elevation map is built by sampling the LRF
data with 1 meter resolution and constructing a set of triangles in order to
represent the elevation.

A complete reconstructed elevation map of the area is presented in Fig-
ure 6.10. In order to assess the fidelity of the newly generated model an
overlay with the existing model was generated and the result is presented in
Figure 6.11. The new map includes changes in the environment, i.e. a metal
container on the left in the figure (A.) and new vegetation (B.) not present
in the existing model.

The new models can be used by the UAV platform for path planning
in order to generate collision-free paths. Since generated models are based
on noisy measurements a safety margin during the planning is used. In
the UASTechLab RMAX UAV, the safety margin of 6 meters is used. An
example of path generated by the path planner using the new model is
presented in Figure 6.12.

The accuracy of models built with the raw LRF point clouds (with-
out applying the scan matching algorithms) is sufficient for navigation pur-
poses if the necessary safety margins are used. The inaccuracies introduced
by the measurement errors and the uncertainty of the UAV state estimate
might result in narrowing down the operational environment of the UAV.
For example, in Figure 6.11 a narrow passage (C.) can be excluded from the
collision-free space, although the corridor between the two buildings is wide
enough to fly through. Thus, further investigation of methods for improving
the model quality has to be conducted, as outlined in the previous section.
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Figure 6.12: Example of path planner use in the reconstructed map of the
Revinge area.

6.4.2 Collision Avoidance

This section provides an analysis of using the integrated laser range finder
in the context of the dynamic replanning framework presented in chapter 4.

As described previously, the proposed framework uses a planner/strategy
tuple in order to repair the path when a new obstacle obstructing the cur-
rent flight path is detected. In the presented experiments no-fly zones have
been used as obstacles. The integrated laser range finder can potentially be
used for obstacle detection if its detection range and time will allow for the
execution of the proposed technique.

In order to assess the feasibility of using a LRF sensor for this application
a timing analysis based on the sensor range and the UASTechLab RMAX
UAV dynamic model is presented (Figure 6.13).

The laser has a maximum detection range of 80 meters. Based on experi-
mental evaluation, the optimal detection range is 40 meters. In other words,
objects at a range between 40 and 80 meters may not always be detected,
but if they are, the range measurement is quite precise (± 1 meter). Thus,
the distance to an obstacle will be known as soon as it is detected.

The time required to fly any given part of a path can be calculated using
a dynamic model of the helicopter and the path following control mode
(section 2.2.3) with the intended velocity for each segment of the path.
Additionally, the required distance for an emergency break at each possible
velocity can be calculated. It is shown as a black solid line in Figure 6.13.
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Figure 6.13: The minimal braking distance and time windows for the
UASTechLab RMAX UAV as a function of the cruise velocity.

The figure also depicts the resulting time windows available for decision
making for the UASTechLab RMAX UAV system as a function of the current
velocity. As we are mainly interested in flying at speeds between 10 and 15
m/s, these time windows are quite narrow. For example, assuming a flight at
only 10 m/s and detecting an obstacle at a range of 80 meters, the braking
distance is 31.5 meters. This gives 80 − 31.5 − 6 = 42.5 meters available
for replanning. This corresponds to 4.25 seconds. If the obstacle is detected
at 40 meters, we have only 0.25 seconds available. Nevertheless a sufficient
amount of time for applying the collision avoidance techniques exists for
wide range of UAV velocities.

The analysis presented shows the feasibility of using the previously de-
scribed dynamic replanning framework (chapter 5) with the LRF sensor and
further integration can be pursued.



Chapter 7

Conclusions

This thesis presents a number of solutions to the navigation and path plan-
ning problems. The task of navigation in an airborne system is a complex
problem and various techniques are required at different levels of abstraction
as shown in each of the chapters in the thesis. The goal of navigation in the
UAV domain is to safely fly between different positions in the environment.
The process involves executing an appropriate control mode, planning as to
which route to take in order to avoid collisions with static obstacles and
reacting to any changes in the environment (i.e. new or moving obstacles)
while the vehicle is in motion. Additionally, a UAV system has to be able to
perceive the changes in the environment in order to react to them. In this
chapter a short summary of the techniques presented is provided together
with a discussion topics of possible extensions and directions for future work.

Starting at the control level a modeling framework for hybrid control
systems was presented in chapter 3. It is based on an abstraction of hier-
archical and concurrent state machines (HCSM). The framework is used to
specify reactive behaviors in the system and to sequentialize the execution of
control modes. The HCSM uses a visual formalism of state diagrams which
eases the design process. The diagrams are translated into an equivalent
textual format and passed to an HCSM interpreter for execution, running
on a robotic system. The interpreter is executed in the real-time part of the
system which allows dynamic reconfiguration of the system behaviour.

The HCSM framework has been successfully deployed on the UASTech-
Lab RMAX UAV and examples of its uses were presented in chapter 3. In
addition, we mention a new extended version (the Extended State Machine,
ESM) of the framework. The main difference is the extension of the HCSM
to include modelling of the data flow and an explicit task state representa-
tion in the formalism. A natural step for future work with respect to design
and modelling of control systems is an evaluation of the new ESM framework
in the UASTechLab RMAX UAV control system.

In chapter 4 a problem of generating collision-free paths was discussed.

95
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When a UAV mission involving flying between two positions is executed a
path planing algorithm is used to generate a collision-free path. Algorithms,
PRM and RRT, used in the UASTechLab RMAX UAV were presented. Pre-
viously, our UAV platforms could only operate in static environments. In this
thesis a dynamic replanning framework implementing a collision avoidance
mechanism was presented.

The framework estimates the amount of time available before a collision
and chooses one of the proposed replanning strategies in order to improve
the overall path quality and avoid the need of using non-optimal reactive
sense-and-avoid procedures. The replanning strategy represents a specific
choice of which parts of a path are replanned and which parameters are
given to the motion planning algorithm. Timing analysis of the proposed
replanning technique together with an experimental flight was presented in
chapter 4.

The problem of selecting a particular strategy/planner tuple used during
the replanning phase is discussed in chapter 5. The objective is to always
choose the strategy/planner tuple that yields the highest quality possible
within the available time. As discussed, the planning time and the resulting
plan quality (i.e. after the repair) depends on many factors. For example on
features of the current plan, the obstructed segment position and size and
the relevant areas of the map. A novel method based on machine learning for
the selection problem has been presented. For each strategy/planner tuple
a set of two prediction models is created. One for estimating the required
time for applying the path repair and the other for predicting expected
plan quality. The flight time was used as the quality measure. The selection
mechanism has been tested in two operational environments with different
complexity. The empirical tests presented show promising results: In each
test environment, flight times could be improved up to 25% compared to
the use of a fixed replanning strategy, resulting in times close to the best
achievable with the available planning algorithms.

In future versions of the dynamic replanning framework we plan to in-
clude a reactive sense and avoid technique (e.g. model predictive control)
in case the time available for replanning is too short and the use of path
planners is not possible. Additionally, we plan to continue to explore the
possibility of using machine learning techniques in the context of path plan-
ning.

An accurate model of the environment is a prerequisite for successful
navigation. As described, the path planning algorithms use a geometrical
description of the environment to generate collision-free paths. The safety
of a UAS operation therefore depends on having an accurate 3D model.
Maps may become inaccurate or outdated over time due to changes in the
environment (e.g. new building structures, vegetation growth etc.). Thus,
adequate sensors and techniques for updating or acquiring new 3D models
of the environment are necessary. In chapter 6 initial results of integrating
a laser range finder with the UASTechLab RMAX UAV were presented. We
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showed how a 3D model of the environment is constructed and presented two
applications of acquired models. In the first, a 3D map of the environment
is built offline, after an exploratory flight over all building structures is
performed and the data collected. The second application relates to the use
of a laser range finder sensor for collision avoidance in the context of the
proposed dynamic replanning framework. An analysis of potential uses of
such a sensor in this context was discussed. Related work in the field of scan
alignment and building consistent global 3D maps was presented outlining
future research within this topic.

We believe that the combination of the techniques presented in this thesis
provides another step towards building comprehensive and robust navigation
and path planning frameworks for future UASs.
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