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ABSTRACT

Many of the applications that have been proposed for future small unmanned aerial vehicles
(UAVs) are at low altitude in areas with many obstacles. A vital component for successful navi-
gation in such environments is a path planner that can find collision free paths for the UAV.

Two popular path planning algorithms are the probabilistic roadmap algorithm (PRM) and the
rapidly-exploring random tree algorithm (RRT). Adaptations of these algorithms to an unmanned
autonomous helicopter are presented in this thesis, together with a number of extensions for
handling constraints at different stages of the planning process.

The result of this work is twofold:

First, the described planners and extensions have been implemented and integrated into the soft-
ware architecture of a UAV. A number of flight tests with these algorithms have been performed
on a physical helicopter and the results from some of them are presented in this thesis.

Second, an empirical study has been conducted, comparing the performance of the different al-
gorithms and extensions in this planning domain. It is shown that with the environment known
in advance, the PRM algorithm generally performs better than the RRT algorithm due to its
precompiled roadmaps, but that the latter is also usable as long as the environment is not too
complex. The study also shows that simple geometric constraints can be added in the runtime
phase of the PRM algorithm, without a big impact on performance. It is also shown that post-
poning the motion constraints to the runtime phase can improve the performance of the planner
in some cases.
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Linköping universitet
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Chapter 1

Introduction

The area of unmanned aerial vehicles (UAVs) is developing rapidly, and
the technology has now reached a level where it is feasible to deploy UAVs
for real world missions. Along with the continuing improvements of con-
trol systems that have made UAVs possible, much of the hardware has also
been subject to a process of miniaturization. This opens up the possibility
of small and cheap UAVs that can be used for many applications where
normal aircraft are too large and expensive. Many of these future applica-
tions of smaller UAVs are at low altitude in environments with obstacles,
e.g., in urban areas or even indoors. This development has led to a need
for efficient algorithms for solving path planning queries in environments
with obstacles.

Also for UAVs flying at higher altitude, path planning can have an im-
portant role. Military reconnaissance missions using UAVs often involve
flight between a series of manually specified waypoints in order to gain
intelligence from one or more interesting sites in an area. With a com-
petent path planner available, these types of missions can be declared in
a more high-level language, by specifying points of interest together with
constraints on what flight paths the UAV may take, e.g., to avoid areas
close to air defense or preference for flight at low altitude in order to avoid
detection.

The last decade has also shown much progress in the path planning field
and modern path planners have now been applied to a wide range of robots.

1



2 Introduction

Much of this success comes from the introduction of good heuristic plan-
ners based on random sampling of the robot’s configuration space. Two
such algorithms are the probabilistic roadmap algorithm (PRM) and the
rapidly-exploring random tree algorithm (RRT). This thesis describes how
these algorithms can be adapted for use with an autonomous helicopter. A
comparison of different algorithms is provided, both in quantitative terms
of performance and in more qualitative aspects such as how a planner can
be integrated into the software system of a UAV and the flexibility of the
planner when used for real world applications.

1.1 Contributions

The main goal of this work has been to develop a path planner suitable
for an autonomous helicopter. As the work has progressed this has lead to
extensions of existing sampling-based path planning algorithms and given
insights in how a path planner can be integrated in a practical robotic
system. The main points described in the thesis are:

• Adaptations of sampling-based path planning algorithms for inte-
gration with the helicopter platform. This includes integration both
with other parts of the high-level software architecture and with the
low-level control system. Some aspects of how an autonomous heli-
copter system with automated path planning capabilities can be used
in practice have also been considered.

• A study of how different types of constraints can be integrated at var-
ious stages throughout the planning process. This is an important
issue since constraints vary in cost of evaluation and at what time
point in the planning process they become known, i.e., some con-
straints are known in advance before the helicopter even has started
while others may not be known or are left undetermined until just
before the planning query is made.

• An empirical comparison of the PRM and RRT algorithms and the
effects of handling constraints at different stages during the planning



1.2 The WITAS UAV Project 3

process. The comparison includes various measures on efficiency, e.g.,
planning times, path lengths and success rates.

1.2 The WITAS UAV Project

The research presented in this report has been conducted within the
WITAS UAV project. WITAS (the Wallenberg Information Technology
and Autonomous Systems Laboratory; pronounced vee-tas) was a long-
term research project, which focused on the development of information
technology for unmanned aerial vehicles, and its combination with low-level
control and hardware platforms [14, 15]. The long-term goal of the project
has been the development of a fully autonomous unmanned helicopter that
can be used in applications involving photogrammetry, surveillance, mon-
itoring of traffic and emergency services assistance. The project encom-
passes a variety of core functionalities and techniques such as prediction,
planning, modeling scenes and events on the ground, use of those models
for autonomous decisions, active vision, the design of deliberative/reactive
architectures, geographical information systems (GIS), simulation tools,
multi-modal ground operator interfaces to the UAV and much more. Fig-
ure 1.1 shows a picture of the Yamaha RMAX helicopter platform used in
the project.

The main body of research has been pursued at AIICS, the Artificial
Intelligence and Integrated Computer Systems Division, at the Department
of Computer and Information Science, Linköping University. The image
processing research was done in cooperation with the Vision Laboratory at
the Department of Electrical Engineering, also at Linköping University. In
addition, there was cooperation with a number of other different research
groups both within Sweden and internationally.

1.3 Publications

Parts of this thesis have previously been published:

[44] Per Olof Pettersson and Patrick Doherty. Probabilistic roadmap
based path planning for an autonomous unmanned aerial vehicle.
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Figure 1.1: The Yamaha RMAX helicopter.

ICAPS-04 Workshop on Connecting Planning Theory with Practice,
2004. http://www.ida.liu.se/~peope/peope-patdo-icaps04.

pdf

[45] Per Olof Pettersson and Patrick Doherty. Probabilistic roadmap
based path planning for an autonomous unmanned helicopter.
SAIS-SSLS 2005 Event, 2005. http://www.ida.liu.se/~peope/

SAIS05PetterssonP.pdf

[46] Per Olof Pettersson and Patrick Doherty. Probabilistic roadmap
based path planning for an autonomous unmanned helicopter. Jour-
nal of Intelligent & Fuzzy Systems: Computational Intelligence in
Northern Europe, 2006. accepted for publication.

1.4 Outline of the thesis

The thesis has three major parts:

The first part, consisting of chapter 2–4, provides background material
on path planning. The basic definition of path planning and a number of
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related concepts that are needed later are given in chapter 2. An overview
of some early path planning algorithms is presented in chapter 3, which is
followed in chapter 4 by a description of sampling-based path planning al-
gorithms. This chapter contains descriptions of the probabilistic roadmap
algorithm (PRM) and rapidly-exploring random trees (RRT) together with
extensions and adaptations for different types of robotic systems.

The second part of the thesis describes the implemented path planning
framework and how it has been integrated with the autonomous helicopter
platform. This part begins in chapter 5 with a description of the frame-
work and the extensions that have been made to standard algorithms.
In chapter 6, the implementations of the different planning constraints
are presented, most importantly the collision avoidance constraint. The
integration with the helicopter and the WITAS software architecture is
described in chapter 7, with some examples of how the different software
components operate together during path planning scenarios.

The algorithms described in the second part of the thesis have been
implemented and the results from experiments made with them can be
found in the third part of the thesis. In chapter 8, some of the flight tests
with the helicopter are described, and in chapter 9, a series of tests mea-
suring the efficiency of the different planners and extensions are presented.
Chapter 9 also includes discussions on the results and how they can guide
the choice of path planning algorithms for different applications.

The final chapter contains the conclusions of the work presented earlier
in the thesis and some topics that may be of interest for future research.
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Chapter 2

The Path Planning Problem

This chapter provides definitions for basic path planning concepts, and
puts them into the context of an autonomous helicopter and the planning
framework developed in chapter 5. The terminology follows, with a few
exceptions especially noted below, standard practice for path planning and
mechanics [20, 35, 37].

In the first two sections, concepts are presented for describing the mo-
tion of a robot and the constraints that limit this motion. These definitions
are used in section 2.3 for defining the path planning problem. The last
section is a brief review of some complexity results from the path planning
literature. It also describes a weaker completeness property called proba-
bilistic completeness, which applies to many sampling-based path planning
algorithms.

2.1 Basic Concepts

2.1.1 Work Space

The work space, W, is the physical space in which the robot is moving.
It is usually modeled as R

3, but can also be restricted to R
2 for robots

moving in a single plane, e.g., ground robots in a one-floor building.

9



10 The Path Planning Problem

2.1.2 Configurations

The configuration, q, of a robot is a set of parameters that uniquely defines
the location of all points of the robot in W. For a robot with n configura-
tion parameters, or degrees of freedom, the parameters describe a point in
an n-dimensional vector space or manifold. The vector space or manifold
of configurations for a robot is called the configuration space, C, of that
robot. For robots consisting of a single body that is only translating and
not rotating, C =W.

The helicopter, that has served as the main test platform in the
WITAS-project, is viewed as a rigid body in three-dimensional space. A
full configuration of the helicopter therefore consists of a three-dimensional
position vector and the following three angles describing its orientation, or
attitude:

pitch the angle between the longitudinal body axis of the helicopter and
the horizon.

roll the rotation around the longitudinal body axis of the helicopter.

yaw the angle between north and the direction of the helicopter body in
the horizontal plane.

These angles are left unspecified by the path planner used for the heli-
copter. For the pitch and roll angles, this is because they are used by the
low-level control system on the helicopter to achieve the requested accel-
eration vector for the helicopter. The yaw angle is only weakly related to
the position control of the helicopter and can be chosen more freely. It was
decided to let this angle also be unspecified by the path planner in order
to use it for possible mission-specific needs. This can be used for pointing
the helicopter in a direction suitable for certain sensors, e.g., a camera that
cannot be moved freely in relation to the helicopter body.

With the orientation left undetermined, the helicopter configurations
used for path planning consists of a vector in R

3 describing the position:

qheli = (px, py, pz)
T (2.1)
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where px, py and pz are the three position coordinates indicating the dis-
tance in meters from a reference point to the east, north and up respec-
tively. Thus, this is an example where C =W.

2.1.3 State

For robotic systems in motion, not only the configuration, but also the ve-
locity of the robot is of interest. If the configuration of a robot is described
by a vector q = (q0, . . . , qn), the state, x, is defined as the configuration,
q, together with its time-derivatives, q̇:

x = 〈q, q̇〉 (2.2)

q̇ = (q̇1, . . . , q̇n)T (2.3)

If C is an n-dimensional vector space, the states form a 2n-dimensional
vector space, X , that is called the state space of the robot.

The state used for describing the motion of the helicopter consists of
its position together with its velocity.

2.1.4 Path Description

A path, τ , is a continuous parameterized curve in the configuration space
of the robot:

τ : [0, 1]→ C (2.4)

If the path is differentiable and is traversed with a speed, v, the state of
the robot can be calculated as:

x(t) =

〈

τ(t), v
τ̇(t)

|τ̇ (t)|

〉

(2.5)

Thus, the path fully describes the state of the robot at a point along the
path except for the magnitude of the derivative, i.e., the speed of the robot.

Three-dimensional cubic C1-splines are used in the path planning
framework to describe flight paths for the helicopter, i.e., a path is de-
scribed by a sequence of n cubic polynomials

τi(s) = ai0 + ai1s + ai2s
2 + ai3s

3 1 ≤ i ≤ n (2.6)
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each parameterized on the interval [0, 1] and continuously differentiable at
knot points:

τi(1) = τi+1(0) 1 ≤ i ≤ n− 1 (2.7)

τ̇i(1) = τ̇i+1(0) 1 ≤ i ≤ n− 1 (2.8)

2.2 Constraints

The solution to the path planning problem has to satisfy various constraints
that are due to properties of the robot or external factors, e.g., obstacles
in the environment or given by the operator. We will differentiate between
two classes of constraints: obstacle constraints that describe which config-
urations the robot can visit and motion constraints that describe how the
robot can move through C.

2.2.1 Obstacle Constraints

One fundamental requirement on a path planning solution is that the robot
must never intersect an obstacle. The set of configurations of the robot
for which no such intersection occurs is called the free configuration space,
Cf , of the robot, and path planning can be defined as finding a path that
lies completely in Cf .

One of the advantages of sampling-based path planners is that they in
general do not need an explicit representation of Cf , which can be very
expensive to construct for many problems of practical interest. Instead,
these algorithms probe Cf by testing if randomly sampled configurations
are in collision with any obstacles. Thus, they only require a collision-
checking algorithm that can determine if a certain configuration is collision
free or not. An obstacle constraint, γ, can therefore be represented by a
unary predicate on C:

γ ⊆ C (2.9)

We also need to evaluate obstacle constraints on paths, τ , which is defined
in the following manner:

γ(τ) = ∀s ∈ [0, 1] : γ(τ(s)) (2.10)
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Naturally, the infinite number of points along a path makes it impossible
in practice to directly test for collision in this manner. This problem can
be resolved either by testing a subset of the points, which is the approach
taken in most of the algorithms described in chapter 4, or using a collision
checker that can test complete path segments, as is described in chapter 6.

The most important obstacle constraint is the no-collision constraint
that forbids the helicopter to be in contact with physical obstacles. How-
ever, for practical applications, at least in the UAV domain, it is not un-
common to also have other constraints defined in the same manner, e.g.
there may be no-fly zones or limits on the altitude. These constraints can
be handled together with the no-collision constraint, but due to differences
in complexity of the constraints and at what time they become known to
the path planner, it can be useful to treat different constraints separately.
This enables the path planner to work on different sets of constraints as
they become available to the planner. How this can be done is described
in section 5.3.

2.2.2 Motion Constraints

Not all constraints that are relevant for path planning can be formulated
as obstacle constraints. For many robots, there are further constraints on
the shape of the paths that the robot can follow, e.g., a car-like robot can
only travel backwards and forwards and not sideways, even if the space to
the side of the robot is in Cf .

Motion constraints, or differential constraints, differ from obstacle con-
straints in that they depend on derivatives of configurations. They can
be classified according to the degree of the derivatives, and for motion
planning the following two classes are of special interest:

Kinematic constraints are constraints where only first-order derivatives
of the configuration parameters are allowed. Constraints of this type
are used in motion planning to describe the valid directions of mo-
tion at different configurations, e.g., a car-like robot can only move
forwards and backwards (if slipping is not considered).

Kinematic constraints on mechanical systems can be described with
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equations of the form:
g(q, q̇) = 0 (2.11)

where q is a configuration and g is a real-valued function. For motion
planning, the following parameterized form is often preferred:

q̇ = f(q, u) (2.12)

Here a control-input parameter, u, has been added, which makes it
possible to simulate the system through numerical integration.

Dynamic constraints are constraints where second-order derivatives are
also permissible. This class of constraints includes bounds on accel-
eration of the robot or its parts.

Dynamic constraints on mechanical systems can be described with
equations of the form:

g(q, q̇, q̈) = 0 (2.13)

but also in this case, the parametric form is preferred:

q̈ = f(q̇, q, u) (2.14)

Kinematic and dynamic constraints are examples of nonholonomic con-
straints. A holonomic constraint is a constraint that can be written using
the following form:

f(q) = 0 (2.15)

where f : C 7→ R [20]. If it is not possible to reduce the equation to
the above form, the constraint is nonholonomic. As noted in [37], the term
nonholonomic has sometimes been used in a more narrow sense in the path
planning field as a synonym for kinematic constraints, especially in early
work on car-like robots.

2.3 Path Planning

Motion planning is a general term for the problem of finding a plan for
moving a robot from one configuration or state to another. Strict defini-
tions of the problem vary depending on the nature of particular problems.
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Motion planning without differential constraints is commonly referred
to as path planning, which is defined as the problem of finding a path, τ ,
from an initial configuration, q0, to a goal configuration, qg, satisfying the
obstacle constraint γ:

τ(0) = q0 (2.16)

τ(1) = qg (2.17)

γ(τ) (2.18)

This problem is also referred to as the basic motion-planning problem in
[35]. It is not uncommon to also include problems with kinematic con-
straints in this class.

Another important class of problems is kinodynamic motion planning,
i.e., motion planning under kinematic and dynamic constraints. These
problems are often described in terms of a parametric state-transition func-
tion, and the problem involves finding a control input signal, u, parame-
terized over time, such that the system reaches the goal-state if starting at
the initial state. With this approach, the solution describes the evolution
of the system over time as a time-parameterized path through the state
space of the system.

In this thesis, we will focus on finding a geometric path through the
configuration space, but unlike the basic path planning problem defined
above, we will also consider dynamic constraints in order to create paths
that are well suited for the helicopter. With this approach, the path plan-
ning process and the plan execution are more loosely coupled, and the
flight along the path can be performed at different speeds, and to some
extent different attitudes of the helicopter.

2.4 Completeness, Optimality and Complexity

Planning an optimal path in an environment with obstacles is an in-
tractable problem in all but the simplest cases. Even a seemingly simple
problem, e.g., finding the optimal path for a point-like robot in three-
dimensional space with polyhedral obstacles, is NP-hard [10]. If we want
to avoid sharp corners by limiting the maximum curvature of the path,
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the path planning problem is NP-hard in the number of obstacle vertices,
already in two dimensions [47]. These problems correspond to planning a
path for a free flying helicopter with piecewise linear paths and planning
for a car-like robot with limited turning capabilities.

However, by relaxing the requirements on completeness and optimality,
it is possible to develop path planning algorithms that give satisfactory so-
lutions to many problem instances. Two examples of such algorithms that
will be presented in chapter 4 are based on probabilistic roadmaps and
rapidly exploring random trees. These algorithms have a weaker com-
pleteness property called probabilistic completeness [24, 34]. An algorithm
is said to be probabilistically complete if the probability of finding a so-
lution converges to one, given a sufficient running time. However, these
properties are mainly of theoretical interest, since the high complexity of
the path planning problem makes complete planners unfeasible for most
practical problem instances.



Chapter 3

Early Path Planning

Algorithms

In this and the next chapter, an overview is given of the major approaches
for solving path planning problems. We will begin in this chapter with a
short survey of early path planning techniques before we continue with
modern sampling-based planners in the next chapter. This chapter is
largely based on Latombe’s book on motion planning [35], but references
are also given to some of the original work.

Latombe differentiates between four major approaches to motion plan-
ning: roadmaps, exact cell decompositions, approximate cell decompo-
sitions, and potential fields. Classical roadmap and cell decomposition
planners are both deterministic and complete, unlike the sampling-based
planners described in the next chapter. In practice, they are only applica-
ble to problems of low dimensions, which is not surprising given the high
complexity of the path planning problem.

Potential field planners differ from the above planners in that they are
heuristic planners that use artificial potentials to guide a gradient descent
search through Cf . Although they are incomplete, they have been a pop-
ular choice since they are efficient for many practical problems, also in
high-dimensional configuration spaces.

In this chapter, we will first go through classical roadmap and cell
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decomposition algorithms before we continue with potential field planners.

3.1 Classical Roadmap Algorithms

Roadmap algorithms generate a graph, called a roadmap, that represents
the connectivity of the free configuration space of the robot. The roadmap
is constructed in a way that makes it easy to connect the start and goal
configurations to it, and when this has been done, graph search algorithms
can be used for finding a path. There exist several different methods for
constructing the roadmap, some of which are described in this section.

The visibility-graph algorithm is mainly applicable to two-dimensional
models with polygonal obstacles. For such an environment, the roadmap
can be constructed from the obstacle vertices, which are used as nodes in
the roadmap. Edges are added between nodes that can see each other, i.e.,
two nodes are connected if there is a straight-line path between them that
does not intersect any obstacle. If the graph is searched with an optimal
graph-search algorithm, e.g., A*, the solution will be the shortest path
possible in the model.

The visibility-graph algorithm extends also to three dimensions with
polyhedral obstacles. However, the solution will no longer be optimal, since
the optimal path may grace edges of the obstacles rather than corners in
this case, e.g, the optimal path between the centers of two faces of a cube
does not pass any corner of the cube.

Another basic roadmap construction algorithm is the retraction algo-
rithm. Unlike the visibility-graph method, which produces paths in con-
tact with obstacles, the retraction method finds paths that maximize the
clearance to obstacles. With the retraction method, the Voronoi diagram
derived from the obstacle vertices and edges is used as roadmap. A Voronoi
diagram consists of points that have more than one nearest point in the
obstacle region. For polygonal obstacles the Voronoi diagram is made up
of straight lines between pairs of vertices or edges and of parabolic arcs
between pairs with one vertex and one edge. The Voronoi diagram can be
constructed in O(n log n) time [33].

The visibility-graph and retraction algorithms are mainly of interest
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for path planning in two dimensions, even if there are some extensions for
higher dimensional configuration spaces.

A more general algorithm is due to Canny [11]. Canny’s roadmap
algorithm is applicable to path planning problems of any dimension, and
for any type of obstacle that can be described as semi-algebraic sets, i.e.,
sets whose boundaries can be described with polynomial relations.

For an n-dimensional problem, Canny’s roadmap algorithm uses a hy-
per plane of dimension n− 1 that sweeps through the configuration space
along a coordinate-axis, ei. At each point along this axis, the boundary
of Cf gives rise to an n− 1-dimensional silhouette within the hyper plane.
The algorithm keeps track of the extreme point of this silhouette along a
different coordinate-axis, ej , i 6= j. As the plane is moving, these extreme
points trace curves that become edges in the roadmap. At critical points,
where the set of extreme points changes, the algorithm is called recursively
in the (n − 1)-dimensional hyper plane in order to connect the different
sub-graphs that are constructed from the curves traced by the extreme
points.

3.2 Cell Decomposition

Cell decomposition methods are path planning algorithms based on the
idea of dividing Cf into smaller regions in a way that makes it easy to find
paths between any two points within each cell. Cell decomposition methods
can be further divided into exact and approximate methods, where the
former creates a partitioning of Cf , while the latter only give approximate
representations of Cf , using cells of regular shapes.

In two dimensions with polygonal obstacles, a simple and efficient
method for exact cell decomposition is vertical decomposition. This al-
gorithm constructs the cells and a cell connectivity graph, by moving a
sweep line along one coordinate axis and keeping track of the cells and
edges currently intersected by that line. The cells are triangular or trape-
zoidal and bounded by two obstacle edges and one or two edges parallel
with the sweep line. When a new obstacle vertex is reached, the current
set of cells is updated by removing any cell touching that vertex. One,
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two, or no new cells are added in front of the sweep line, depending on the
orientation of the edges extending from the vertex. These new cells are
also added to the connectivity graph and connected to the cells that were
removed. With suitable representations for active cells and edges during
the sweep, this construction can be performed in O(n log n) time.

When the cell decomposition has been made, path planning queries can
be resolved by locating the cells containing the start and goal points and
performing a graph search in the connectivity graph.

Approximate cell decomposition differs from exact cell decomposition
in that it divides the configuration space into regular regions of some shape,
normally rectangles. These regions are labeled as either empty, if they
are collision free, full, if they lie completely inside obstacles, or mixed
otherwise. The construction of the cells is done recursively, and a tree
of cells is built. In two dimensions each rectangle is divided along both
dimensions which gives four sub-rectangles, and the tree will be a quad
tree. In three dimensions a similar construction gives rise to an oct tree.

To find a solution to a path planning query, the cells containing the
start and goal points are first located. The connectivity graph of these
cells are then searched for a path containing only empty or mixed cells.
If there are mixed cells in the path, these are decomposed further, and a
new graph search is performed. This process is repeated until a path only
consisting of empty cells is found.

3.3 Potential fields

The use of potential fields for path planning was introduced by Khatib,
who described such an algorithm for use with a robotic arm [32].

Potential field planners use a potential defined over Cf , which is used for
guiding the robot towards the goal, while avoiding obstacles. The potential
field is calculated as the sum of an attractive potential that guides the
robot towards the goal and a repulsive potential that steers it away from
obstacles. For the attractive potential, the square of the distance to the
goal can be used. The repulsive potential should tend to infinity when the
robot approaches an obstacle, but be zero when the robot is far from any
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obstacle.
To plan a path for a robot, a gradient descent search is performed, by

taking the gradient of the potential field and applying that as a force on the
robot. This process can be performed in advance for a known environment
by simulating the robot’s motion, or it can be performed online. Online
planning can also be done in unknown environments since the potential
field method only uses local information about obstacles.

The use of only local information to determine the direction of motion
has a disadvantage in that the robot can get stuck in local minima. Several
different solutions to this problem have been devised (some of which are
described in Latombe’s book [35]). One of the most significant is the
Randomized Path Planner (RPP) by Barraquand and Latombe [3]. This
planner alternates between greedy search on a grid in the potential field and
random walks. The greedy search is performed until the algorithm detects
that it has reached a local minimum with all neighbors having a higher
potential. It then switches to random walk for a number of iterations,
before again performing a greedy search. This process is repeated until
the goal is reached.
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Chapter 4

Sampling-based Path

Planning Algorithms

Sampling-based path planners have been successfully applied to a wide
variety of robotic systems and represent today the standard method for
solving path planning problems. They differ from classical algorithms in
that they do not process an explicit geometric description of Cf . Instead
they sample robot configurations randomly from Cf and attempt to con-
nect these by means of a robot-specific local path planner. Since the al-
gorithms can be adapted to many different robots by simply plugging in a
suitable local planner, they are much more generic than most classical path
planning algorithms. This path planning approach also provides a better
separation between the planning algorithm and the representation of the
environment since the only interaction with the model of Cf is through
testing configurations and paths for collisions.

There are both multiple-query and single-query variants of sampling-
based path planning algorithms. Planners of the first type use precompiled
data structures to quickly solve multiple queries in the same environment,
while planners of the second type are optimized to directly solve a single
query. The most popular algorithms from these two categories are the
probabilistic roadmap algorithm (PRM) and the rapidly-exploring ran-
dom tree algorithm (RRT) respectively. These two algorithms will first be
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described for holonomic robots, together with some extensions and theo-
retical results. After that, methods for handling kinematic and dynamic
constraints are presented. The last section is devoted to extensions for
handling time and change in path planning.

4.1 Probabilistic Roadmaps

The introduction of the probabilistic roadmap algorithm (PRM) [29] repre-
sents an important milestone in the path planning field. It made it possible
to solve challenging problems for robots in high dimensional configuration
spaces that were far beyond the capabilities of earlier path planning algo-
rithms.

In this section, the basic PRM algorithm will be presented first, after
which some of the numerous extensions for improving roadmap coverage
and the efficiency of the algorithm are described. In the final subsection
some theoretical results are presented.

4.1.1 The Probabilistic Roadmap Algorithm

The PRM algorithm is a two-stage algorithm as illustrated in figure 4.1.
First, a graph is constructed representing the free configuration space, Cf ,
of the robot. This graph is then used for quickly solving path planning
queries with conventional graph-search algorithms.

The roadmap construction algorithm, shown in algorithm 4.1.1, starts
by picking n random configurations in Cf that become the nodes of the
graph. An example is shown in figure 4.2(a) where a number of random
points have been placed around two obstacles. The next step is to connect
the configurations with a local path planner, PL, suitable for the particular
robot. The local path planner is a simple deterministic planner that pro-
duces paths that match the motion capabilities of the robot but ignores the
obstacles. In figure 4.2(b), the points are connected with a local planner
that produces straight lines. The paths generated by the local planner are
checked for collisions, and only the paths that are collision free (continuous
lines in the figure) are added as edges to the graph.



4.1 Probabilistic Roadmaps 25

World model

��

Roadmap construction

Offline
Online

Start and goal
positions

// Graph search

��

Finished path

Roadmap

��

Figure 4.1: The stages of PRM planning, with an offline roadmap con-
struction phase and the online graph-search.
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Figure 4.2: Construction of the roadmap.
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Algorithm 4.1.1 The algorithm for constructing a roadmap in the config-
uration space, C, of the robot, under the no-collision constraint, γc, using
the local path planner, PL.

ConnectNode(q, γc, PL, 〈N,E〉)
1 Nq ← {n | n ∈ N, d(q, n) < r} /* Nodes within distance r */
2 for n ∈ Nq in order of increasing d(q, n) do

3 τ ← PL(q, n) /* Local Path */
4 if γc(τ) then

5 E ← E ∪ {〈q, n〉}
6 end if

7 end for

MakeRoadmap(C, γc, PL)
1 N ← ∅ /* Set of Nodes */
2 E ← ∅ /* Set of Edges */
3 for i = 0 to n do

4 repeat

5 pick q randomly from C
6 until γc(q)
7 N ← N ∪ {q}
8 end for

9 for q ∈ N do

10 ConnectNode(q, γc, PL, 〈N,E〉)
11 end for
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Algorithm 4.1.2 Plans a path between q0 and qg, satisfying the no-
collision constraint, γc, by using the roadmap graph, G, and the local
path planner, PL.

PRM Query(q0, qg, γc, PL, G)
1 ConnectNode(q0, γc, PL, G)
2 ConnectNode(qg, γc, PL, G)
3 return A*-search (q0, qg, G)
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(a) To solve the planning prob-
lem, the start and goal points
are added to the graph.
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(b) The resulting graph can
then be used for solving the
planning problem with standard
graph-search algorithms.

Figure 4.3: Online planning using the precompiled roadmap.

The second stage of the algorithm is performed online, when the robot
needs to move between two configurations, and is shown in algorithm 4.1.2.
The start and goal configurations are added to the graph in the same man-
ner as when the graph was built, by trying to connect them to nodes already
in the graph using the local path planner (figure 4.3(a)). If this succeeds,
the planning problem can be solved with standard graph search algorithm,
e.g. A*, as is shown in figure 4.3(b), and the planner returns a series of
waypoints in Cf . The waypoints specifies a unique path that can be re-
trieved by connecting them with the local path planner. Since the local
path planner is deterministic, the same path segments are generated as dur-
ing the roadmap construction phase. If the environment hasn’t changed,
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the path generated in this manner is guaranteed to be collision free since
each segment was checked during the roadmap construction phase.

If a connection attempt or the graph search fails, the planner reports
that no plan was found. For difficult environments, more elaborate schemes
for connecting the nodes can be used. A random walk or random bounce-
walk1 can be initiated from the start- or goal-configuration in hope of
finding a path that leaves the problematic area where the configuration is
located [29, 41, 42].

After a path has been found, it is usually subjected to a smoothing
procedure, to eliminate the unnecessary jaggedness of the path that often
occurs as a result of the probabilistic nature of the algorithm.

4.1.2 Improved Roadmap Construction

Due to the uniform sampling scheme of the standard PRM algorithm, the
same number of nodes and edges are tried in open regions in Cf as in
more complex regions. Since the chance of finding collision free nodes and
edges is smaller in these more complicated regions, fewer nodes and edges
are added there, where they are needed the most. In order to bias the
roadmap construction towards more difficult regions and thereby produce
better roadmaps, with fewer nodes, many different roadmap construction
schemes have been devised. Some of the more important ideas will be
described in the following subsections.

Sampling near obstacles

Difficult regions generally lie close to obstacles, and from this observation
it is natural to seek sampling schemes that place nodes in close proximity
of obstacles.

In [42], where a planner is described for car-like robots in a two-
dimensional polygonal environment, an extra node is added outside each
edge and vertex of the obstacles. At these nodes, the robot is oriented

1Random bounce-walk is a variant of random walk where the walk starts in a random
direction and then changes direction upon hitting obstacles until a certain distance has
been traveled or a maximum number of iterations have been performed.
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perpendicular to the normal of the obstacle vertex or edge. A number of
tests shows that this form of geometric node adding gives a large boost in
efficiency for environments with rooms and corridors, as long as not too
many narrow passages are present.

However, relying on an explicit representation of Cf is generally
avoided, since such a representation can be very expensive to construct. In
[2], this is accomplished by iterating over the obstacles and placing nodes
at the intersections between the obstacle surface and rays extending from
a central point of the obstacle. The distance to the surface is found with
a binary search, by testing at what distances the point is in collision with
the obstacle.

Another way of focusing the node distribution to the obstacle bound-
aries is called Gaussian Sampling [8]. This method is inspired by the image
processing operation Gaussian blur, and the idea is to use the blurred im-
age of the obstacles as a sample distribution for a PRM planner. The
Gaussian blur distribution is achieved implicitly, without any processing
of the configuration space besides collision checking, by the following sam-
pling method: Nodes are sampled pair-wise, by first picking a random con-
figuration in C and then picking a nearby configuration from a Gaussian
distribution centered at the first configuration. If one of the two configura-
tions is collision free while the other is not, the collision free configuration
is added to the roadmap. Due to the requirement that the robot intersects
an obstacle in one of the configurations, no nodes will be placed far from
obstacles.

This idea was taken one step further in [22], where it was observed
that even if sampling close to obstacles does indeed improve the ability
of the PRM planner to find narrow passages, it is often the case that
large parts of the boundary surfaces of the obstacles are uninteresting for
finding solutions to path planning problems. Instead, a sampling scheme
is proposed where short line segments are randomly generated. If the two
end points intersect with obstacles, but the middle point is collision free,
the middle point is added to the roadmap. The idea behind this sampling
scheme is that when the middle point is collision free and the two end
points are not, it is likely that the middle point is between two obstacles.
Since the line segments span over the free configuration space from two
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points within obstacles, this method is called the bridge test. Some nodes
are also required in more open areas of the configuration space, so some
additional configurations are sampled uniformly, just as with the standard
algorithm.

Another method for finding paths through narrow passages is presented
in [23]. The idea here is to first build a roadmap for a dilated free space,
where some degree of penetration of the robot into obstacles is allowed.
This has the effect of widening narrow passages, which increases the chance
of connecting different parts of the free space. To arrive at a roadmap
that correctly represents the free space, the nodes and edges that intersect
obstacles are pushed into the true free space of the robot. For nodes, this
is done by testing a number of random configurations in a circular ring
around the node and moving the node to the location of a collision free
node if any such node is found. After the nodes have been relocated, each
edge is tested to see if it is collision free. For edges that are not collision
free, an attempt to reconnect the end-points is done by building a small
roadmap with nodes sampled in a local, rectangular region between the
two nodes.

Focus on Difficult Areas

Focusing the sampling distribution on difficult areas can also be done by
using information gained through the roadmap construction itself. The
roadmap is generated to help find plans, and as a side effect of its con-
struction, it also provides information on which parts of the configuration
space that are difficult with respect to path planning.

In [29, 30], the learning phase is divided into a number of stages. First,
nodes are sampled with a uniform random distribution as in the basic
PRM algorithm. In the second stage, the sampling is instead focused on
improving the connectivity of the roadmap by placing samples in difficult
areas. This is done by assigning a weight to each node from the first
stage that describes how difficult the area is around the node. In [29], this
weight is calculated as the failure ratio for connection attempts involving
the node in question, while in [30] it is the inverse of the degree of the node.
Other alternatives are also presented in these papers. The sampling in the
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second stage is performed by selecting a node in the roadmap randomly,
with a probability proportional to the weight of the node, and then picking
a new random configuration in its neighborhood. The expansion is made
by performing a random bounce walk from the new configuration. After
a certain number of iterations of random walk, connection attempts are
made from the new configuration to the roadmap as in the first stage.

To further increase the chance of connecting separate components, an
additional, third stage is added in [30] where several attempts are made
to connect nearby nodes from each pair of components by calling a single-
query-planner.

Visibility-based PRMs

The algorithms in the two previous sections focus the search to difficult
areas by biasing the sampling to such areas. In the visibility-based PRM
algorithm [36, 50, 51], a good roadmap is instead sought for by avoiding
to add redundant nodes in regions already covered by other nodes. To
accomplish this, two types of nodes in the graph are distinguished: guards
and connections. Guards are nodes that are intended to cover as much as
possible of Cf , while connection nodes, as the name suggests, connect the
guards together. A central idea used in this algorithm is the visibility of a
guard, which is the part of Cf that is reachable from the guard using the
local path planner.

As with the basic algorithm, the visibility-based roadmap is con-
structed by repeatedly picking random configurations for the robot. For
each new configuration, a check is made to see if any guards already present
can be reached from the new configuration by using the local planner.
There are three possible cases depending on how many guards that are
seen:

i) No guard is reachable from the new configuration. The configuration
is added to the set of guards.

ii) At least two guards that are not yet graph connected are reachable
from the new configuration. In this case, the newly generated configu-
ration is connected to the guards and added to the set of connections.
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iii) Only one guard, or guards belonging to a single connected component,
can be reached. Since this configuration already lies in the visibility
domain of some guard and it does not improve the connectivity of the
graph, it is discarded.

This sampling scheme gives a roadmap where two guards will never see
each other directly, but can be connected to each other by connection
nodes located in their common visibility area.

4.1.3 Lazy PRM

In most practical applications of the PRM algorithm, the most computa-
tionally expensive operation is the collision checking of configurations and
paths. For single-query applications, only a small subset of the edges is
normally visited during graph search, which makes many of the calls to the
collision checker unnecessary. This observation has led to a variant of the
probabilistic roadmap algorithm called lazy probabilistic roadmaps, where
the collision checking is postponed until the query phase [6, 7].

During the roadmap construction phase of the lazy variant, edges are
added between all pairs of nodes, or pairs of nodes that are within a certain
distance from each other, without considering collisions. A planning-query
is resolved by a standard graph search, and the segments of the resulting
path are checked for collision. If all segments of the path are collision
free, the path is a solution, otherwise the offending segments are removed
from the roadmap, and a new graph search is made. These operations are
done repeatedly until a collision free path is found, or the graph search
fails, which means that no solution could be found. The advantage of this
method is that only a subset of the edges in the roadmap has to be checked
for collision, which reduces the combined time for roadmap construction
and graph search.

4.1.4 Theoretical Results

The probabilistic roadmap algorithm proved already from the start to be a
very successful algorithm for practical applications. Efforts have also been
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made to investigate the theoretical aspects of the algorithm, and how its
performance depends on properties of the free configuration space, Cf .

Two such properties for describing Cf are ǫ-goodness [31] and (ǫ, α, β)-
expansiveness [25]. ǫ-goodness describes the degree of isolation of a point
in Cf , by setting a lower limit on the visibility region, V, of the points in
Cf . A point, p ∈ Cf , is said to be ǫ-good if

µ(V(p)) ≥ ǫµ(Cf ) (4.1)

where µ is a volume measure for C. This formula means that all points in
an ǫ-good configuration space must be reachable from at least an ǫ fraction
of Cf . The free space, Cf , is said to be ǫ-good if all points, p ∈ Cf , are
ǫ-good.

A first step towards a proof of probabilistic completeness for the PRM
algorithm was taken in [31]. Here it was shown that given a sufficient
number of nodes in the graph, the start and goal configuration can be
added to the graph with a high probability. The minimum number of
nodes required to achieve a connection probability of 1− β, was shown to
be

n =
c

ǫ

(

ln
1

ǫ
+ ln

4

β

)

(4.2)

where c is a constant large enough so that (1−x)(c/x)(ln 1/x+ln4/β) ≤ xβ/f .
Being able to connect the start and goal configurations to the roadmap

is not sufficient to guarantee a solution. The roadmap must also correctly
describe the connectivity of the free space, i.e., if it is possible to find a
path between two nodes, they must be in the same roadmap component. In
[25], the notion of (ǫ, α, β)-expansiveness was introduced for describing the
degree of connectivity that exists between subsets of connected components
of Cf . For a subset, S, of a connected component, F ⊆ Cf , the lookout set
is defined as

lookoutβ(S) = {q ∈ S | µ(V(q)− S) ≥ βµ(F − S)} (4.3)

where β ∈ (0, 1], i.e., the lookout set is the part of a subset that can
see a reasonably large part of the rest of the connected component. An
(ǫ, α, β)-expansive free configuration space is an ǫ-good free configuration
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space where all connected subsets, S, of a connected component in Cf , has
a lookout-set that sees a sufficient portion of the rest of the component,
i.e.,

µ(lookoutβ(S)) ≥ αµ(S) (4.4)

For free spaces that are (ǫ, α, β)-expansive it is shown in [25] that with
2⌈8 ln(8/ǫαγ)/ǫα + 3/β⌉ + 2 nodes in the roadmap, the probability is at
least 1− γ that there is only one roadmap component for each connected
component of the free space.

This result, together with the result on the probability of connecting the
start and goal configuration to the roadmap, proves that the probabilistic
roadmap algorithm is probabilistically complete.

For practical applications, the above results are hard to apply directly,
since the parameters are hard to calculate in any but the simplest free
spaces. In [28], an alternative analysis is done, where the minimal path-
clearance is instead used as a parameter for describing the complexity
of the free-space from a planning perspective. The proof is built on the
observation that if there is a path of length L between two configurations
with clearance R, it is possible to place 2L/R balls along the path so that
any point in two neighboring balls can be connected with a collision free
straight-line path. If N nodes are sampled uniformly for the roadmap, the
probability of not having any of them fall within a specific ball is

(

1−
πRd

2d

)N

(4.5)

where d is the dimension of C. Given that there are 2R/L balls along the
path, the probability that there is a ball without a node is less than

2L

R

(

1−
πRd

2d

)N

(4.6)

which is also an upper bound of the failure probability for the PRM algo-
rithm.

A collection of all the above results, by the same authors, can be found
in [24].
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Figure 4.4: The expansion step of the RRT algorithm. A configuration, q,
is picked randomly from Cf and an extension of length d is made towards
it from the closest node already in the tree, qnear. If the path from qnear to
qnew is collision free, qnew is added to the tree.

4.2 Rapidly Exploring Random Trees

It is possible to use the PRM planner as a single-query path planner by
performing both the roadmap construction and the graph search in the
query phase. However, if the start and goal configurations for the robot
are known, this information can be used to explore Cf more efficiently. The
rapidly-exploring random tree algorithm (RRT) is a simple, yet efficient
algorithm, for building search trees that quickly explores Cf . This makes
it a suitable basis for an efficient single-query path planner [34, 38, 39].

4.2.1 Constructing RRTs

The BuildRRT-algorithm (algorithm 4.2.1) repeatedly expands a tree, T ,
from an initial configuration, qinit. The expansion step (illustrated in fig-
ure 4.4) is performed by picking a random point, q, in the environment
that serves as a direction for the expansion, and locating the point already
in the tree that is closest to q. This point, qnear, is used as the base for
the expansion and a small step of length d is taken in the direction of q to
a new point qnew. If the local planner is able to find a path from qnear to
qnew and that path is collision-free, qnew is added to the tree as a child to
qnear.

The RRT expansion gives a good sparse coverage of an area as can be
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Algorithm 4.2.1 Builds an RRT from qinit.

NewState(qnear, q)
1 if |q − qnear| ≤ d then

2 return q
3 else

4 return d
|qnew−qnear|(qnew − qnear)

5 end if

Extend(T, q)
1 qnear ← closest-node(T, q)
2 qnew ← NewState(qnear, q)
3 if γc(PL(qnear, qnew)) then

4 T. add-child(qnew, qnear)
5 end if

BuildRRT(qinit)
1 T ← {qinit}
2 for i = 0 to n do

3 pick q randomly from C
4 Extend(T, q)
5 end for
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(a) RRT (b) Voronoi diagram

Figure 4.5: An example of an RRT in an empty environment with 200
nodes and the corresponding Voronoi-diagram after 50 expansions.
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seen in figure 4.5(a). This is due to the method for choosing the node in
the tree from which the next extension is made. In figure 4.5(b), a Voronoi
diagram is shown for the first 50 nodes in the tree. Since the choice is done
by finding the node closest to a random configuration, the probability of
selecting a specific node is proportional to the size of the corresponding
region in the Voronoi diagram. As can readily be seen in the diagram, this
steers the algorithm to mainly expand from the outmost nodes, with large
Voronoi regions, during the early stages of the tree construction.

4.2.2 Using RRTs for Path Planning

The RRT-Connect planner (algorithm 4.2.2; [34]) is a bidirectional planner
that extends two RRTs from the initial configuration, q0, and the goal
configuration, qg. The algorithm alternates between extending the two
trees, and for each new node added to a tree, an attempt is made to also
connect the node to the other tree. This connection attempt is made by
extending from the node repeatedly until the nearest node in the other
tree is reached or the extension fails.

A number of variations of the algorithm are also suggested in [34],
e.g., the Connect-call can be replaced by a call to Extend which gives a
somewhat simpler planner, or the planner can be made greedier by using
Connect rather than Extend in all places.

4.2.3 Theoretical Results

Like the PRM algorithm, the RRT algorithm is probabilistically complete.
This property is in fact more natural for RRTs since it is achieved solely
by letting the RRT expansion continue until a solution is found. For the
PRM algorithm, probabilistic completeness is only achieved by repeatedly
expanding the roadmap when a runtime planning query fails, which negates
the advantage of having a precompiled roadmap generated offline.

In [34], it is shown that if Cf is an open connected component of C,
the vertex distribution of an RRT converges to the random distribution
used for building the RRT (which is usually uniform over the configuration
space). The proof is constructed in two steps. First, it is shown that if
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Algorithm 4.2.2 — Builds two trees from the initial configuration qinit

and the goal configuration qgoal and continuously attempts to connect
them.
Connect(T, q)
1 qnear ← closest-node(T, q)
2 qnew ← NewState(qnear, q)
3 while γc(PL(qnear, qnew)) do

4 T. add-child(qnear, qnew)
5 if qnear = qnew then return

6 qnear ← qnew

7 qnew ← NewState(qnear, q)
8 end while

RRTConnectPlanner(qinit, qgoal)
1 Ta ← {qinit}
2 Tb ← {qgoal}
3 for i = 0 to n do

4 q ← random free configuration
5 if Extend(Ta, q) succeeds then

6 if Connect(Tb, q) reaches q then

7 return make-path(Ta.branch-of(q), reverse(Tb.branch-of(q)))
8 end if

9 end if

10 swap(Ta, Tb)
11 end for
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an RRT is built in an open convex connected component, the RRT expan-
sion will come arbitrarily close to any configuration in that component,
given a sufficient number of iterations. This result is combined with the
observation that for a connected component, there is a path connecting
any two nodes, and this path can be covered with a finite number of open
balls, which can be used to show that the RRT will cover also non-convex
components. This result forms the basis of the probabilistic completeness
proof, since any free configuration not lying on the boundary of an obstacle
is in the center of a collision free ǫ-ball, and since the RRT is dense in Cf ,
if the sampling distribution is, some vertex of the RRT will eventually fall
in that ǫ-ball.

4.2.4 Optimization of paths

The selection of the tree node from which the extension will be made in
BuildRRT is based on which node is closest to the randomly picked point
in Cf , according to some metric. This is a greedy heuristic that gives a
rapid exploration of the configuration space as noted above. However, the
paths that are found by the RRT planner are often not near the optimal
solution.

The greediness of the algorithm can be reduced by also taking into
account the path cost from the initial configuration to the nodes in the
tree, similarly to how optimality is achieved for A*. This approach is
briefly discussed in [9] where the following formula defines a heuristic cost
for selecting what node to expand from.

c = β length(path(qinit, qnear)) + distance(qnear, q) (4.7)

The gain-factor, β, controls to what degree the path length influences the
choice of node for expansion. For β = 0, the choice is made in the same
manner as in the ordinary algorithm, but when β is increased a greater
weight is placed on avoiding sub-optimal paths. However, when β reaches
1 (which in some sense is analogous to A*), all expansions will be from qinit

since any other node would mean a detour. An appropriate choice of β is
highly domain-dependent. In a case of repeated replanning, the authors of
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[9] suggests a scheme where β initially is set to 0, and then continuously
adjusted in the interval [0, 0.65] depending on the success of the planner.

4.2.5 Probabilistic Roadmaps of Trees

In [1], a combination of the PRM and RRT algorithms, called probabilis-
tic roadmaps of trees (PRT), was introduced. It combines the superior
coverage of the RRT algorithm with some of the advantages of the PRM
algorithm, e.g., a roadmap that can be reused for multiple queries and a
greater degree of robustness. Like the PRM algorithm, the PRT algorithm
generates a roadmap in a precompilation phase, but instead of trying to
connect each node to its closest neighbors directly with a local path plan-
ner, a tree is constructed at each randomly sampled point. This tree can
be an RRT or some other form of tree suitable for path planning.

The roadmap construction of the PRT algorithm proceeds in the follow-
ing steps: First, a number of points in the configuration space are sampled
randomly, and from each of them a tree is built. From these trees, a set
of candidate edges are formed by taking the pairs of trees that lie closest
together, and a number of randomly chosen pairs of trees. To add a can-
didate edge to the roadmap, nearby vertices in the two trees are tested for
connection, or if that fails, a bidirectional path planning attempt is made.
If this connection succeeds, an edge is added between the two trees. In [1],
only edges that contribute to increasing the connectivity of the roadmap
are added. A comparison in [1], showed better results for the PRT planner
than both PRM and RRT planners on several hard problems.

4.3 Kinematic constraints

Up to this point, only holonomic robots have been considered. For many
practical applications, the robots are subjected to various nonholonomic
constraints. In this section some work related to kinematic constraints is
presented, mainly studies of path planning for car-like robots. All these
studies are done in a PRM setting, but similar techniques could also be
applied with an RRT planner.
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4.3.1 Kinematic Path Planning with PRM

The PRM algorithm can be used directly for path planning under kine-
matic constraints if it is equipped with a suitable local path planner.
Svestka and Overmars introduced such a planner for general car-like robots
and forward-moving cars, with a local path planner that produces paths
by a combination of circular paths of minimum turn radius and straight
lines [42].

Some care has to be taken for robots with an asymmetric local path
planner, e.g., forward-moving cars, since the existence of a path in one
direction does not necessarily imply that there exists a path in the other
direction. Thus, it is necessary to use a directed graph for describing the
roadmap.

To reduce the size of the roadmap, an acyclic graph was used with this
planner. Such a graph can be generated in a simple and efficient manner
for the general car (that can go both backwards and forward) since an
undirected graph can be used in that case. For a forward-moving car,
where a directed graph is required, it is nontrivial to retain an acyclic
graph, but it can be achieved in terms of forward and backwards reachable
sets [42].

4.3.2 Customizable PRM

The PRM algorithm spends a large amount of work to build a roadmap
that can be used for answering multiple path planning queries for a certain
robot in a given environment. This makes the planner rigid and slow in
adapting to various changes to the planning problem, since information
about both the environment and the robot mechanics is encoded into the
roadmap.

A more flexible approach to PRM planning for car-like robots with re-
gards to kinematic constraints was taken by Song and Amato [52]. Instead
of building a roadmap for a specific car, an approximate roadmap is built,
with only partial collision checking of edges. The idea is that this roadmap
gives an approximate description of the environment that can be refined
in the runtime phase for cars with a particular minimum turn radius.
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The approximate roadmap of customizable PRM (C-PRM) is con-
structed in two steps:

1. A straight-line control roadmap is built, disregarding nonholonomic
constraints, and with only midpoints of edges checked for collision.

2. The midpoints of the edges are used as nodes in the approximate
roadmap, and an attempt is made to connect each node with the
midpoints of the neighboring edges of the control roadmap. The
connections are made with paths consisting of a straight-line segment
and a circle arc of maximal radius, and the radius is recorded on the
edge. No collision checking is done for these edges.

Planning for a car with a minimum turn radius, r, is done by first removing
all edges with turn radius smaller than r. The planning is then performed
similarly to the LazyPRM algorithm since full collision checking of the
roadmap edges were not performed during roadmap construction.

4.3.3 Multi-Level Handling of Nonholonomic Constraints

For robotic systems subject to many nonholonomic constraints, it may be
unfeasible to find a solution by direct application of the PRM algorithm.
Such problems are treated in [49], where an algorithm called multi-level
path planning is described. With this algorithm a simplified problem,
P0, with only holonomic and possibly some nonholonomic constraints, is
solved first. The remaining nonholonomic constraints are added one at a
time to form P1, P2 and so forth, until all nonholonomic constraints are
handled. For each Pi, the solution to the previous problem, Pi−1, is used
as a starting point that is refined so that the ith nonholonomic constraint
is also satisfied.

For the refinement of a solution to satisfy additional constraints, two
methods are proposed in [49]: the Pick and Link-method (PL) and the
Tube Probabilistic Path Planner (Tube-PPP).

Using the PL method to transform a Pi solution into a Pi+1 solution is
done by first checking if the solution to Pi already satisfies all constraints
of Pi+1. If that is the case, we are done. If some constraint is not satisfied,
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the PL-algorithm divides the local path into two shorter paths and tries to
solve these with the extra constraints added. This operation is repeated
until a solution that satisfies all constraints of Pi+1 is found for each sub-
path. The PL method will always find a solution if the local path planner
fulfills what is referred to as the topological property in [48, 49]. The
topological property states that for any ǫ, there is a η, such that for any q
in a η-ball around a configuration q0, there is a path from q0 to q contained
in a ǫ-ball around q0. This means that the robot can move between any
two nearby configurations without moving far from them, e.g., a car can
move to a point close to the side by moving a short path forward and
then backwards while turning appropriately. A thorough treatise of the
topological property and its consequences for nonholonomic path planning
is given in [48].

The other method for path refinement presented in [49] is Tube-PPP,
which is a variation on the standard PRM algorithm, where the randomly
generated configurations are picked from a tube around the solution to the
Pi-problem. Tube-PPP generally finds paths faster and of higher quality
than PL, but is only probabilistically complete, whereas PL is complete.

4.4 Dynamic Constraints

For real world applications, the magnitude of actuator forces are normally
limited, and the planner needs to produce plans that stay within these
bounds. To achieve this, plans are generally formulated so that they de-
scribe the development of the complete system state over time, in the form
of a time-parameterized path through the state space. This stands in con-
trast to planning under holonomic and kinematic constraints, where the
plan can be represented as a path through the configuration space of the
robot.

Most of the work on dynamic motion planning with sampling-based al-
gorithms has been done with RRTs. The necessary adaptations for hand-
ling dynamic planning in this framework is described in the first subsec-
tion. After that, applications to both simulated and physical robots are
described.
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4.4.1 RRTs for Kinodynamic Motion Planning

RRTs are well suited for motion planning under dynamic constraints, and
were first introduced in a kinodynamic setting [38]. The RRT algorithm
from section 4.2 uses a local path planner for connecting configurations
just like the PRM algorithm, but connecting two arbitrary states in this
manner is a difficult problem in itself for many dynamic systems. The
advantage of tree-based planners, e.g., RRT planners, over roadmap-based
planners is that they can be modified so that they do not require a local
path planner that solves this problem. Instead, the tree can be built from
the initial state by integrating the system dynamics under different control
inputs.

This is done in the RRT algorithm by replacing the call to NewState
in algorithm 4.2.1 and 4.2.2 with a NewState function that integrates the
system dynamics under an applied control input. This function selects an
appropriate control input in order to take the robot closer to the random
state. If no such function is available, the planner can test different control
inputs randomly and select the one that leads to the state closest to the
new random state and add that to the tree.

The bidirectional RRT-Connect planner described in section 4.2.2 can
be adapted to kinodynamic planning by using the above mentioned change
[39, 40]. For the tree grown from the goal state, the expansion is done
through integrating the system dynamics in reverse. However, there is a
complication in that the two trees cannot be directly connected if there is
no local planner available. In [39, 40], the two trees are grown until one
node from each tree falls within a small distance, ǫ, from each other, and
the remaining discontinuity is left for the controller to handle.

If such a discontinuity is not acceptable a number of solutions to this
problem are proposed in [40], e.g., one or both of the trajectories can
be slightly perturbed or classical shooting techniques can be applied. A
detailed description of a method for connection through perturbations can
be found in [18].

A proof of probabilistic completeness for the RRT-Connect planner for
kinodynamic planning is given in [40].
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4.4.2 Application to Autonomous Helicopters

In [16, 17, 19] a hybrid controller is described that is designed for aggressive
maneuvering of an autonomous helicopter. The controller is based on a
finite automaton, which is called the maneuver automaton. This automa-
ton consists of states representing trim trajectories, which are trajectories
with constant control inputs, and state transitions describing finite-time
maneuvers for switching between different trim trajectories. The maneuver
automaton provides a near-optimal controller for bringing the helicopter
to an equilibrium point from any state of the system in obstacle-free envi-
ronments.

For planning in the presence of obstacles, an algorithm similar to the
RRT algorithm is used. First, an attempt is made to connect the initial
state directly to the goal state using the maneuver automaton. If this is
not successful, the segments of the path up to the first offending segment
serve as an initial planning tree. Additional primary nodes are sampled
from the set of equilibrium points, and the tree is extended to them with
the hybrid automaton.

Since the primary nodes are equilibrium points, paths that go through
these points are often far from optimal. To remedy this, additional sec-
ondary nodes are added to the tree. Each secondary node is placed at
a random location along a trajectory segment and a connection attempt
is made to the endpoint of the following segment, thereby bypassing an
intermediary equilibrium point.

4.4.3 Other Applications

There are many examples of applications of RRTs for kinodynamic plan-
ning in the literature. In [39], a number of kinodynamic motion planning
problems are presented, including translating and rotating bodies in both
two and three dimensions, with bounded acceleration. In the small-scale
environment (15-20 obstacles) in which the experiments were performed,
the RRT-planner managed to solve the problem with a computation time
ranging from seconds to minutes.

More realistic examples can be found in [12], where motion planning
for a simulated car is presented. Unlike the path planning examples in
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section 4.3, a much more realistic model of the car dynamics is used here
including slipping and skidding. This paper also presents an application of
RRTs for planning the reentry flight path in a simulation with a prototype
model of a reusable launch vehicle, NASA X33.

4.5 Time and Change

So far, we have discussed path and motion planning in static environments.
Changes in the environment can be analyzed on two different time scales
depending on how fast the changes occur. For rapidly changing environ-
ments, time has to be explicitly handled by the planner, something that
may not be necessary for slower changing environments where the execu-
tion time of a plan is short compared to the speed of change. However,
even for slowly changing environments, changes in the environment must
be considered if the planner keeps data structures that represent the envi-
ronment, e.g., roadmaps.

In this section, the explicit representation of time for moving obsta-
cles will be considered first, before some methods for keeping roadmaps
updated in changing environments.

4.5.1 Moving obstacles

If the trajectories of moving obstacles are known in advance, it is straight-
forward to extend sampling-based motion planning algorithms to also in-
clude moving obstacles (see, e.g., [35, 37]). This can be done by planning
the path in the space-time: Cf ×T , where T is a time interval in which the
plan will be contained. Stationary obstacles are represented as cylinders
in Cf ×T with a base of the shape that the obstacles have in Cf . For mov-
ing obstacles, the cylinders are slanted in the direction of motion. Sample
based planners can be used in roughly the same way as in the timeless
case, by sampling in C×T and testing connections against the space-time
obstacles, but naturally paths are only possible forward in time. Since
kinodynamic planners generally already incorporate time, they are often
capable of handling moving obstacles of this type. This is the case with
the application to autonomous helicopters described in section 4.4.2
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4.5.2 Roadmap Updates

Planning in a changing environments with multiple-query algorithms, e.g.,
the PRM algorithm, involves a further complication since trajectories for
the moving obstacles need to be known already when the roadmap is built.
This is an unrealistic assumption for most real-world applications, where
these obstacles may be detected first at query time. One solution is to use
single-query algorithms, but for many path planning problems, the robot
operates in a largely static environment with only a few non-stationary
objects that the robot must avoid. In such cases, it can be of great benefit
to have a precompiled roadmap for the static environment, so the online
algorithm only needs to process moving obstacles. However, this requires a
method for keeping the roadmap up to date in the changing environment.

In [26], a planner is described that generates a roadmap that only
considers static obstacles. In the query phase, new obstacles may have
appeared that invalidate some of the edges in the roadmap. Thus, it is
necessary to check that the solution is still collision free. If it is not, the
roadmap is partitioned into three components: nodes reachable from the
start configuration, nodes reachable from the goal configuration, and nodes
reachable from neither of the query nodes. An attempt is then made to find
connections between these three components. This is done by first locating
the nodes in the unreachable and goal component that are closest to the
start configuration, and try to connect them to their closest neighbors in
the start component. The nodes closest to the goal node in the start and
unreachable component are likewise tried for connections with nodes in the
goal component. If no direct connection is found, connection attempts are
also made with an RRT-Connect planner.

Another method is described in [27]. Here the roadmap is compli-
mented with a grid covering the same area of the workspace, and for each
grid cell, a list is kept of all nodes and edges overlapping that cell. This
makes it possible to invalidate regions of the roadmap quickly, as obsta-
cles move through the workspace. When an obstacle enters a grid cell, all
nodes and edges in that cell are temporarily invalidated until the object
has left the cell. During a search in the query phase, only nodes and edges
that are still valid are used.
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If the possible locations of non-stationary obstacles are known during
the roadmap construction it is possible to build a roadmap that guarantees
a solution regardless of where the obstacles are located runtime if such a
solution exist. An algorithm that does this is presented in [4]. This algo-
rithm is similar to PRM algorithms for acyclic graphs in that it tracks the
connectivity between the components of the graph. Since the connectivity
varies as the obstacles are moved, connectivity is no longer a simple binary
relation. Instead, the connectivity between the components of the roadmap
is described with the set of obstacle positions for which two components
are connected.

The algorithms in [4, 26, 27] are built on the assumption that the ob-
stacles are stationary during plan execution. In another algorithm de-
scribed in [5], obstacles moving along known trajectories can be handled.
This algorithm also starts with a roadmap built for the stationary obsta-
cles and the search through the roadmap is performed with an A*-like
search algorithm. Since only the static obstacles are respected during the
roadmap construction, collisions with moving obstacles are still possible
when traversing an edge in the roadmap. When a moving obstacle passes
through an edge, it gives rise to obstacle regions on the surface traced by
the edge in the space-time. In order to find a fully collision free path, a grid
search is performed on this surface, for each edge that is reached during
the search. This search is performed intertwined with searches on other
edges in the order specified by the A*-heuristic. A number of simulated
experiments using this algorithm are described for both mobile robots in
corridors and articulated robots in a 3D workspace. The algorithm can
also be used for planning paths for multiple robots, by planning a path for
one robot at a time.
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Chapter 5

Path Planning Framework

In order to test how different path planning algorithms can be used for
practical applications with an autonomous helicopter, a path planning
framework has been developed. Within this framework, both PRM and
RRT based planners have been implemented. The basic algorithms for
these two planners were described in section 4.1 and 4.2, and in this chap-
ter, a number of extensions of the algorithms are described in the context
of the path planning framework. The most important extensions are re-
lated to more flexible ways of handling different types of path planning
constraints, and it will be shown how constraints can be applied at various
stages of the planning process.

This chapter begins with an overview of the path planning process.
After that a discussion follows on how motion constraints and obstacle
constraints can be applied at different stages during the planning process.
The last section describes how the path resulting from the PRM and RRT
algorithms can be improved by various smoothing procedures.

The path planning algorithms described in this chapter require a local
path planner that closely matches the maneuvering capabilities of the real
helicopter and a collision checker that can check that these paths are not in
collision with the environment. The implementation of the collision checker
and other obstacle constraints are described in the next chapter, while the
different local path planners that have been used with the helicopter are
described in chapter 7. That chapter also describes the integration of the
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Figure 5.1: The main stages of path planning-process for the PRM planner.

path planner module with the helicopter system.

5.1 Path Planner Overview

The overall planning process is similar for the two planners, but for clarity
of presentation, they are described separately in this section. The ex-
tensions described later in this chapter were first developed for the PRM
planner which therefore will be described first, followed by an account of
how they affect the RRT planner.

The main stages of the path planning process for the PRM planner are
shown in figure 5.1. Before the roadmap is constructed, the environment
is preprocessed with the OBBTree algorithm to enable efficient collision
checking (described in the next chapter). The roadmap is constructed
using the MakeRoadmap algorithm (algorithm 4.1.1), with the collision
constraint implemented by the OBB-tree.

For the motion constraints of the helicopter, two different approaches
are implemented as described in section 5.2. In the first approach, the
roadmap is generated with local paths directly suitable for the helicopter,
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Figure 5.2: The main stages of path planning-process for the RRT planner.

while in the second approach, the motion constraints are postponed to a
later stage and straight-line paths are used for connecting the nodes.

In the runtime phase, the start and goal configurations are connected
to the graph and a solution path is found through graph search as with
the standard PRMQuery algorithm (algorithm 4.1.2). Unlike the standard
PRM algorithm, this implementation makes it possible to add further con-
straints in the runtime phase. This extension is described in section 5.3.

As a last step, the path is subjected to a series of post processing
steps for improving the quality of the plan. If the motion constraints were
disregarded during the roadmap construction, the plan is also transformed
into a piecewise cubic curve at this stage.

The RRT planner is an implementation of the RRT-Connect planner
(algorithm 4.2.2) and constructs two RRTs from the start and goal config-
urations. The path planning process is similar to that of the PRM planner
and is shown in figure 5.2. The main difference is that the trees are con-
structed in the runtime phase, instead of in the offline phase as is the case
with the roadmap graph of the PRM algorithm. This means that for the
RRT planner, there is no need to distinguish obstacle constraints that can
be evaluated offline from those that need to be evaluated during runtime.
For motion constraints, both of the approaches that were described above
can be used.

Even if the RRT planner operates fully in the runtime phase, the OBB-
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Tree algorithm requires a significant amount of time to preprocess larger
geometric models. For a truly flexible planner, the OBBTree algorithm has
to be replaced with an incremental collision checker that is able to respond
quickly to changes in the environment.

5.2 Motion Constraints

The basic PRM and RRT algorithms only consider obstacle constraints,
while kinematic constraints can be handled with a suitable local path plan-
ner. In this section, we will look at two different ways of handling dynamic
constraints with the PRM and RRT algorithm.

5.2.1 State Space Roadmap

The most straightforward way of handling dynamic constraints in the PRM
and RRT algorithms is to complement the configurations with their deriva-
tives and record the complete state at each node in the graph. This enables
the local path planner to adapt the path between two nodes to their asso-
ciated derivatives, which is necessary to respect the dynamic constraints
at boundary points between adjacent edges in the solution path.

The drawback of this approach is that the dimensionality of the space
in which the roadmap is situated is doubled. In the implemented planner,
only the direction of flight is recorded at each node and a fixed magnitude
is used for the derivative vectors. Even so, the three dimensional position
and the direction of flight vector result in an increase from three to five
dimensions.

In addition to an increased number of dimensions, this method also
requires a directed graph for a roadmap, since the path between two nodes
is different depending on if the helicopter flies from the first node to the
second or in the other direction. Extending the basic PRM algorithm to
handle directed graphs is straightforward, and only involves testing the
local path in both directions and adding edges for the directions in which
the paths satisfy the no-collision constraints. This is done by duplicating
line 3–6 in ConnectNode (algorithm 4.1.1), with q and n reversed.
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5.2.2 Multi-level Path Planning

An alternative approach to nonholonomic planning is to postpone the
nonholonomic constraints to the runtime phase. Sekhavat, Svestka, Lau-
mond and Overmars developed a path planner for a car-like robot pulling
a number of trailers that follows this approach, which was described in
section 4.3.3 [49]. With their multi-level planner, the problem is first
solved with only the nonholonomic constraint that arises from the car
itself. The solution to this relaxed problem is then refined by adding the
non-holonomic constraints for the trailers one at a time. For locally con-
trollable robots, it is always possible to transform the solution so that
the non-holonomic constraints are also respected as long as there exists
a non-zero margin between the obstacles and the solution to the relaxed
problem.

Path planning for a helicopter is somewhat different than for locally
controllable robots, but a similar approach can still be used. Since heli-
copters are free-flying robots that can follow any path, the output from
a holonomic path planner can be used directly, e.g., the PRM algorithm
can be used with a straight-line local path planner to produce piecewise
linear paths. However, if the dynamics are completely ignored, the paths
produced by the path planner will be of low quality, since the curvature
determines the speed at which the helicopter can traverse it. A piecewise
linear path requires the helicopter to stop and hover at each waypoint along
the path in order to change direction of flight. Even if the piecewise linear
path is unsuitable, it can serve as a good starting point for finding paths
for the helicopter. In order to better respect the dynamic constraints of
the helicopter during flight at higher speeds, the sharp corners must be
eliminated. With the multi-level approach for helicopters, described be-
low, this is done by replacing the straight-line path segments with Bézier
curves.

The replacement procedure is shown in algorithm 5.2.1, and an example
of how the path is transformed for the helicopter is shown in figure 5.3.
Figure 5.3(a) shows a piecewise linear path that could be the result of
a graph search. In the first step, the configurations along the path are
replaced with state descriptions. This replacement is made by associating a
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Algorithm 5.2.1 Path Augmentation Algorithm

CalculateDirections(〈p0, . . . , pn〉)
1 dp0 = p1−p0

|p1−p0|
2 for i = 1 to n−1 do

3 dpi = pi+1−pi−1

|pi+1−pi−1|
4 end for

5 dpn = pn−pn−1

|pn−pn−1|

AlignDirectionsToLinear(〈p0, . . . , pn〉, 〈π0, . . . , πn〉)
1 for i = 1 to n−1 do

2 if linear(πi−1) ∧ cubic(πi) then

3 dpi = pi−pi−1

|pi−pi−1|
4 else if cubic(πi−1)∧linear(πi) then

5 dpi = pi+1−pi

|pi+1−pi|
6 end if

7 end for

ReplaceCurves(〈p0, . . . , pn〉, 〈dp0, . . . , dpn〉, γc)
1 for i = 0 to n−1 do

2 π = Pcubic(〈pi, dpi〉, 〈pi+1, dpi+1〉)
3 if γc(π) then

4 πi = π
5 end if

6 end for

AugmentPath(〈p0, . . . pn〉, γc)
1 CalculateDirections(〈p0, . . . pn〉)
2 ReplaceCurves(〈p0, . . . , pn〉, 〈dp0, . . . , dpn〉, γc)
3 AlignDirectionsToLinear(〈p0, . . . pn〉)
4 ReplaceCurves(〈p0, . . . , pn〉, 〈dp0, . . . , dpn〉, γc)
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Figure 5.3: Transformation from linear path segments to cubic path seg-
ments required for smooth flight.
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direction of flight vector to each node that is parallel with a line connecting
the two neighbor nodes (shown as a short line on the intermediary nodes).
For each segment, an attempt is made to replace the straight lines with
a cubic curve matching these vectors (figure 5.3(b)). For segments where
this is not possible, e.g., the middle segment in figure 5.3(b), the linear
path will remain, but an additional attempt to achieve smooth transitions
is made by trying to align the neighboring curves to the straight-line path
(figure 5.3(c)). If this step also fails, a sharp corner is left in the final path,
and the helicopter must stop and hover at this point in order to realign for
the next segment. In practice, this happens infrequently as we will see in
section 9.4, and normally only in cramped environments.

5.2.3 Related Work

Planning in the robot’s state space is the standard method for motion
planning under dynamic constraints and is used in all of the planners de-
scribed in section 4.4 [12, 16–19, 38–40]. Here, a slightly different approach
has been taken. No exact description of how the robot state is evolving
over time is derived. Instead, a geometric path is planned in W, taking
dynamic constraints into account to make it efficiently traversable by the
helicopter. This detachment of the path planner from the low-level control
system has both advantages and disadvantages compared to planning the
robot’s motions directly.

From a system design point of view, it provides a better separation of
concern. The path planner is designed with a simpler model of the robot,
and a higher-level, intermediary layer of the control system executes the
appropriate control signals for following the path from the planner; this
control system architecture is discussed in more detail in chapter 7. The
main drawback is that the full capabilities of the robot may not be utilized.
To achieve that, a tighter coupling between the planner and the control
system of the robot is needed. Such an integrated motion planner and
control system approach has been developed by Frazzoli with a maneuver
automaton that closely models the capabilities of an autonomous helicopter
[16, 17, 19].

Another difference compared to the above-mentioned planners is that
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they all are based on RRTs. However, unlike most of those applications, an
important goal with this work has been to implement a planner that works
well in large-scale realistic environments. As we will see in section 9.4 such
environments may require some preprocessing to enable the planner to
find paths quickly and reliably, which is why the PRM algorithm is also
interesting for this type of applications.

To reduce the size of the roadmap for these large environments, the
multi-level technique was borrowed from the work on kinematic path plan-
ners for car-like robots [49]. The requirements on a planner for a point
robot with dynamic constraints are similar to planners for car-like robots,
since the path curvature is constrained in both cases. Thus the multi-
level technique can be useful also for planning paths for a helicopter, and
makes it possible to achieve smooth flight paths also from a roadmap with
straight-line edges.

5.3 Runtime Constraints

During the construction of the roadmap, each edge is checked for collision.
In many applications there are other types of constraints on the plan, e.g.,
the operator may want to specify a maximal flight altitude for the heli-
copter or areas that the helicopter is forbidden to enter. Such geometric
constraints can be handled in the same manner as the no-collision con-
straint, γc, by replacing it with the conjunction of γc and the additional
constraints.

With the standard PRM algorithm, all constraints added in this way
must be known in advance, before the roadmap is constructed, leading
to an inflexible planner. However for practical applications, conditions
are often changing and the path planner must be able to adapt rapidly
to these changes. In this section, an extension to the PRM algorithm is
presented that allows additional constraints to be specified in the runtime
phase. With this extension, it is possible for the operator to influence the
path planner with new constraints in the runtime phase while still profiting
from the work invested in the roadmap construction.
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Algorithm 5.3.1 The PRMQuery-algorithm with runtime-constraints.

ExpandUnderConstraints(n,G,Γr)
1 return {n′ | n′ ∈ Expand(n,G),∀γ ∈ Γr : γ(n′)}

PRMQuery(q0, qg,Γo,Γr, PL, G)
1 ConnectNode(q0,

∧

(Γo ∪ Γr), PL, G)
2 ConnectNode(qg,

∧

(Γo ∪ Γr), PL, G)
3 ExpandNodeFn← λ(n,G) : ExpandUnderConstraints(n,G,Γr)
4 return A*-search (q0, qg, G,ExpandNodeFn)

5.3.1 PRM Planner with Runtime Constraints

The set of planning constraints are divided into offline constraints, Γo, that
are known in advance, and runtime constraints, Γr, that are not known
until the query phase. A roadmap is generated for the offline constraints in
the same way as with the standard PRM algorithm (with

∧

Γo replacing
γc in algorithm 4.1.1).

The PRMQuery algorithm (algorithm 4.1.2) has to be altered in two
places for handling new constraints in the query phase; the altered version
is shown in algorithm 5.3.1. The start and goal configurations, q0 and
qg, are added as before, but the connections are checked against both the
offline constraints and the runtime constraints.

The second modification to the algorithm concerns the graph search.
The edges in the graph are already known to satisfy the constraints in
Γo, but may violate constraints in Γr. To guarantee that the returned
path satisfies all constraints, each edge is checked against the runtime
constraints during node expansion, and only nodes reached through edges
satisfying all the constraints in Γr are added to the search queue.

5.3.2 Implemented Runtime Constraints

The runtime constraints must be computed quickly and therefore simple
constraints are most suitable for use in this manner. Here follows some
examples of constraints that have been implemented and tested with the
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path planner; similar types of constraints can easily be plugged into the
planner:

Min and max altitude limit the altitude of the helicopter.

No-fly zones are horizontal polygons covering an area, over which the
helicopter is not allowed to fly.

Generic obstacles include any 3D-object consisting of polygons.

Even if the first two types of constraints can also be represented by
the more general third type, it is still useful to treat them separately since
they represent common types of constraints that the user may want to
place on the planner. This makes it easier for the user to specify them
and can also improve the performance since more efficient special-purpose
algorithms can be used. The implementations of the different constraints
are described in chapter 6.

5.3.3 Repairing Broken Roadmap Connectivity

The introduction of further constraints in the query phase may break the
connectivity of the roadmap. To alleviate this problem, an optional RRT
connection step was added to the path planner similarly to [26]. If the
graph search fails, the graph is partitioned into two smaller graphs, con-
taining the reached and unreached nodes respectively, and one node is
selected from each partition. From the set of reached nodes, the node, n1,
closest to the goal node is picked, and from the set of unreached nodes,
the node, n2, closest to n1 is picked. An attempt is then made to con-
nect these two nodes with the RRT-Connect planner. If this connection
attempt is successful, the intermediary nodes in the solution are added to
the roadmap and a new graph-search is attempted. This process continues
until a path is found between the start and goal configuration, or the RRT
connection attempt fails.

A side effect of this algorithm is an improved ability to connect the start
and goal configuration to the roadmap. If a direct connection cannot be
found between the start configuration and the roadmap, the graph search



64 Path Planning Framework

will fail instantly and an RRT connection is attempted, which significantly
improves the chance of finding a connection. The same situation occurs
if the goal configuration cannot be directly connected. In this case, the
search fails to find the goal, and an attempt is made to connect the closest
node in the roadmap to the goal configuration with the RRT planner.

5.3.4 Related Work

The basic PRM algorithm requires all constraints to be known at roadmap
compilation time. During recent years some effort has been invested in
combining precompiled roadmaps for a static environment with online
planning for moving obstacles. A number of such planners were described
in section 4.5 and the work on runtime constraints described above is an-
other example.

The RRT-reconnection step was first implemented in a planner by Jail-
let and Siméon [26]. That planner uses an acyclic roadmap, which makes
a reconnection strategy vital, since any lost edge due to new obstacles
breaks the connectivity of the roadmap. This stands in contrast to the
PRM planner that has been used with the WITAS helicopter, where dense
cyclic roadmaps have been used. This makes a reconnection step much
less important since new runtime constraints rarely affect enough edges to
break the roadmap connectivity. A study of the usefulness of the RRT-
reconnection step in this setting is given in section 9.3.2. However, the
main motivation for using dense roadmaps is that they lead to better plans,
which is something that also is shown in chapter 9.

Another difference between the planners is that Jaillet and Siméon’s
planner uses lazy collision checking like the LazyPRM algorithm, while the
runtime constraints described above are checked during the graph search.
Lazy collision checking is advantageous when collision checking is expensive
since a minimal number of checks are performed. If the constraints are
cheap to check, e.g., simple no-fly zones or altitude limits, the graph search
may be the most expensive part of the online planning process, and in such
cases checking the constraints during the search can improve performance.
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Figure 5.4: Alignment of nodes.

5.4 Post Processing the Plan

The random nature and limited density of the sampled nodes make the
PRM and RRT algorithms produce paths that are often jagged and irreg-
ular with occasional detours. In order to improve the quality of the paths,
a smoothing step is usually added to these planners [29, 41].

For the implemented path planner the following smoothing steps are
performed:

Alignment For each node along the path, two attempts are made to
move it to a point that straightens out the path. The new locations
that are tested for the nodes are illustrated in figure 5.4. For both
attempts, the point, m, in the middle between the two neighbors is
located. In the first pass (figure 5.4(a)), an attempt is made to move
the node, n, halfway to m, and in the second pass (figure 5.4(b)), an
attempt is made to move it all the way to m.

Node Elimination For each node along the path, an attempt is made to
eliminate the node by connecting the two adjacent nodes directly. If
the connection satisfies all constraints, the middle node is eliminated.

For the multi-level planner, the curve replacement step described in sec-
tion 5.2.2, is performed between the alignment and the elimination step.
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Chapter 6

Obstacle Constraints

With the PRM and RRT algorithms, a local path planner is used for finding
paths between nearby nodes in the graph or tree. This planner takes care
of the intrinsic motion constraints of the robot and generates paths that
the robot can follow, but before they can be added as edges to the graph
or tree, they must be checked so that they also satisfy external constraints,
e.g., that the paths are collision free. In this chapter, we will look at how
these tests are performed for a number of constraints that are relevant for
the helicopter path planning problem.

The most important of the external constraints to consider is the col-
lision avoidance constraint. This constraint is extremely important for a
helicopter path planner since any contact between the helicopter and an
obstacle would likely lead to a crash. The environment in which the heli-
copter is operating can also be very complex with many irregular obstacles,
and it is therefore necessary to have an efficient algorithm for testing if a
path is collision free.

We will begin this chapter with a description of the environment that
needs to be handled by the collision checker, before we move on to a descrip-
tion of the OBBTree algorithm, which has served as the collision checker in
the path planner implementation. After describing the collision-checking
algorithm, the chapter ends with an account of the different runtime con-
straints that have been used with the planner.

67
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6.1 The Environment and Helicopter Model

In order to avoid collisions with obstacles, the path planner needs an ac-
curate description of the environment. The main flight-test area that has
been used in the WITAS project is a training area for rescue workers
in Revinge in southern Sweden. The training area is used for practicing
different types of rescue operations and contains a road network, several
building structures, and a number of accident sites. This makes it very
well suited for more advanced flight tests where operations over traffic and
in urban areas are simulated.

Simulation of the helicopter and the environment has played an im-
portant role in the WITAS project, and for these purposes, a detailed 3D
model of the Revinge flight test area has been constructed. This model
has also been used as input to the path planner. The model consists of
205 different objects, mostly buildings and trees, but also masts, lamp-
posts, fences etc., and elevation data for the ground with 1 m resolution.
Together, these objects consists of almost 140 000 polygons.

The collision checker described in this chapter does not require knowl-
edge of the individual objects, but instead treats the 3D model as an
unordered set of polygons. The only exception is the elevation data that is
handled separately. Currently, the path planner operates under the simpli-
fying assumption that the model of the environment is known in advance.

The fuselage of the helicopter is approximately 2 m long, and the rotor
is approximately 3 m in diameter. The reference point of the helicopter
is centered near the rotor axis, which means no point of the helicopter is
more than 2 m away from that point. This distance will be called the
radius of the helicopter.

For safety resons, an extra margin may be enforced between the heli-
copter and any obstacle in the environment. The size of this margin must
be adjusted for the sensor capabilities and control precision of the robot,
and is currently set to 6 m for the RMAX helicopter. Since the helicopter
is small in comparison with the obstacles in the environment and the safety
margin, it can be modeled as a point object instead of a more complex 3D
model. We will see later in this chapter that this approximation greatly
simplifies the collision-checking algorithm. To maintain the safety margin
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when the helicopter is represented as a point, the margin is extended with
the helicopter radius.

6.2 The Collision Checker

The collision-checking algorithm used in the path planning framework is
based on the OBBTree algorithm [21]. The OBBTree algorithm constructs
a tree of oriented bounding boxes (OBBs) around the obstacles in the en-
vironment by including all polygons in the root box and then recursively
dividing the polygons into smaller and smaller boxes. This makes it pos-
sible to efficiently determine if a collision has occurred. In this section we
will first look at how the individual OBBs are constructed and tested for
collision before we turn to trees of OBBs.

6.2.1 OBBs

Choosing the alignment for OBBs is not trivial. One method is to apply
principal component analysis1 (PCA) to the vertices of the polygons to de-
termine the axes of largest and smallest variation [21]. The OBB is aligned
along these two axes together with a third axis chosen perpendicular to
them and follows the main directions for most types of objects.

The OBBs are represented with the six planes that bound the box.
These are found by iterating over the vertices of the polygons and project-
ing them onto the three axes. The bounding planes for one of these axes
are constructed so that they are perpendicular to the axis and are located
at the most extreme of the projected points along the corresponding axis.

To check if the helicopter intersects with an OBB, the OBB is enlarged
with the safety margin plus the maximal radius of the helicopter. If the
position of the helicopter falls on the inside of all six bounding planes, the
position is considered a collision point for the helicopter.

In addition to test if individual points are collision free, the PRM and
RRT algorithms also require the collision checker to test if a collision will

1PCA is done by finding the eigenvectors of the covariance matrix for a set of vectors.
The eigenvectors corresponding to the largest and smallest eigenvalues give the direction
of largest and smallest variation of the vectors.
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occur if the helicopter flies along a path, τ . Since the helicopter is repre-
sented by a single point, it is enough to check if the path itself intersects
any of the enlarged OBBs. This is done by locating the points where
τ(s) intersects the bounding planes of the OBB. If any of these intersec-
tion points lie within the corresponding side of the OBB, the curve must
intersect the OBB.

The curve describing the motion of the helicopter is given as a third
degree polynomial with vector coefficients:

τ(s) = a0 + a1s + a2s
2 + a3s

3 (6.1)

To find where the curve intersects the plane coinciding with one of the
faces of the OBB, the polynomial is first projected on the normal of that
plane, n̂, which gives a scalar polynomial of the form:

a0 + a1s + a2s
2 + a3s

3, ai = ai · n̂ (6.2)

Letting d be the orthogonal distance from the plane to the origin (with
sign corresponding to the direction of n̂), the values of s for which τ(s)
intersects the plane is given by

a0 + a1s + a2s
2 + a3s

3 = d (6.3)

This equation is solved analytically, and the solutions where s ∈ [0, 1] are
inserted into equation 6.1, which results in 0–3 points on this plane. These
points are compared to the planes corresponding to the four neighboring
faces of the OBB. If any point lies within the space confined by these
planes, the curve intersects this face of the OBB and hence the OBB itself.
If they all lie outside these planes, the curve does not intersect this side,
and if all the sides are collision free and the path starts outside the OBB,
the OBB is collision free.

6.2.2 Building the OBB tree

The OBBTree algorithm builds the tree by first constructing an OBB that
contains all polygons in the model of the environment. This OBB is asso-
ciated with the root node of the OBB tree.
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The polygons in the OBB are then divided into two groups in order to
create two sub nodes. This division is done by finding the middle point of
the longest axis of the root OBB and forming a division plane at that point
perpendicular to the axis. The polygons are divided into the two groups
depending on which side their centers fall. A new OBB is then generated
for each of the two subsets of polygons, and these OBBs are added to the
OBB tree as children to the root OBB. The process of dividing the OBBs
into smaller and smaller sub-boxes is carried on until the level of individual
polygons is reached.

A separate OBB tree is generated for the ground data while the rest
of the obstacles are represented by another tree. The tree constructed for
the ground data is limited to a depth of 10, in order to reduce the size of
the OBB tree. This gives a sufficient resolution for environments where
the ground is flat, e.g., the flight-test area, but may be adjusted for other
environments with different requirements.

6.2.3 Intersection with OBB Trees

Intersection tests with an OBB tree are done in the same way for both
points and paths. The only difference is in the intersection test with indi-
vidual OBBs.

When a point or path has to be checked for a collision, the algorithm
looks for collisions recursively down the OBB tree. It starts by checking
the OBB corresponding to the top node of the tree for a collision. If this
check reports that there is no collision, there can be no intersection of the
model by the point or path since the whole model is contained in this OBB.
If there is a collision, the two subtrees have to be checked. This process
continues recursively down to the leaves of the OBB tree. If a collision
is reported for any of the leaves, the point or path is considered to be in
collision with the OBB tree.

6.3 Runtime Constraints

A number of runtime constraints were briefly introduced in section 5.3.2.
For each constraint an implementation is required for testing constraint
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satisfaction for both configurations, q, and paths, τ . These tests are im-
plemented in the following way:

Min and max altitude: Configurations satisfy the constraint if qz is
above or below the min or max altitude respectively. Paths are tested
by seeing if any s, for which τ intersects the plane at the specified
altitude, is in the interval [0, 1], and that the start point does not
violate the constraint.

No-fly zones: The satisfaction test for configurations involves checking
if the helicopter position, projected in the xy-plane, is within the
polygon. This is done by extending a horizontal ray from the point
in the x direction and counting the number of edges that the ray
intersects. If this number is odd, the point is within the no-fly zone.

Paths are tested similarly to the path test for OBBs. For each plane
bounding the no-fly zone, the intersections of τ is solved analytically.
If any solution, s, where s ∈ [0, 1], falls between the neighboring
bounding planes, the constraint is violated.

Generic obstacles: Collision checking for generic obstacles is done by
using OBB trees in the same manner as for collision checking with
the environment. This means that an OBB tree must be generated
for the obstacle, which makes this method usable only for moderately
complex objects, if a fast response is required.



Chapter 7

System Integration

An important goal of this research has been to investigate how a sampling-
based path planner can be used with a real physical helicopter. For this
reason, the path planning algorithms developed within the framework of
chapter 5 have been packaged in a path planning module and been in-
tegrated into the onboard system of the helicopter used in the WITAS
project. These planners share the same public interface and interact with
the rest of the system in the same manner, so the following description is
equally valid for all the variations of the PRM and RRT algorithms that
were described in chapter 5.

This chapter starts with an overview of the WITAS system architecture
and the different software components that are used in conjunction with
the path planning module. A more detailed description of the architecture
can be found in [15]. One of the most important part of the system that
directly affects the path planner is the controller used for moving between
different points. Two control modes that have been used together with
the planner are therefore described in the second section of this chapter.
The last section gives examples of how the different parts of the system
operate together to perform two tasks where the path planner is involved
as an important component.
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DRC Deliberative Services

Task Procedures

IPC � � PFC Helicopter Control

Figure 7.1: System architecture.

7.1 System Architecture

The physical platform is a Yamaha RMAX helicopter with a total length
of 3.6 m and a maximum take-off weight of 95 kg. It is designed for easy
operation by radio control, and is equipped with an attitude sensor system,
YAS, and an attitude control system, YACS, which have also been used in
developing autonomous flight modes. To provide all the required data for
autonomous operation, the hardware has been complemented with an ar-
ray of sensors, including a GPS, a pressure sensor, a compass and a video
camera. The helicopter also carries a box on the side containing three
PC104 computers on which all software required for autonomous opera-
tion runs. The three computers are each equipped with Intel Pentium III
processors running at 700 MHz and 256 MB of memory, and are connected
to each other with an Ethernet network. The software resides on 512 MB
compact flash media on the computers.

The different software components of the system are distributed on
the three computers according to the diagram in figure 7.1. The central
components in the system that initiate all actions of the helicopter are the
task procedures, TPs, that run on the Deliberative Reactive Computer
(DRC). TPs are responsible for executing particular behaviors of the he-
licopter, such as monitoring an area, following a vehicle or just flying to
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a point. The behaviors described by the TPs can be of various degrees of
complexity where higher-level TPs call TPs with simpler behaviors. TPs
are reactive software components based on finite state machines, but with
the added capability of running arbitrary functions on state transitions or
in response to events.

For intelligent behavior, TPs make use of deliberative services, which
are programs with procedures for reasoning or that encode different forms
of knowledge. The path planner module is an example of such a deliber-
ative service, and is responsible for finding a path connecting two given
points, while the actual flight along the path is managed by a TP.

The helicopter controller runs on the primary flight computer, PFC.
This computer uses the RTAI1 real-time operating system to satisfy the
hard real-time requirements of the control routines. The PFC is essential
for maintaining stable flight of the helicopter and contains all the required
software to keep the helicopter airborne. This can be contrasted with the
DRC, where non-vital processes that add intelligence to the system are
running in soft real time. The PFC also handles the direct communication
with the helicopter platform and the various sensors.

The third computer is the Image Processing Computer, which is con-
cerned with the vision capabilities of the helicopter. It is also responsible
for controlling the camera platform.

The different components on the DRC are independent processes that
communicate through CORBA2. This makes it easy to run the system
in many configurations, and new components can easily be added to the
system in a natural way. This software infrastructure also allows for a
wide variety of programming languages to be used within the system, and
makes it possible to choose the programming language that is most well
suited for a particular task.

1Real-Time Application Interface, www.rtai.org
2Common Object Request Broker Architecture, www.omg.org
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7.2 Local Path Planning and Control

The control system used on the WITAS platform is a hybrid control system
[13]. It has a number of different control laws used for the different flight
modes of the helicopter and uses hierarchical concurrent state machines,
HCSMs, for mode switching between them.

The flight modes that are of primary concern for path planning are
the modes for flying along specified curves. During the WITAS project
two different control modes have been developed and used in conjunction
with the path planner: the proportional navigation controller, PN, which
was designed for dynamically locking on a stationary or moving point and
the trajectory following controller, TF, that was designed for following a
pre-specified curve and is the control mode that is currently used. Before
these control modes are described, we will describe the curves that are
used with both these controllers.

7.2.1 Curve Description

The PRM and RRT planners are adapted to specific robots by using a
robot-specific local path planner. The local path planner connects two
helicopter states with a path segment that has to match the curve form
corresponding to some control mode of the robot. On the helicopter the
trajectory-following control mode, TF, is used for following paths in the
form of a cubic polynomial in three dimensions.

The choice of cubic curves for path representation was originally mo-
tivated by the proportional navigation controller, PN, which is described
later in this chapter. The PN controller traces a curve that closely ap-
proximates a cubic polynomial when tracking a stationary target. Due to
a number of good characteristics of this curve type, e.g., flexibility, pos-
sibility of obtaining C2-continuity at end-points and analytical solvability
(which is used for collision checking), it remained when the switch to the
TF controller was made. The curve is described by the equation

τ(s) = a0 + a1s + a2s
2 + a3s

3 (7.1)

parameterized on the interval s = [0, 1]. Given two helicopter states, x0 =
(q0, q̇0) and xg = (qg, q̇g), the local path planner must construct a path of
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this form. Since τ has to match x0 and xg at its end points, we have

τ(0) = q0 τ̇(0) = cq̇0 (7.2)

τ(1) = qg τ̇(1) = cq̇g (7.3)

for some constant c. The constant, c, is currently chosen so that the mag-
nitudes of τ̇(0) and τ̇(1) are equal to the distance between the start and
end-point of the curve segment. This gives well-behaved curves that the
controller is able to follow. In the future, the magnitude could be used
for better adapting the curve for a certain flight speed. From the end-
points and the corresponding derivatives it is easy to derive the following
expressions for calculating the coefficients of τ .

a0 = τ(0) (7.4)

a1 = τ̇(0) (7.5)

a2 = 3(τ(1) − τ(0)) − 2τ̇ (0)− τ̇(1) (7.6)

a3 = 2(τ(0) − τ(1)) + τ̇ (0) + τ̇(1) (7.7)

7.2.2 Trajectory-Following Controller

The trajectory-following controller, TF, was developed by Conte, Merz and
Duranti [13] for flying paths generated by the path planner. A path pro-
duced by the PRM and RRT planners consists of a series of path segments,
where each segment is a parameterized curve produced by the local path
planner. These segments are fed to the controller, one at a time, during
the execution of the plan.

When the controller initiates flight along a new path segment, it calcu-
lates the curve, τ , from the endpoints and their derivatives in the manner
described in the previous section. This results in the same curve that
was earlier generated by the local path planner during the PRM or RRT
planning process and it is therefore guaranteed to be collision free.

The different control channels of a helicopter are not independent, so an
input on one channel affects the dynamics in several dimensions. To deal
with this issue, the TF controller is divided into two layers. An inner loop
is used for decoupling the control channels of the helicopter and provides a
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Figure 7.2: Illustration of segment switching when flying along a multi-
segmented path.

simpler interface with independent control channels, while the outer loop
determines the proper accelerations for these channels in order to track the
path. The tracking of the path is performed by a position controller that
operates in the plane orthogonal to the path, and the progress along the
path is controlled by a velocity controller that has the helicopter flying at
the requested speed where possible. For sections of the path with too large
curvature for tracking at the requested speed, the controller automatically
reduces the speed to stay within the acceleration limits of the helicopter.

That the different constraints are satisfied is only guaranteed as long as
the helicopter stays within segments it has received from the path planner.
Therefore, it is crucial that the next path segment is available when the
helicopter approaches the end-point of a segment. For this reason, the con-
troller requests a new segment when it approaches the point after which it
is impossible to stop within the current segment. The interaction with the
controller is illustrated in figure 7.2. The calling TP initiates flight along
the path by sending the AB segment to the controller at 1↓. The point
after which the helicopter will not be able to stop before B is marked with
∗ in the figure. When the helicopter approaches this point, the controller
sends a request for a new path segment to the TP at 2↑, and the TP re-
sponds by sending down the next segment, BC, at 2↓. If no new segment
is available at ∗, the controller will initiate an emergency break at that
point, and stop before leaving the AB segment. This interaction between
the controller and the calling TP is repeated for each segment of the path.
When the last segment is sent to the controller, it will be marked with an
end velocity, vend = 0, which indicates that the controller will stop at the
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endpoint and go into hover mode instead of requesting further segments.

7.2.3 Proportional Navigation

Originally, the path planner was designed to be used in conjunction with
a proportional-navigation controller, PN. The PN controller was primarily
designed for intercepting moving targets and being able to switch targets
rapidly. When used with the path planner, the PN controller is given
the waypoints along the path one at a time. The flight along the path is
initiated by having the helicopter fly towards the first waypoint and when
that waypoint is reached, the controller is commanded to switch to the
next one.

The curves traveled with the PN controller have been shown to be
approximately of the form of a cubic polynomial curve3. However, this ap-
proximation is only valid when the angle between the direction of flight and
the direction to the next node is small. Thus, the local path planner cor-
responding to this controller is limited to connect paths to waypoints that
are within a 45◦ angle from the current direction of flight. In section 9.4,
we will see that this limitation has different effects on the two methods
for handling motion constraints that were described in section 5.2. While
the PRM algorithm with nodes in the state space suffers from a reduced
efficiency, the multi-level path planning algorithm is hardly affected by this
restriction.

A more serious problem with using this controller for flight along paths
from the path planner is that it is very sensitive to perturbations, e.g.,
from wind. This is not very surprising since the PN controller is designed
to fly towards a point, rather than following a specified curve. If the
helicopter drifts during flight, the PN controller will make no effort to
return to any particular flight path, but instead finds a new best trajectory
from the current point. This behavior is problematic when flying in an
environment with obstacles since only the path received from the path
planner is guaranteed to be collision free. It can also be compared with

3The curve form differs from the one in section 7.2.1 in that parameterization is linear
along a vector from the start to the goal point, and that it is only 2-dimensional in the
horizontal plane; the altitude control is handled separately.
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the operation of the TF controller, which actively attempts to stay on the
specified path.

A more thorough discussion of the use of the path planner in conjunc-
tion with the PN controller is given in [43].

7.3 Plan Execution

We have now looked at all the different components involved in flight with
the path planner, and we will turn to how they interact to make the heli-
copter move from one location to another. In figure 7.3, we see the com-
ponents used for flying to a point and how the information flows between
them. The process is initiated by a call to the NavToPoint TP, which calls
the path planner with the current position and the goal position, together
with any additional constraints. The path planner produces a path, which
is sent to the Fly3D TP. Fly3D handles the flight along the path by send-
ing the path segments to the controller in the manner that was described
in section 7.2.2. It is also responsible for handling hover points in the path
that may occur when using multi-level nonholonomic constraint handling.
This includes sending an appropriate yaw command at the end of the first
path segment after having achieved stable hover, and initiating flight along
the next segment when the yaw motion is completed.

As a more complex example, we will consider the following task: We
have an area with a number of buildings, and we would like to have a
picture of each of the facades of the buildings. This type of scenario has
several realistic applications. The pictures could for instance be used as
textures for creating a 3D model of an environment for use in a virtual
reality system. In such a scenario, the use of a UAV could be required to
get good camera angles for difficult parts of the building that is perhaps
not reachable without flying, e.g. roofs. Another similar application could
be visual safety inspections of structures such as bridges or large factory
plants, where many areas can be hard to reach on foot.

The different components of the system involved in this type of mission
are shown in figure 7.4. In this case, the execution is initiated in the
Photogrammetry TP, which is responsible for taking a picture of each
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Figure 7.3: The major system components for flight to a point.
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Figure 7.4: The major system components for photographing buildings
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facade on a number of buildings. To perform this task it uses the onboard
GIS service to locate appropriate camera viewpoints for each facade. The
viewpoints are found by testing points in a conical search pattern, starting
with the optimal viewpoint in front of the facade, and continuing outwards
with points of different distance, elevation, and azimuth from the center of
the facade. For each point a visibility test is performed by the GIS service
to ensure that the complete facade is visible. The helicopter must also be
able to reach the position, which is determined by a query to the path
planner. The path planner resolves the query by checking that the point
does not fall within the safety margin around obstacles or violate any other
path planning constraint. The first point that satisfies both the visibility
requirement and all path planner constraints, is used for taking a picture
of the facade.

The flight between the points is managed by the DoAtPoints TP, which
is a general TP for performing a task on a set of locations. In this case,
DoAtPoints is called upon for flying to each viewpoint and taking a pic-
ture of the corresponding facade. The points are reordered in an optimal
sequence by the path planner, and a plan is generated from the sequence of
points. Each sub-path between two viewpoints is executed with the Fly3D
TP in the same manner as in the previous example. At each viewpoint,
DoAtPoints starts an instance of the LookAt TP, which points the camera
to the facade corresponding to the current viewpoint. When the LookAt
TP reports that the camera has locked on the requested point and a pic-
ture has been captured, DoAtPoints can continue with the flight to the
next viewpoint.
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Chapter 8

Flight Tests with the

Helicopter

An important goal of this thesis has been to show how a path planner
can be developed for practical use with an autonomous helicopter. The
integration of the path planning framework developed in chapter 5 with
the WITAS UAV platform was described in the previous chapter. In this
chapter, an account is given of some of the flight tests that have been
performed successfully with the PRM planner. The examples are chosen to
illuminate the different capabilities of the planner and how a path planner
can be used onboard an autonomous helicopter for real world missions.

8.1 Interactive Camera Positioning

A robot equipped with a path planner can be used for operation at dif-
ferent levels of autonomy. In this first mission, we will see how the path
planner can be used in an interactive UAV system, where the operator
is mainly interested in getting images from a number of locations. For
such applications, the paths taken by the helicopter are of minor interest
to the operator, whose main interest is positioning the helicopter at good
viewpoints. With a path planner integrated in the system, the operator is
freed from the tedious task of specifying each intermediary waypoint in or-
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Figure 8.1: An interactive mission visiting a number of locations in the
flight-test area in Revinge. The planned paths are white and the logged
data from the flight is black.

der to produce safe paths for the helicopter between the points of interest.
Instead, the operator only needs to point to the appropriate location on a
map, and the UAV can find suitable paths by itself. This greatly improves
the ease of use of the UAV system for these types of missions.

Figure 8.1 depicts a series of paths from such an interactive mission.
Both the planned paths (white) and the logged data from the flight (black)
are shown. The UAV starts from home base and flies to building 1, where
it is instructed to point the camera at the opening of a garage located in
the building. After having captured a video sequence of the garage, the
ground operator decides to continue the flight to a junk yard to gather
additional data. Before returning to home base, the operator commands
the UAV to fly to a point on the other side of a nearby building. In all these
cases, the helicopter dynamically finds a collision-free flight path, which is
shown to the operator while the helicopter is hovering autonomously. The
helicopter then waits for an acknowledgement from the operator, before it
initiates the flight along the path.
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(a) Without no-fly zone (b) With no-fly zone (black rect-
angle)

Figure 8.2: Autonomous flight between two points where the path planner
first suggests a path over a building, which the operator then explicitly
forbids by introducing a no-fly zone (black rectangle). The plans are shown
in white overlapping the logged flight paths in black.

8.2 Use of Runtime Constraints

Runtime constraints were introduced in section 5.3 as a way of improving
the flexibility of the PRM planner. A flight test that demonstrates this
capability is shown in figure 8.2, where an additional constraint is imposed
with the helicopter already flying. In this flight test, the helicopter is asked
to fly from a point in the upper right of figure 8.2(a), down behind a house
in the middle of the picture. The plan (white) is displayed to the operator,
and after approval, the helicopter flies over the house to the goal position
(logged flight-path shown in black). The operator might disapprove of the
path above the house for various reasons, and can in such cases mark a no-
fly zone covering the building (figure 8.2(b)). The no-fly zone is handled
by excluding edges that violate this constraint during the graph search in
the way described in section 5.3. The resulting flight path is shown in
figure 8.2(b).
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Figure 8.3: Autonomous survey mission to two buildings, which are pho-
tographed from each side.

This functionality has also proved useful in practice during the flight
tests with the helicopter. One example of this is that we for safety reasons
want to avoid having the helicopter flying over the truck containing the
ground station. This can be accomplished by putting a no-fly zone over
the truck.

8.3 Photogrammetry

A third flight test that has been performed with the helicopter is a mission
where the helicopter captures a series of images of each facade from a
number of buildings.

In contrast to the two previous flight tests, this mission is performed
fully autonomously by the helicopter, without human intervention after the
initiation of the flight. The planned path (white) and the path flown by the
helicopter (black) are shown in figure 8.3. The helicopter again starts from
a hover over the home base and a number of buildings are selected by the
operator. For each of the facades of the selected buildings, the GIS service
finds suitable positions and camera angles for taking the pictures, and the
path planner generates a path that visits all of the viewpoints. The plan is
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displayed for the operator, and after confirmation, the plan is executed by
the helicopter. The helicopter flies from viewpoint to viewpoint, stopping
at each one of them, and takes a picture when the helicopter and camera
is aligned properly.
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Chapter 9

Comparisons between Path

Planning Algorithms

This chapter contains a series of empirical investigations of the perfor-
mance of the PRM and RRT algorithms together with the extensions and
adaptations of the algorithms that were presented in chapter 5. The eval-
uation focuses on performance issues such as completeness, speed and the
length of planned paths.

First, the methodology that has been used for the tests is presented,
and then a comparison follows on how the PRM and RRT algorithms
perform according to various measures. The next two sections discuss the
impact of runtime constraints and the efficiency of the two methods for
handling motion constraints that were described in chapter 5.

9.1 Method

9.1.1 World models

As described in section 6.1, the main flight-test area used in the WITAS
project is a training area for rescue workers in Revinge. From the 3D
model representing this area, two different test environments have been
derived in order to investigate how the planning algorithms perform under
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Figure 9.1: The primary flight test area in Revinge.

different conditions.

The first of the environments consists of the eastern part of the training
field, and is the location of all the flight tests done in Revinge. This area is
relatively open, and a number of buildings, trees, masts, and lampposts are
the major obstacles (see figure 9.1). This test environment will be referred
to as the open area.

This first area consists mostly of open areas, and is therefore less chal-
lenging for modern path planning algorithms. Many applications of future
UAVs will be performed in complex environments such as urban areas with
many large buildings and other obstacles. This makes it interesting to see
how the planners perform under such circumstances. For these tests, such
an environment was emulated by a geometric scaling of the western part
of the Revinge training facilities. This area contains a large number of
low, one-story buildings separated by narrow roads. The buildings (to-
gether with other objects) were scaled 20 times vertically to produce the
city-like environment shown in figure 9.2. This environment will be called
the cityscape. For this environment the normal 8 meter1 padding of the
obstacles was reduced to 4 meters in order to make it possible to find paths
between buildings. This has an effect similar to a uniform scaling of the
environment by two, which was done to produce an interesting environ-

1The padding consists of a 6 meter safety margin and the 2 meter radius of the
helicopter as explained in chapter 6.1.
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Figure 9.2: The scaled houses forming the cityscape environment.

ment where good planners can find paths between buildings while worse
planners cannot.

9.1.2 Implementations

The performance of the different path planning algorithms is influenced
by many aspects of the particular implementations. For that reason, an
account of some of the choices made in the implementations is given in
this section, together with some arguments for ruling out certain sources
of error in the comparison. However, large parts of the implementation
of the different planners are identical and the results are mostly based on
relative performance. Thus implementational details have only a minor
influence on most of the results in the following sections.

PRM: Roadmap Generation

The roadmap-construction algorithm (algorithm 4.1.1) is implemented in
Java and is adapted for a directed graph, as described in section 5.2.1, for
use with the local planner of the helicopter.

The nodes are generated randomly with a uniform distribution within
the areas described above. Each added node is connected to the 30 first
other nodes found that are within 50 m and to which a connection can
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be made. The roadmap graph is represented as a list2 of nodes and a list
of edges, where each node keeps a list of out-bound edges, and each edge
holds a start and end node.

PRM: Runtime Planner

The PRM runtime planner is also implemented in Java. The graph search
is performed with the A* algorithm and is implemented with the heap data
structure from the XXL-library3.

RRT planner

The RRT planner is implemented in Scheme and is compiled to Java byte
code with Kawa4. Only the higher levels of the algorithm are implemented
in Scheme while the lower-level data types e.g. vectors etc. and the col-
lision checker are the same Java implementations that are used with the
PRM planner. The choice of programming language has only a small in-
fluence on the time measurements since most of the time is spent doing
collision checking. Profiling of the program shows that the time spent in
collision checking for the RRT algorithm is around 70–75%. For other
measurements the choice of programming language has no influence what-
soever.

For the tests with the RRT planner, the expansion step was set to
d = 30 m, and the search was terminated after 500 iterations.

Collision Checker

The collision checker used for the tests is a Java implementation of the
OBBTree algorithm described in section 6.2.

2All Java lists are of the type java.util.ArrayList
3http://www.xxl-library.de
4http://www.gnu.org/software/kawa
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9.1.3 Test Setup

All tests, except where explicitly noted, were made by generating 500
collision-free points in each of the two environments. These points were
used directly for the coverage measure, and used pair-wise for the other
tests of the planners, giving 250 test instances for success rate, planning
time, and path length measurements. The same points were used for all
different planner variations in each environment.

Each test case is specified by a number of parameters:

Planner The type of planner: PRM or RRT.

Model The environment in which the tests were run: open area or
cityscape.

Controller The type of controller for which the plan is generated: ei-
ther the trajectory-following controller, TF, or the proportional-
navigation controller, PN. The TF controller has been used in all
of the following tests, except where explicitly noted.

Motion constraint approach The method for handling motion con-
straints: either the state-space approach or the multi-level approach.
The state-space approach has been used in all of the following tests,
except where explicitly noted.

Nodes The number of nodes in the roadmap for a PRM planner.

For each of the test cases the following measurements were made:

Success Rate The percentage of pairs of points for which the planner
succeeded in finding a solution.

Planning Time The time for planning in the online phase. This was
measured taking the value of the system time before and after the
call to the planner. To equalize for the effect of the garbage collector,
the Java virtual machine was started with an incremental garbage
collector.
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Path Length The path length was measured numerically by approximat-
ing each curve segment of the path by 10 linear segments. This mea-
surement was taken after applying the smoothing operations and
curve replacements.

Roadmap Creation Time The time to create the roadmap.

Roadmap Coverage The percentage of the configuration space that is
directly reachable from the roadmap by one application of the local
planner. The coverage was measured by taking 500 free points and
count the percentage of these that can be connected to the roadmap.

When comparing the planning time and path lengths for different plan-
ners, only plans where all planners in the specific comparison succeeded
are included. This is done to remove the effect of different success rates
for different planners in cases where the planners perform differently for
success and failure. The failure behavior is analyzed separately.

All the tests were done on a PC with an AMD Athlon XP 1800 pro-
cessor and 512 MB of memory, running Linux.

9.2 Comparisons between PRM and RRT

This section compares the performance of the PRM planner with different
roadmap sizes and the RRT planner. In all these tests the local planner
corresponding to the TF controller is used and the motion constraints are
handled with the state-space approach. The choice of local planner and
the method for handling motion constraints have little importance for the
comparisons in this section and are discussed separately in section 9.4.

9.2.1 Completeness

In table 9.1, we see that the success rate of the PRM planner gradually
increases when the number of nodes goes up, before it saturates at a high
level. In the open area, already a small roadmap provides enough coverage
for successful planning with the PRM planner. The RRT planner also
performs well with a 100% success rate.
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planner nodes open area cityscape edges in cityscape

PRM 100 25% 17% 241
PRM 250 93% 71% 1808
PRM 500 100% 83% 6674
PRM 1000 100% 84% 26435
PRM 2000 100% 87% 76898
PRM 3000 100% 88% 130091
RRT - 100% 52% -

Table 9.1: Comparison of the success rates of a PRM based planner with
some different size of roadmaps and an RRT planner in the different test
environments.

In the cityscape, the performance is worse, but the PRM planner still
performs well given a sufficiently large roadmap. The fact that the PRM
planner does not come closer to 100% is surprising, given that the cover-
age of the roadmap was measured to 98.0% for the 3000-node roadmap.
This can be attributed to small isolated regions of the environment where
collision-free nodes can be located that are unreachable or very hard to
reach from other parts of the environment. Such nodes contribute to the
coverage since they can be connected to nodes sampled in these regions,
but the planner still fails to find plans to these regions since they are not
connected to the rest of the roadmap. In an environment of this difficulty,
the RRT planner is too weak for practical use with a success rate of only
52%.

One further interesting point can be surmised from the table. Com-
paring the number of nodes used by the RRT planner with the different
roadmaps used with the PRM planner, we see that the RRT planner, using
a cut-off value of 500, performs much worse than the PRM planner with
a 500-node roadmap. However, the tree constructed by the RRT planner
only uses a maximum of 500 edges which falls somewhere between the 100
and 250 node roadmaps, and closer to the 100 node roadmap. This in-
dicates that the RRT planner makes good use of the knowledge of start
and goal point when constructing the trees, and that it does have a more
efficient method for covering the environment.
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planner nodes roadmap-time (s) online-time (ms)

PRM 100 1.00 *
PRM 250 6.50 52
PRM 500 21.89 108
PRM 1000 75.64 193
PRM 2000 249.96 407
PRM 3000 532.28 601
RRT - - 660

Table 9.2: Comparison of the mean planning time in the cityscape for the
PRM and RRT planners, and the time for constructing the roadmaps for
the PRM planner. Only planners with more than a 50 % success-rate are
included in the comparison on planning times, and only plans where all
these planners succeeded are included in the numbers above. Planners that
failed in more than half the cases are marked with * above.

9.2.2 Planning Time

The mean planning times in the cityscape are shown in table 9.2. As can
be seen, the PRM planner is faster than the RRT planner, especially with
smaller roadmaps, but even for the large 3000-node roadmap, the difference
is significant. However, it is important to remember that the RRT planner
operates without the use of a precompiled roadmap, which explains the
longer planning times, but also makes the RRT planner more flexible in
use. It is possible to compile the roadmap for the PRM planner in the
online phase and get the same flexibility as the RRT planner. However,
for such a planner we see that the roadmap construction time together
with the online planning time is much longer than the planning time for
the RRT planner, if we want to ensure the same success rate (more than
250 nodes according to table 9.1).

The variance of the planning times is also of interest, and is shown in
figure 9.3. The difference between the collected distributions of the PRM
planner and the wider distribution of the RRT planner is striking, with
the RRT planner often being faster than the PRM planners, even if the
mean planning time was shown to be longer above. The reason for this
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Figure 9.3: Comparison of the planning times in the cityscape environment
for the PRM planner with various roadmap sizes and an RRT planner.
Only planning times for plans where all planners succeeded are included.

discrepancy is of course the poor worst-case performance, which is more
than ten times slower than the PRM planner with a 500-node roadmap.

In the open area, the situation is quite different as can be seen in
figure 9.4. Here the RRT planner performs much better and is comparable
in planning time to the PRM planner with a 250-node roadmap. Even
though the variance of the RRT planner is still larger5 than for the PRM
planner, it is much more acceptable in this, simpler environment.

For a better view of the planning time distributions for the PRM and
RRT planners, histograms over the distributions are shown in figure 9.5
and 9.6. Comparing the cases where the planners succeed (full outline),
we see some differences between the planners. The RRT planner is very
fast in many instances; many of the plans in the leftmost box are actually
done under 100 ms which cannot be seen in the diagram due to the low
resolution, but for other cases the RRT planner may need several seconds
to find a plan. The PRM planner, on the other hand, has a more collected
distribution.

5The variance downwards for the PRM planners, towards shorter times cannot be
considered a drawback.
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Figure 9.4: Comparison of planning times for the PRM planner with var-
ious roadmaps and a RRT planner in the open area. Only planning times
for plans where all planners succeeded are included.
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Figure 9.5: Histogram showing the number of successful plans (of totally
250 plans) taking different amounts of planning time for the PRM planner
with a 500-node roadmap in the cityscape. The solid-line boxes show
successful plans, while the dashed-line boxes show failed plans.
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Figure 9.6: Histogram showing the number of successful plans (of totally
250 plans) taking different amounts of planning time for the RRT planner
in the cityscape. The solid-line boxes show successful plans, while the
dashed-line boxes show failed plans.

Looking at the cases where the planners fail (dashed lines in diagram 9.5
and 9.6) an interesting pattern emerges. While the PRM planner’s failure
distribution follows the distribution of the successful plans, it takes much
more time for the RRT planner to report a failure. This is due to the
difference in the basic layout of the algorithms. The PRM algorithm can
fail both in the initial connection of the starting point to the roadmap,
and when trying to connect nodes reached during graph search to the
goal configuration. The RRT planner on the other hand fails only if it is
unable to connect the two trees, something that only happens when the
maximum number of iterations is reached and the search is terminated.
The maximum planning time before failure for the RRT algorithm can be
brought down by decreasing the cut-off value. However, there is a trade-off
between low maximum planning time and high success rate, since a lower
cut-off value means that the planner will fail also in some cases where a
plan could be found with a higher cut-off value.
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Figure 9.7: The mean length of the solution paths from the PRM planner
with different roadmaps in the cityscape (after smoothing).
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Figure 9.8: The path from A to B to C is approximately 10% longer than
the straight line path directly from A to C.

9.2.3 Path Length

Figure 9.7 shows how the mean length of the solution paths from the
PRM planner depends on the roadmap size. As can be seen the mean
path length decreases as the number of nodes in the roadmap goes up.
A decrease from around 290 m for the 500 node roadmap to 265 m for
the 3000 node roadmap may not seem significant, but unlike the planning
time, where 10% extra time would hardly be noticed by the operator, a
10% longer path implies a large detour as can be seen in the simplified
example in figure 9.8. The difference is of course even larger for the 250-
node roadmap. This indicates that it is often useful to increase the density
of the roadmap, to achieve higher quality solutions, even if the success rate
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Figure 9.9: A scatter plot relating path lengths for an RRT planner against
a PRM planner with 2000 nodes in the cityscape.

does not increase further.

The mean path length for the RRT planner at the same set of problems
is 313 m, which is worse than the PRM planner in all cases except for the
small 250-nodes roadmap. This is especially true in comparison to the
PRM planner with large roadmaps with 2000 or 3000 nodes. The main
reason for the difference is not so much that the RRT planner is consistently
worse than the PRM planner, but rather that it is occasionally much worse.
This can be seen more easily in the scatter plot in figure 9.9 where the
path lengths from the RRT planner are related to the path lengths from
the PRM planner with a 2000 node roadmap. This diagram shows that
the two planners produce paths of approximately the same lengths in most
instances, and it is just in a small number of cases that the RRT planner
performs worse. However, the differences for these few, longer plans are
very large, from around 50 % up to 100 % of the length of the corresponding
paths from the PRM planner. As was the case with the planning time, we
again see that even if the RRT planner often shows good performance, it
is less consistent.

Also in the open area, an increased number of nodes in the roadmap
results in shorter path lengths which is shown in figure 9.10. Just as with
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Figure 9.10: The mean length of the solution paths from the PRM planner
with different roadmaps in the open area (after smoothing).

the planning time, the RRT planner performs relatively better in the open
area, with a mean path length of 212 m, which is better than the smaller
roadmaps and just slightly worse than the larger ones.

Looking at figure 9.11, we see that the problem of occasional bad plans
remains in this environment, but that it occurs with less frequency.

9.2.4 Discussion

The choice between the PRM and RRT algorithms is largely determined
by the complexity of the environment and to what degree the environment
and other constraints are known in advance. The PRM algorithm per-
forms better than the RRT algorithm in most situations if equipped with
a suitable precompiled roadmap. Thus the preparatory phase, where the
roadmap is generated, does pay off if the environment is known in advance.
However, the difference between the algorithms is not that large in all cases
so other factors may also be of importance.

For the open area, both the PRM and the RRT planners perform well,
and even if the PRM planner is slightly better, the RRT planner can proba-
bly be considered good enough for practical use in this type of environment.
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Figure 9.11: A scatter plot relating path lengths for an RRT planner
against a PRM planner with 2000 nodes in the open area.

The RRT planner might therefore be the better choice since it does not
require any precompiled data structures, which gives it a higher degree
of flexibility. The only problematic thing with the RRT planner in this
environment is that it occasionally generates bad plans. For some types
of robots, execution time is not so critical and it is not a problem if the
robot takes a small detour from time to time, but for UAVs, it is generally
unacceptable since flight time is often expensive. It may be possible to
reduce this problem by tuning the RRT algorithm, e.g., by making more
than one call to the planner and taking the best solution.

In the more complex cityscape, the RRT planner fails to find a plan in
many cases, while the PRM planner performs well with sufficiently large
roadmaps. In this type of environment, some type of precompiled data
structures may be necessary to solve the problem efficiently and the PRM
planner would probably be a better choice.

If the planner needs to operate under real-time constraints, it is impor-
tant that the planning time is predictable. In the comparison on planning
times in section 9.2.2, we saw that the PRM planner has a more collected
distribution of planning times, which is an advantage under such con-
straints. The RRT planner, on the other hand, has a somewhat unstable
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Without constraint With constraint Increase

Unaffected plans 216 ms 240 ms 11 %
Affected plans 275 ms 369 ms 34 %

Table 9.3: Planning times with and without runtime constraints.

performance. In many cases it finds relatively good plans in a short time,
but from time to time, the planner takes much longer to find a plan, if it
finds one at all. The most natural adaption of the RRT planner for use
in a real-time system is to limit the tree-expansion in time rather than in
number of iterations. This would lead to occasional failures but the same
is true for any heuristic algorithm, including the PRM algorithm. Thus,
there must always exist a backup plan that can be used if no plan is found,
e.g., an escape trajectory that brings the UAV to a safe state.

9.3 PRM with Runtime Constraints

The addition of runtime constraints to the PRM planner was made in order
to increase the flexibility of the planner for real world applications. For
this extension to be useful in practice, it is necessary that the addition
of runtime constraints does not produce a large overhead on the runtime
planning process. In this section we will investigate the magnitude of
this overhead. We will also see to what extent it is possible to repair the
roadmap if the runtime constraints break the roadmap connectivity.

9.3.1 Timing Tests

In order to investigate the overhead involved in testing constraints in the
runtime phase of the PRM planner, a test was made with a no-fly zone
covering a 100 m× 100 m area in the middle of the open area. A roadmap
with 500 nodes was used and the test was made with the TF controller.
The results of the tests were divided into two categories depending on
if the plans were affected by the no-fly zone or not and the results are
shown in table 9.3. We see that the addition of the no-fly zone gives a
negligible increase in planning cost for plans outside the area occupied
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Nodes
250 2000

Zones
2 77→ 95 96→ 96

10 79→ 96 97→ 97
50 11→ 37 41→ 50

Table 9.4: The improved success rate with RRT reconnection, with differ-
ent number of no-fly zones and roadmaps of different sizes. The numbers
to the left of the arrows indicate the success rate for the standard PRM
algorithm, while the number to the right is the success rate with RRT
reconnection.

by the no-fly zone. For plans that are affected by the no-fly zone, the
difference in planning time remains small. This shows that this method of
adding runtime constraints to the PRM algorithm is viable for increasing
the flexibility of the planner in cases where the extra constraints can be
evaluated quickly.

9.3.2 Repairing Broken Roadmap Connectivity

Adding constraints to a path planning problem may break the connectiv-
ity of the roadmap. To handle this, an optional reconnection attempt was
introduced in section 5.3.3 for the query phase of the PRM planner. This
extra procedure is called in the case of failure of the graph search and
attempts to connect the disconnected graph components with the RRT-
Connect planner.

The improvement induced by this RRT-connection step was tested by
adding randomly located no-fly zones in the open area. The no-fly zones
were constructed by picking a random location, p, within the flight-test
area and sampling three random vertices within a 100 m × 100 m square
centered at p. Each set of three vertices was then used to form a triangular
no-fly zone. The test was performed with 2, 10 and 50 no-fly zones and
roadmaps of 250 and 2000 nodes, and the PRM planner was tested with
and without the RRT-connection step on 100 pairs of configurations.

The results of the tests are shown in table 9.4, where the number of
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successes with the standard PRM algorithm is shown to the left of the
arrow, and the number of successes with the additional RRT-connection
step is shown to the right.

The table shows that for large roadmaps, a small number of no-fly
zones have no effect on the connectivity of the roadmap and the RRT-
connection step is never needed. For small, sparse roadmaps, on the other
hand, the extra RRT-connection attempt is very helpful, and we get almost
the same success rate as with the large 2000 node roadmap. However, it
should be noted that a large roadmap is also preferable for improving the
path quality, as was shown earlier in this chapter.

For difficult problems, the connectivity starts to break down also for
the larger roadmap, and the RRT-connection attempt has a positive effect.
The planner performs significantly better with the larger roadmap also in
this case, which indicates that the remaining parts of the larger roadmap
are still of good use.

9.4 Approaches for Handling Motion Constraints

In chapter 5, two ways were described for handling nonholonomic motion
constraints within the PRM method: the state-space approach and the
multi-level approach. In this section, it is shown that the multi-level ap-
proach is more efficient under certain circumstances, specifically when used
with the more restricted proportional navigation controller (PN).

We will focus on the success rate and the planning time for which
there are significant differences; the lengths of the plans are approximately
the same for the two methods. The main drawback of the multi-level
approach when used with an autonomous helicopter is that sharp corners
may remain in the final path, where the helicopter must stop into hover
before it continues in the direction of the following segment. In the last
subsection, we will look at how often this happens.

9.4.1 Roadmap Size

With the multi-level approach, straight-line edges are used throughout the
planning process, except for the final smoothing and curve replacement
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Figure 9.12: Success rate for roadmaps of different size in the cityscape.
The graph is similar for the open area.

step. This means that the success rate of the planner is independent of
the curve form of the final path. The success rate with the straight-line
roadmap of the multi-level approach is shown in figure 9.12 together with
the success rate for roadmaps constructed for the TF and PN controllers.
As can be seen in the diagram, a much larger number of nodes is required to
achieve a good success rate when the curves for the PN controller is used
in the roadmap. This is a result of the lower probability of connecting
two random nodes under the restrictions of this controller. The roadmaps
with the general cubic curves used for the TF controller and the roadmaps
with linear paths both reach an acceptable performance at approximately
500 nodes.

Due to the increased difficulty of connecting nodes with the PN curve,
the corresponding roadmaps have fewer edges for a certain number of nodes
compared to the other two types of curves. Thus, the number of nodes is
not a good measure for roadmap size when comparing PN roadmaps with
roadmaps generated with the other two curve types. Instead, the mea-
sure must incorporate the memory usage for both nodes and edges. Each
node contains the three position coordinates for the helicopter configura-
tion which requires 12 bytes if floats are used. For roadmaps in the state
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Figure 9.13: Roadmap size required to reach a certain success rate in the
cityscape. Each point represent the size and success rate for a roadmap
with a certain number of nodes.

space, an additional 12 bytes are required giving the node a total size of
24 bytes. Outgoing edges from a node can be represented as a sequence
of pointers to their destinations, which requires 4 bytes per edge. The
real implementation of the graph data structure requires more memory
due to software abstractions, but this measure can still serve as a reason-
able approximation for the relative memory consumptions of the different
roadmaps. The sizes of the roadmaps required to reach a certain success
rate for the different local path planners is depicted in figure 9.13. We see
here that the roadmap with local paths matching the PN controller will
take approximately twice as much memory as the other two roadmaps.

9.4.2 Planning Time

The planning times for the two approaches also differ significantly when
generating paths for the PN controller. In figure 9.14, we see that the
state-space approach requires a planning time that is around thrice that
of the multi-level algorithm, to achieve the same success-rate. With the
TF controller, the situation is quite different, as can be seen in figure 9.15.
Here the difference between the state-space and the multi-level method is
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Figure 9.14: Illustration of the required planning time for achieving a cer-
tain success rate with the PN controller and the two methods for handling
motion constraints. Each point represents the size and success rate for
a roadmap with a certain number of nodes. The results are from the
cityscape environment.
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Model Curve 0 1 2 >2

open area PN 96.4 % 2.0 % 1.6 % 0.0 %
open area TF 96.4 % 2.4 % 1.2 % 0.0 %
cityscape PN 75.2 % 5.2 % 7.2 % 0.4 %
cityscape TF 77.2 % 2.8 % 7.2 % 0.8 %

Table 9.5: Occurrences of sharp corners in the final plan with the multi-
level approach to nonholonomic constraints.

smaller, but the state-space method is still significantly slower when high
success rates are required.

9.4.3 Remaining Sharp Corners

The main drawback of the multi-level method is that the transformation
from a piecewise linear to a piecewise cubic path is not always completely
successful. If the transformation fails for two neighbouring edges, a sharp
corner remains in the path where the helicopter needs to stop and hover,
something that is clearly inefficient. In table 9.5 the percentages of paths
containing such sharp corners are presented. We see that in the open area,
which has been used for flight tests, corners are rare, and occur in less than
5 % of the paths.

In the cityscape, the sharp corners occur more frequently, which is to
be expected due the more complex environment with many more obstacles
that the helicopter must negotiate. However, for flight in such cramped
spaces, occasionally stopping and turning to new flight directions because
of nearby obstacles is more acceptable.

9.4.4 Discussion

Delaying the nonholonomic motion constraints until the runtime phase
makes it easier to connect nodes during roadmap construction. This makes
it possible to achieve good performance with smaller roadmaps also for the
more restricted PN controller. The TF controller is more powerful, which
makes the difference smaller between the state-space and multi-level ap-
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proach for that controller. Thus, the multi-level approach is mostly inter-
esting for difficult planning problems, where a weaker local path planner
is used.

Besides increased efficiency, the curve-replacement method could also
be used to achieve a higher degree of flexibility in the runtime phase,
similarly to how runtime obstacle constraints are used. Since the curve re-
placement occurs at runtime, more information is available for determining
the curve form. This means that, e.g., requested velocity can be taken into
account for optimizing the curves.

There are however some disadvantages with delaying the motion con-
straints to the runtime phase. The time to perform the replacement could
be a problem if curve generation or collision checking is very expensive.
As we saw above, this is not a problem in this domain. Another problem
is that the curve replacement is not always successful. For some classes
of robots, e.g., locally controllable robots, the replacement is always pos-
sible, while for others, e.g., the helicopter, a small number of replacement
failures may be acceptable. However, for other types of robots, e.g., fixed-
wing airplanes, the transformation to a path that can be flown cannot be
guaranteed in general, and any replacement failure means that the path
is not traversable. One solution to this problem is to continue the graph
search for alternative routes if the curve replacement fails.
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Chapter 10

Conclusions

In this thesis, it has been shown how modern path planning algorithms
based on random sampling of the configuration space can be used with an
autonomous helicopter. In this concluding chapter a summary is given on
the major points that have been discussed. In each of these sections, some
interesting topics for future research are also presented.

In the first section the integration with the helicopter is discussed. The
following section contains a discussion on how constraints can be handled
at different stages of the planning process. The last section is on mission
planning, a topic that falls somewhat outside the scope of this thesis, but
nevertheless is an interesting direction for future research related to path
planning.

10.1 Integration with the Helicopter Platform

One of the major goals of this thesis work has been to investigate the
integration of a sampling-based path planner in a physical autonomous
helicopter. This involves many practical issues such as integration into the
system architecture and adaptations of the algorithms to the particular
helicopter platform and control system. The solutions to these issues were
presented in chapter 7.

Most important of these issues has been to make the path planner

117
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produce paths that the helicopter can follow at a reasonable speed. To
achieve this goal, it is vital that the flight paths have a low degree of
curvature and contain no sharp corners where the helicopter has to stop.
Two methods to accomplish this were presented in section 5.2: building
the roadmap in the state space and using a multi-level approach. We
saw in section 9.4 that the multi-level approach is the more efficient one
when a weak local path planner is used and occasional stops are acceptable.
With the current, more versatile trajectory-following controller (TF), both
methods have comparable performance.

The PRM-based planner that was developed using these methods has
been tested on the WITAS UAV on numerous occasions, and three suc-
cessfully performed experiments are described in chapter 8.

The current implementation of the path planner has proved to pro-
duce paths of acceptable quality for the types of missions that have been
performed so far with the helicopter. However, there are a number of weak-
nesses with respect to optimization of the paths that should be addressed
in future work. The most important issues to address are improvements of
the local path planner for producing curves that are closer to optimal and
performing the graph search with other cost functions than path length,
e.g., flight time or fuel consumption.

10.2 Changing Constraints

The practical flight tests have shown the importance of a flexible path
planner that can adapt to the requirements of specific missions. With
single-query planners, e.g., RRT planners, such a flexibility is a natural
consequence of that the problem does not need to be specified until the
runtime phase. For PRM planners, the situation is more problematic due
to the reliance on precompiled roadmaps, which led to the development of
the runtime constraints capability described in section 5.3. A flight test
demonstrating the use of runtime constraints was described in section 8.2,
where the operator added a no-fly zone around a building at runtime.
Adding such a no-fly zone was shown to give only a small runtime overhead
in section 9.3.
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Pruning edges from the graph during search solves only a part of the
problem with additional runtime constraints. Even if a certain roadmap
is appropriate for path planning in a specific environment, additional run-
time constraints may increase the difficulty of the problem and the original
roadmap connectivity may be broken. In order to extend the roadmap
in such cases, an RRT extension step was added to the PRM planner
in section 5.3.3. This addition was shown to produce a significant im-
provement in success rate for planning with difficult runtime constraints
in section 9.3.2.

Expanding the roadmap by using RRTs is also of great use when ob-
stacles disappear and new passages may be formed. If the removal of an
obstacle creates a passage between two parts of the configuration space
with disconnected roadmap components, the RRT-connection step can be
used to expand the roadmap so that a path can be found between those
two components.

At this point only a basic version of the RRT expansion is implemented,
which attempts to connect two roadmap components by extending trees
from two selected nodes. A more sophisticated algorithm, which also would
take plan quality into account, could be formulated by first performing a
bidirectional A* search from the start and goal configurations, and us-
ing these search trees as the initial trees for the RRT algorithm. Such a
strategy blends well with the A*-like optimization of the RRT algorithm
described in section 4.2.4, and could perhaps be developed to find better
plans even in cases where a solution is found in the original roadmap.

Taken together, the runtime constraints and the RRT expansion can
be used as the basis for an incremental PRM algorithm. Such an algo-
rithm would start by constructing a possibly sparse or even disconnected
roadmap for the environment. For failing queries, the roadmap could be
extended by application of the RRT algorithm. Such an algorithm would
be robust to changes in the environment since new obstacles invalidate
parts of the roadmap and the roadmap can grow in areas where obstacles
have been removed. In a very static environment, such an algorithm would
reduce to the standard PRM algorithm since solutions to the queries would
normally be found by the graph search. In an extremely dynamic environ-
ment, on the other hand, it would instead be similar to the RRT algorithm
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since moving obstacles would invalidate large parts of the roadmap.

10.3 Mission Planning

The building photography flight, described in section 8.3, is an example of a
typical mission for a UAV. To perform this mission, the UAV needs to find
appropriate viewpoints for each facade of the buildings, order the points
to minimize path length, and plan a path connecting the points. Each of
these steps is performed fully automatically for any set of buildings, based
on information from the GIS-service and the planning capabilities of the
path planner. However, the overall mission strategy containing these steps
is currently setup manually in order to achieve the goal of having a picture
of each facade. It would of course be of great benefit to have a planner that
is able to set up these types of missions automatically for such goals, and
below an outline is given of how this could possibly be done by extending
the capabilities of sampling-based path planners.

The building photography mission is typical for a UAV mission in that
it is primarily concerned with observations, which requires moving the UAV
appropriately for successful operation of its sensors. This type of problem
puts less emphasis on ordering constraints than what is common in many
classical planning domains, where the agent performs actions that directly
affect the world. A major challenge in planning for UAVs is instead the
continuous domains that often include complex constraints over real-valued
variables, e.g., obstacles and visibility requirements.

To some degree, this type of problem is what path planners are specif-
ically designed to solve. However, path planning, as defined in chapter 2,
is not sufficient for finding complete mission plans, since the only concern
is to find a path from one point to another in the robot’s configuration
space. This kind of problem instead requires other types of actions, e.g.,
pointing the camera and taking pictures, or switching between different
flight modes such as landing, take-off, or hover.

One interesting line of research would be to extend path planners to
handle actions of the type normally used with classical planning. The con-
figuration space of the robot could be extended by adding further discrete



10.3 Mission Planning 121

or continuous state variables, e.g., a binary state-variable describing if the
UAV has got a picture of a certain building. As was described in sec-
tion 7.3, the viewpoints in the building photography mission were found
by sampling points in front of each facade. This is similar to the path
planning process itself in sampling-based path planners and gives some
indications that for these types of problems, methods similar to the PRM
and RRT algorithm may be suitable also as components in higher-level
planners. They would then be used for finding trajectories through a hy-
brid continuous/discrete state-space with both geometric dimensions of
the configuration space for the robot and discrete dimensions describing
discrete events, e.g., taking a picture. By planning in continuous domains,
problems such as covering an area with a video sequence would also have
natural formulations.
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[27] M. Kallmann and M. Matarić. Motion planning using dynamic
roadmaps. In Proceedings of the IEEE International Conference on
Robotics and Automation (ICRA), 2004. http://www.ict.usc.edu/



BIBLIOGRAPHY 127

~kallmann/publications/kallmann_icra_04.pdf, accessed:
Friday, August 5, 2005.

[28] L. Kavraki, M. Kolountzakis, and J. Latombe. Analysis of
probabilistic roadmaps for path planning, 1996. http:
//citeseer.ist.psu.edu/article/kavraki98analysis.html.

[29] L. E. Kavraki, P. Svestka, J.-C. Latombe, and M. Overmars.
Probabilistic roadmaps for path planning in high dimensional
configuration spaces. IEEE Transactions on Robotics and
Automation, 12(4):566–580, 1996. http://www.cs.rice.edu/CS/
Robotics/papers/kavraki1996prm-high-dim-conf.pdf, accessed:
November 21, 2003.

[30] Lydia Kavraki and Jean-Claude Latombe. Randomized
preprocessing of configuration space for fast path planning. In
Proceedings of the International Conference on Robotics and
Automation, pages 2138–2139, 1994. http://www.cs.rice.edu/CS/
Robotics/papers/kavraki1994rand-preproc-fast.pdf, accessed:
January 23, 2004.

[31] Lydia E. Kavraki, Jean-Claude Latombe, Rajeev Motwani, and
Prabhakar Raghavan. Randomized query processing in robot path
planning. In ACM Symp. on Theory of Computing, pages 353–362,
1995.
http://citeseer.ist.psu.edu/kavraki96randomized.html.

[32] O Khatib. Real-time obstacle avoidance for manipulators and mobile
robots. Int. J. Rob. Res., 5(1):90–98, 1986.
http://ai.stanford.edu/groups/manips/publications.html.

[33] D.g. Kirkpatrick. Efficient computation of continuous skeletons. In
Proceedings of the 20th Symposium on Foundations of Computer
Science, pages 18–27, 1979.

[34] J. J. Kuffner and S. M. LaValle. RRT-Connect: An efficient
approach to single-query path planning. In IEEE Int’l Conf. on



128 BIBLIOGRAPHY

Robotics and Automation, pages 995–1001, 2000.
http://msl.cs.uiuc.edu/rrt/papers/KufLav00.ps.gz, accessed:
November 12, 2003.

[35] Jean-Claude Latombe. Robot Motion Planning. Kluwer Academic
Publishers, Norwell, MA, USA, 1991.
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