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Abstract

In software development projects, bug triage consists mainly of assigning bug reports
to software developers or teams (depending on the project). The partial or total automation
of this task would have a positive economic impact on many software projects. This thesis
introduces a systematic four-step method to find some of the best configurations of several
machine learning algorithms intending to solve the automatic bug assignment problem.
These four steps are respectively used to select a combination of pre-processing techniques,
a bug report representation, a potential feature selection technique and to tune several
classifiers. The aforementioned method has been applied on three software projects: 66
066 bug reports of a proprietary project, 24 450 bug reports of Eclipse JDT and 30 358 bug
reports of Mozilla Firefox. 619 configurations have been applied and compared on each
of these three projects. In production, using the approach introduced in this work on the
bug reports of the proprietary project would have increased the accuracy by up to 16.64
percentage points.
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Introduction

Machine learning algorithms are becoming more widely used in the software engineering
industry. In some tasks such as sentiment classification, these algorithms surpass human per-
formance [26]. Sentiment classification consists of assigning a label to a textual document
based on the opinion expressed inside of it. For instance, as in the paper of Pang et al. [26],
predicting whether a movie review is positive or negative is a sentiment classification prob-
lem. This thesis will investigate the tuning of machine learning algorithms in the context of
automatic bug assignment.

1.1 Motivation

When the size of a software development project increases, more bugs are found. Devel-
opment teams generally use bug repositories to manage this growing number of discovered
bugs. These repositories are also called issue tracking systems (ITS).

When a bug is found in a piece of software, a bug report is written. This artifact mainly
describes the fault and the way to reproduce it. Generally, the person who writes a bug report
is a user, a developer or a tester, and, he or she is called a reporter.

According to Anvik et al. [3], since additional bugs are found and fixed through the use of
ITS, these systems might have a positive impact on the overall quality of software products.

Due to the ease of reporting bugs, a significant amount of bug reports is daily submitted
and more resources need to be allocated to process them. During four consecutive months,
around 29 bug reports have been daily submitted to the ITS of the Eclipse software devel-
opment project [4]. If 5 minutes have been used for each bug, more than 2 working hours
per day have been spent on handling these issues (the time needed to fix each bug is not
included).

Handling bug reports is called bug triage [3]. This task is frequently done by a specific
person called a bug triager. Bug triage is a combination of two subtasks. In the context of the
first subtask, the triager has to decide whether or not to consider the content of the bug report
based on its relevance. For instance, he or she has to identify the duplicate bug reports: if a
fault in a bug report has already been reported or has already been fixed, the triager should
not handle it. If the report is taken into account, then, the triager has to assign it to a person
or a team. This person or this team will have the responsibility to fix the issue.



1.2. Aim

The aforementioned second subtask is arduous, time-consuming and prone to errors [3].
This subtask is often done manually by analyzing various artifacts such as previously fixed
bug reports, source code and documents recording the skills of each developer.

The bug assignment task has a significant impact on the cost of the maintenance of a
software product. If the assignee is not able to fix the bug described in a bug report, it will
be reassigned. This phenomenon is called bug tossing [19]. As each time a bug is reassigned,
more working hours are spent to fix it, bug assighment has a major role in maintenance cost.

Due to its economic issues, automating bug assignment would be beneficial for many
software projects.

1.2 Aim

Many researchers have introduced various methods to solve the automatic bug assignment
problem. In almost all of them, the introduced technique uses at least an instance of a specific
type of machine learning algorithms called classifiers.

The topic of this thesis is mostly based on one of the main findings of Thomas et al. [34]:
the configuration of a classifier has an impact on the results obtained in the context of au-
tomatic bug localization. I believe that this result is also valid in the context of automatic
bug assignment. Within this framework, this thesis will therefore focus on introducing some
systematic approaches to potentially find some of the best existing configurations in terms of
two metrics, the accuracy and the mean reciprocal rank (MRR).

1.3 Research questions
The thesis will intend to answer the following research questions:

1. How can we select which pre-processing technique(s) to apply on a set of bug reports?

In text classification, many pre-processing techniques could be applied on a set of doc-
uments to get better results (stop words removal, stemming, lemmatization, etc.). As
the automatic bug triage problem could be considered as a text classification problem,
the aforementioned techniques may also be used to achieve better results. According to
Cubranic et al. [14], stemming has not a significant impact on the accuracy of a classifier
in the context of automatic bug assignment. Nevertheless, in their works, some other
researchers have used this pre-processing technique to probably improve their results
[37, 9, 39]. I believe that the selection of the pre-processing techniques to use should
be based on the bug reports of the data set. The answer to this research question will
introduce a method to make a systematic optimal choice among several options.

2. How can we choose which model to use to represent a bug report?

As any other text classification problem, many models can be used to extract features
from the textual content of a bug report (by counting the occurrences of each word in
each bug report, by using binary numbers to indicate the presence/absence of each
word in each bug report, by using tf-idf weights, etc.). I also believe that the choice
among the possible models should be based on the specificities of the bug reports in the
data set. The answer to this research question will also introduce a method to make a
systematic optimal choice.

3. How can we select which feature selection technique to apply on a given representation
of a bug report?

Due to the substantial number of distinct words that could be used in a set of bug
reports, the dimension of the feature vectors representing them can be significant. Using
all the features of these vectors might introduce some noise and have a negative impact

2



1.4. Delimitations

on the predictions of an automatic bug triage system. According to Xuan et al. [38], the
use of feature selection can have a positive impact on the predictions of an automatic
bug triage system, while reducing the size of the data set. Given a set of bug reports,
some feature selection techniques may lead to better results than others. Selecting the
size of the subset of the remaining features also influences the results. To answer this
research question, a method will be proposed to select a feature selection technique
among others and the size of the subset of the remaining features to get good results.

4. How can we tune an individual classifier on a set of bug reports?

In the paper of Jonsson et al. [20], the selection of the classifiers on which further studies
were made was based on their accuracies without having tuned them previously (using
the default configurations of the library implementing them). I believe that the results
may not have been the same if each classifier was tuned before the selection. The an-
swer to this research question will introduce a method to efficiently tune any individual
classifier on a set of bug reports.

1.4 Delimitations

In the framework of a software development project, several artifacts such as software archi-
tecture documents or project plans are produced. Some relevant data can be extracted from
these documents and be used to train some algorithms which could solve the bug assignment
problem. Nevertheless, in the framework of this thesis, only the titles and the descriptions of
the previously fixed bug reports in the ITS will be considered to train the individual classi-
fiers.

As mentioned above, several approaches have been introduced in order to solve the auto-
matic bug triage problem. In this thesis, only the approach using machine learning classifiers
will be studied.

Tuning and evaluating each algorithm used in this thesis will be done with 66 066 bug
reports of a telecommunications company. To achieve replicability, and, as most of the prior
works on automatic bug assignment have used them, the same analysis will be conducted on
24 450 bug reports of Eclipse JDT! and 30 358 bug reports of Mozilla Firefox?.

The bug reports of the proprietary software development project will be used to solve
the automatic bug assignment to teams problem whereas the bug reports of the two open
source projects will be used to solve the automatic bug assignment to developers problem.
Both problems are very similar: they could be both considered as text classification problems.
The only major difference is the number of classes (lower in the context of automatic bug
assignment to teams). As the focus of the thesis is on the benefits that the application of
the introduced method could bring on the accuracies and the MRR values of the classifiers
solving the automatic bug assignment problem, I believe that the use of the bug reports of
these three projects in slightly different contexts will not cause any confusion.

Ihttp://www.eclipse.org/jdt
’http://www.mozilla.org
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Theory

In this chapter, the tools used to handle bug reports in software projects are first described.
Some techniques and models used in a specific field of computer science called information
retrieval are then presented. Next, some techniques generally used to solve text classification
problems are described. Finally, some scientific publications related to the automatic bug
assignment problem are presented.

2.1 Bugreporting and development tools

In this section, the process, and, the tools used to report and handle bugs in software devel-
opment projects are described.

2.1.1 Bugreport

When a bug is found in a software project, a bug report is written. This report mainly de-
scribes the problem and how to reproduce it. A bug report is usually written by a user, a
developer or a tester. The author of a bug report is called the reporter.

Each bug report has some "pre-defined fields" [3], and, some other values such as a title
or a description which should be filled in by the reporter. It could also contain some other
relevant elements such as screenshots.

Two screenshots of the bug report 75119! of the Mozilla Firefox project could be consulted
in the Figures 2.1 and 2.2. As can be seen, the reporter field, the reported date and the identi-
fier of the bug report are some examples of "pre-defined fields" [3]. The values of these fields
were automatically set when the bug was reported. The values of some other fields such as
the product, the component or the importance of the bug report were manually set by the re-
porter. The other members of the project might have updated them later. The values of some
other fields such as the status or the assignee of the bug report change frequently until the
bug is fixed. The cc field generally contains the e-mail addresses of the members of the project
who are interested in the bug report. As mentioned above, each bug report has mainly two
textual fields: a title (Figure 2.1) and a description (Figure 2.2). Finally, the comments of the
other members of the project related to the bug also appear at the bottom of the bug report
(Figure 2.2).

Thttps://bugzilla.mozilla.org/show_bug.cgi?id=75119
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2.1. Bug reporting and development tools

Bug 75119
Cookie Manager: "Don't allow sites that set removed cookies to set future cookies" should stay checked/unchecked

v
Get help with this page
VERIFIED FIXED in Firefox1.0beta
Status (bug has been fixed and VERIFIED)
Product: » Firefox Reported: 16 years ago
Component: » Preferences Modified: 11years ago
Importance: P3 minor
Status: VERIFIED FIXED
People (Reporter: Dennis Andersen, Assigned: mconnor)
Assignee: Mike Connor [:mconnor] Reporter: Dennis Andersen
Triage Owner: Jared Wein [;jaws] (please needinfo? me)

CC: 12 people
Tracking
Version: unspecified Depends on: 2##2
Target: Firefox1.0beta Duplicates: 222133
Points: --- Bug Flags: mconnor blocking0.9-
Ben Goodger (use ben at mozilla dot org for email) blocking-aviary1.0-
mconnor blocking-aviary15-
Firefox Tracking Flags (Not tracked)
This bug is not currently tracked.
Details
Whiteboard: ---
Votes: 2 votes
Attachments (2 attachments, 1 obsolete attachment)
add persist Alec Flett : superreview+ Details | Diff | Splinter Review
1 years ago Michiel van Leeuwen (email: mvl+moz@)
716 bytes, patch
do the same for firebird Details | Diff | Splinter Review

14 years ago Steffen Wilberg
764 bytes, patch

Show Obsolete Attachments

Figure 2.1: The fields (except the description and the comments) of the bug report 75119 of
Mozilla Firefox

2.1.2 Issue tracking system

An issue tracking system (ITS) is mainly a system used to manage the bug reports and the
names of the developers who have fixed them. This type of system is often used as a mean of
communication among the developers as well as between the users and the developers [3].
According to Anvik et al. [3], as some additional bugs are found and fixed thanks to the ITS,
these types of repositories might have a positive impact on the quality of software products.

Bugzilla® is an open source, cross platform and web-based ITS. It is one of the products of
the software community Mozilla. This ITS is used to manage the bug reports of all the prod-
ucts of the Eclipse project® (including Eclipse JDT) and all the products of the Mozilla com-
munity4 (including Firefox). Eclipse Java development tools (JDT) is a product of the Eclipse
project which is an integrated development environment (IDE) mostly written in Java. The
Eclipse project is open source and cross platform. Eclipse JDT contains several plug-ins that
could be used for Java development. Firefox is another product of the software community
Morzilla. Firefox is an open source web browser mostly written in C++.

In the context of this Master’s thesis, the bug reports in the ITS of a telecommunications
company and the bug reports in the ITS of both aforementioned products (Eclipse JDT and
Mozilla Firefox) will be studied.

In any ITS, until it is eventually closed, each bug report goes through several states®. The
ordered sequence of all the states of a bug report is called its life cycle.

2https://www.bugzilla.org/
Shttps://bugs.eclipse.org/bugs/
4https://bugzilla.mozilla.org/
Shttps://www.bugzilla.org/docs/3.6/en/html/lifecycle.html
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2.1. Bug reporting and development tools

Dennis Andersen (Reporter)

Description « 16 years ago
From Bugzilla Helper:
User-Agent: Mozilla/4.® (compatible; MSIE 5.5; Windows 95)
BuildID: 2001040404

The state of the checkbox "Don't allow removed cookies to be accepted later" in
the cookie permission dialog should be saved

Reproducible: Always
Steps to Reproduce:
1. Go to "Preferences => Advanced => Cookies => View stored cookies"
2. Click "Don't allow removed cookies to be accepted later"
3. Remove some cookies
4. Exit Mozilla
5. Go to stored cookies again.
Actual Results: The state (checked or unchecked) of the checkbox is not saved.
Expected Results: The state should be saved.
Chris McAfee

Comment 1+ 16 years ago
over to morse

Assignee: mcafee = morse

Figure 2.2: Description and comments of the bug report 75119 of Mozilla Firefox

More specifically, in Bugzilla, the state of a bug report is a combination of two pieces of
information: the value of its status field and the value of its resolution field (used to know
how a bug report has been resolved). The Figure 2.3 is a simplified graphical representation
of the life cycle of a bug in Bugzilla®. When a bug is found, a report is filled in and its status is
generally set to NEW. Next, the bug report is assigned to a developer and its state is modified
to ASSIGNED. The bug is then generally either fixed (its status is modified to RESOLVED)
or reassigned (its status is updated to NEW). If it has been resolved, the bug is then verified
by the quality assurance (QA) team and its status is set to VERIFIED. Finally, the status of
the bug is modified to CLOSED. If the status of the bug report was set to RESOLVED and
the bug is still not fixed, the bug report is reopened (its status is updated to REOPENED).
When a bug is resolved, its resolution is modified. If a modification has been made in the
code base, the resolution field is set to FIXED. If the bug report is a duplicate, its resolution is
updated to DUPLICATE. The resolution is set to WORKSFORME if the assignee was not able
to reproduce the bug. If the bug report should not be taken into account, its resolution is set
to INVALID. Finally, if the issue in the bug report will not be solved, the resolution field is set
to WONTEFIX.

The telecommunications company has its own ITS. The possible states of the life cycle of
a bug report in this ITS are slightly different from Bugzilla. The Figure 2.4 is a simplified
graphical representation of the life cycle of a bug in this ITS. When a bug is found, a report
is submitted and its state is set to PRIVATE. If the bug report should be taken into account,
its state is then set to REGISTERED. Otherwise, its state is updated to CANCELLED. If the
bug report should be considered, it is then assigned to a team (the status is modified to AS-
SIGNED). Next, normally, a fix is proposed and the state is updated to PROPOSED. Generally,
the fix is approved (the state is modified to PROPOSAL APPROVED). The fix is then verified
(the state is set to CORRECTION VERIFIED). Next, the bug report is answered and the state
is changed to ANSWERED. Finally, the bug report is closed (its status is set to FINISHED).

In any ITS, it is normally possible to search for a specific bug report thanks to its identifier
or some key words inside of it. It is also generally possible to look for all the bug reports
having some specific states. For instance, in the ITS of the Mozilla project, one can search
for all the bug reports belonging to the Firefox product with a RESOLVED, VERIFIED or
CLOSED status, and, a FIXED resolution.

bhttps://www.bugzilla.org/docs/3.6/en/html/lifecycle.html
"https://www.bugzilla.org/docs/3.6/en/html/lifecycle.html
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Figure 2.3: The simplified life cycle of a bug report in Bugzilla’

The text in the bug reports is a potentially valuable source of information that might be
used to route them. It is however critical to choose an appropriate representation of the
textual content for effective use by classification algorithms. Determining appropriate repre-
sentations is conducted using techniques that are usually described as information retrieval.

2.2 Information retrieval

Information retrieval (IR) is an area of computer science. In this field, based on specific needs
of a customer, the goal is to retrieve some relevant documents from a generally large set of
documents.

In this section, first, a formal representation of an IR model will be presented. Some com-
monly used pre-processing techniques in this field will then be introduced. Finally, two clas-
sic IR models will be described.

2.2.1 Formal representation of any IR model

As stated by Baeza-Yates et al. [6], any IR model could be formally described as a quadruple
(D,Q,F,R(d,7)), where D if a set of representations for the documents in the corpus; Q is a
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Figure 2.4: The simplified life cycle of a bug report in the ITS of the telecommunications
company

set of queries (representations of the needs of the user); F is a framework used to model the
documents in the corpus, the needs of the user and their relationships; R(d, 7) is a ranking
function which maps a real number to a document representation d € D and a query § € Q.
The goal of the function R is to order the elements in D with respect to a query 7 € Q.

2.22 Commonly used pre-processing techniques

Many IR models are based on the use of index terms [6]. These terms are generally keywords
which represent sets of words in the corpus or words which appear at least in one document
of the corpus. The goal of these terms is to simplify the IR problem by representing the
documents in the corpus and the needs of the customer using some keywords or words of
this set of documents. In this section, some commonly used techniques to build a set of index
terms are presented.

Tokenization

Tokenization is the process of splitting an input string (it could be a document) into smaller
meaningful strings which are called tokens [10]. The splitting task is generally based on some
specific delimiters such as punctuation characters.
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This task is not trivial. The management of some specific punctuation characters such as
hyphens and apostrophes is complex. Splitting an input string based on its white spaces is
not always an ideal solution. For instance, splitting the input string Las Vegas into two
tokens, Las and Vegas, is probably not desirable.

Stemming

A word stem is a specific part of a term that does not change when the word is modified.
This modification could be made to use a different grammatical category (add a suffix to an
adjective to form a noun for example) or could be based on the grammatical category of the
term (conjugate a verb for instance).

Stemming is the process of transforming a word into its stem [10].

For example, the stem of the word helping might be help.

Lemmatization

As stemming, the goal of lemmatization is to cluster related words together. Contrary to
stemming, lemmatization will reduce each word to its lemma (its dictionary form) [10].

Unlike stemming, this reduction is based on the analysis of the context of the occurrence
of each word. For instance, it could be based on the part of speech (POS) of each word. The
POS is the grammatical category of a word. Adjectives or nouns are parts of speech.

For instance, the lemma of the word t ried might be t ry whereas the stem of the same
word might be tri.

Compared to stemming, one of the drawbacks of lemmatization is its increased computa-
tional cost due to the analysis needed to find the lemma of a word.

Stop words removal

A stop word is a word which will not be used by the selected model. Stop words are generally
common in the language used in the documents of the corpus [10]. The gain made by a model
analyzing these words is usually negligible.

For instance, the determiner the or the preposition on could be stop words.

Other techniques

The following techniques are also used to build a set of index terms:

e punctuation removal: all the tokens containing only punctuation characters such as
dots or commas are removed;

e numbers removal: all the tokens only made up of numbers are removed;

e conversion to lower case: each character of each token is converted to lower case [10].
The goal of this pre-processing step is that the following steps (classification for in-
stance) are not case-sensitive;

e in their paper, Naguib et al. [25] have introduced a new approach to solve the automatic
bug assignment problem. Before applying their method, they have used some regular
expressions to remove some non-discriminative tokens (HTML tags, hexadecimal num-
bers, etc.) from their bug reports.
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2.2.3 Three classic IR models

Three classic IR models use index terms to describe the documents in the corpus: the Boolean
model, the vector model and the probabilistic model. These index terms are generally re-
trieved using at least one of the pre-processing techniques introduced in the previous sec-
tion. In this thesis, only the Boolean model and the vector model will be used. Only these
two classic IR models will therefore be described.

Boolean model

As written in the book of Baeza-Yates et al. [6], the framework F of the Boolean model could
be described as follows. Each document d; € D is a vector which elements represent the index
terms of the corpus and which are binary. If the index term k; is in the document d;, then,
dij = 1. Otherwise, d;; = 0. A query written by a user is a Boolean expression using the index
terms of the corpus and the three following Boolean operators and, or and not. This query
is converted to the disjunctive normal form (a disjunction of conjunctive vectors with all the
index terms of the corpus). If one of the conjunctive vectors of the converted query is the
same as a document d;, then, this document will be predicted as being relevant. Otherwise, it
will be predicted as being irrelevant.

According to Baeza-Yates et al. [6], the main drawback is that the model is based on the
occurrence of a perfect matching between a conjunctive vector of a query and a document
d;. Too many documents or too few documents are therefore often retrieved. The documents
in the corpus are also not ranked with respect to a query (they are either relevant or not
relevant). However, the main advantage of the model is its intuitiveness.

Vector model

In the framework F of the vector model, the similarity sim between a document dieDanda
query § € Q is computed using the Equation 2.1 [6].

-

. g t .
sim(d, 7) di.q D k=1 ik * gk 2.1)

T t 2 t

il ] \/Zk:l dig” \/Zk:1 s

In the above equation, ¢ is the number of index terms in the corpus. As can be seen in
the Equation 2.1, the similarity sim is the cosine of the angle between a representation d; of a

document i of the corpus and a query 4.
Let N be the number of documents in the corpus, 7; the number of documents in the

corpus in which the index term k; appears and freg;; the frequency of k; in d;. The weight dij
of each word k; in each document i is computed using the Equation 2.2:

__ Jreai g N
where f;; = m and idf; = log (E)

Let freq,; be the frequency of k; in the query g. The weight q; of each word k; in the query
g is computed using the Equation 2.3:

0.5 freqy;

- idf: — N
where f;; = 0.5+ ma; (Fred) and idf; = log (n]_).
The main disadvantage of this model is that the terms in each document and each query
are assumed to be independent [6]. In practise, this assumption is not always true. For in-
stance, the word science is likely to appear in a document containing the word computer.

10
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The main advantages of the model are its simplicity, its performance due to the weights com-
puted for each index term in each document, the facts that partial matching is taken into
account in the similarity index and that documents are ranked.

After having removed the noise from the textual content of the bug reports and selected
an appropriate model to represent them, the issues are routed using some algorithms of a
specific field of computer science called machine learning.

2.3 Text classification

As automatic bug assignment could be considered as a text classification problem, this section
will deal with some techniques generally used to solve this specific type of problems.

First, the machine learning field will be introduced and some algorithms generally used
in text classification will be described. Second, some feature extraction techniques will be
presented. Some feature selection techniques will then be described. The fourth section will
deal with some commonly used tuning techniques. Finally, three metrics used to evaluate the
performance of some text classification algorithms will be presented.

2.3.1 Machine learning

In machine learning (ML), the focus is on building computer systems which should perform
a task and improve themselves in this task by learning from data.

The learning process can be achieved mainly via three different ways: unsupervised learn-
ing, supervised learning and reinforcement learning.

The focus of this section will be on supervised learning as this thesis mainly deals with
this learning process.

In supervised learning, the computer systems learn from labeled data [28]. Each element
of this set (the labeled data used to train the system) is a pair containing an input (called a
feature vector) and an output (called a label). During the learning process called the training
phase, each computer system builds a function which associates each input to its related
output.

Supervised learning can mainly solve two types of problems: the classification problems
and the regression problems.

As this thesis only deals with classification, some algorithms solving only this category of
problems will be presented.

In classification, given the elements of the data set (the inputs and the outputs), the com-
puter system called the classifier should predict the output of an unseen input [11]. The per-
formance of the classifier is generally assessed using a subset of the data set not used to train
the model: this subset is called the test set. Various classification algorithms exist. As only six
of them will be used in the context of this thesis, only these algorithms will be introduced in
the following sections.

Nearest centroid classifier

With the nearest centroid classifier, which is also called the Rocchio classifier [24], first, the
centroid (mean) of each class is computed using the feature vectors of its observations. Given
a new input, the prediction of this classifier is the class whose centroid is closest to its feature
vector.

11
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Naive Bayes classifier

The prediction of this model is the class which maximizes the probability P(Y = cx|X; =
x1,- -+, Xy = x,) that the class of a feature vector (xq,--- ,xy) is ¢x [11]. This model is based
on the Bayes’ theorem (Equation 2.4):

P(X;=2x1,-,Xn = x4]Y = c)P(Y = )
]P(Xllel"’rxn:xn) ’

]P(Y:ck\Xlle,--~,Xn:xn): (2.4)
where P(X; = x1,---, X, = xy) is the probability that the values of an unknown feature
vector are (xq,---,x,); P(Y = ¢) is the probability that the class of any feature vector is cj
and P(X7 = x1,- -+, Xn = x4|Y = ¢) is the probability that, knowing that the class of an un-
known feature vector is ¢y, the values of its features are (x1, - - , X, ). This model also assumes
that the set of features is pairwise independent. Based on this assumption, the Equation 2.4
could be simplified as follows:

]P(Y = Ck) H;‘Ll ]P(Xl = xl-\Y = Ck)
H)(Xlle;"'rxn:xn) '

IP(Y:ck\X1 :x1,~--,Xn:xn) = (25)
For a given feature vector (x1, - - - , x,,), the prediction of this algorithm is the class ¢, which
maximizes the numerator of the right-hand side of the Equation 2.5.

Support vector machines

In the support vector machines (SVM) algorithm, each feature vector of the data set is consid-
ered as a point in a n-dimensional space, where n is the number of features in each vector [11].
This algorithm learns a linear decision boundary which is the hyperplane that maximizes its
distance to the nearest point from any class. This algorithm can also be extended in order
to be able to build a non-linear decision boundary. It has been demonstrated that the linear
decision boundary can be represented as a linear combination of inner products. By replacing
each inner product by a kernel function applied on the two vectors normally involved in the
initial inner product, a non-linear decision boundary can be learned.

Logistic regression

In this algorithm, the prediction is the class ¢, which maximizes its posterior probability
P(Y = ckl¢p (X3 =x1, -+, Xn = xp)), where x = (x1,---,x,) is a feature vector and ¢(x)
is a fixed nonlinear transformation of each feature vector to a space where the classes are
linearly separable [11].

In binary classification, the posterior probability of the class c; is given below:

P(Y = cilp (X =31, Xo = x0)) =0 (0@ (X =31, X =x2)), (26)

where 0(x) = H% is the sigmoid function and w” = (wy, - -- ,w,) is a vector of parameters

which are estimated given a data set. The posterior probability of the class ¢; is P(Y =
Qlp (Xy =x1,+, X = x5)) =1-P(Y =c1|¢ (X1 = x1,- -, Xy = xn)).
In multiclass classification, the posterior probability of the class cy is given below:

exp (Wl (X1 =x1,-+, Xn = xp))

]P(Y:Ck| (X1ZX1,---,X =Xn) = ,
¢ " ") ZlK:l exp (wqu) (X1=x1,-, Xy = xn))

2.7)

where wlT = (wj, -+ ,wj,) are vectors of parameters which are estimated given a data set

and K is the number of classes.

12
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For both classification problems, in order to estimate the parameters of the model, first, the
cross-entropy error function (the negative log-likelihood) is written. The Newton-Raphson
algorithm is then used to find the parameters which minimize the aforementioned error func-
tion.

Perceptron

This machine learning algorithm solves a binary classification problem [11]. It could also be
extended to solve a multiclass classification problem using the one-versus-the-rest technique
or the one-versus-one technique. The prediction is made using the following equation:

t=f(@"¢ (x1,- ,xn)), 2.8)

where x = (x1,--+,x,) is a feature vector, ¢(x) is a fixed nonlinear transformation of each
feature vector to a space where the classes are linearly separable and w! = (wy,--- ,w;,) is a
vector of parameters which values are computed based on a given data set. f is a non linear
activation function defined below:

r={ 0 20 29

The first component ¢p(x) of ¢(x) is generally a bias component (¢o(x) = 1). For con-
venience, the prediction +1 is related to the class c; whereas the prediction —1 is related to
the class c;. The values of the elements of w are selected so that they minimize the so-called
perceptron criterion:

E(w) = - ) w'¢it;, (2.10)
ieM
where ¢; = ¢ (x;1,- -+, xin), t; = f(wT¢;) and M is the set of the indexes of the misclassified
elements of the training set.
By using the stochastic gradient descent algorithm, the value of w is iteratively computed:

where 7 is the learning rate parameter and 7 is used to represent the 7-th step of the algorithm.

Stochastic gradient descent

This algorithm is a technique used to find the parameter which minimizes a function. It is
usually used for large-scale machine learning problems [40]. In this algorithm, the goal is to
find the parameter w which minimizes the following equation:

Exyl(p(X),Y), (2.12)

where X is the parent random variable of the feature vectors, Y is the parent random variable
of the corresponding labels, E is the expectation, p(X) is the prediction of a classifier such
as SVM and [ is a loss function measuring the quality of any prediction. For convenience,
the stochastic gradient descent algorithm will only be described for linear classifiers (when
p(x) = w’ x, where w! = (wy,---,wy) is a vector of parameters which should be estimated
given a data set).

As the Equation 2.12 may admit several solutions or no solution, some regularization

parameters are generally added:
T A
Exyl(w X, Y) + Z[lwl, (2.13)
where A is a regularization parameter.

13
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The stochastic gradient descent algorithm will iteratively solve the Equation 2.13 as fol-
lows:

2T — (0 U(T+l)(S(T+1))—l% (w(T),X(TH)Iy(TH)) ) (2.14)

where 7(¥) > 0is a learning rate parameter, S(7) is a symmetric positive definite matrix which
could have an impact on the convergence rate and L;(w, x,y) = I(w"x,y) + 4 |w]|3.
The Equation 2.14 could be written as follows:

(T — (0 _U(T+1)(S(T+l))fl (Aw(r) +1 ((w(r)>TX(T+1),Y(T+1)) X(r+1)> . (215)

where I (p,y) = alg;’y) .

2.3.2 Feature extraction

In this section, some commonly used techniques to extract features from data are described.
The focus will mainly be on text classification feature extraction techniques.

Boolean representation

This technique is closely related to the Boolean model of information retrieval (Section 2.2)
[29]. Each j-th column of a term-document matrix TD is a Boolean vector which elements
represent the occurrences of the different terms of the whole corpus in the j-th document. If
the i-th term occurs at least one time in the j-th document, TDZ-]- = 1, where TDj is the vector
modeling the j-th document of the corpus (the j-th column of the term-document matrix).
Otherwise, TD;; = 0.

Use of the tf weights

This technique is based on the vector model of information retrieval (Section 2.2). In this
representation, each j-th column of a term-document matrix TD models the content of the
j-th document in the corpus. The elements of this vector represent the different terms in the
whole corpus. The values of the vector modeling the j-th document of the corpus (the j-th
column of the term-document matrix TD) are computed using the first term on the right-
hand-side of the Equation 2.2. Only the term frequencies (tf) of each document are taken into
account to fill-in the matrix TD.

Use of the tf-idf weights

This technique is also based on the vector model of information retrieval (Section 2.2) [29].
The term-document matrix TD is filled-in using directly the Equation 2.2. The values of the
vector TD; modeling the j-th document of the corpus (the j-th column of the term-document
matrix TD) are computed using the frequency of each term of the corpus inside the j-th doc-
ument (tf) and the inverse document frequency of each term in the corpus (idf).

Latent semantic indexing

Also called latent semantic analysis (LSA), latent semantic indexing (LSI) is a technique used
to reduce the dimension of a term-document matrix TD [15].

This technique is based on a mathematical theorem called singular value decomposition
(SVD). This theorem states that, for all m = n matrix X, there exists a decomposition:

X =uzvT, (2.16)
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where U is a m x m orthogonal matrix, X is a rectangular m x n matrix and V is a n x n
orthogonal matrix.

The diagonal elements of X are the singular values of X (the square roots of the eigenval-
ues of XTX).

Due to this theorem, any m * n matrix X admits also the following decomposition:

X =Ux,V], (2.17)

where r is the rank of X, U, is a m x r matrix which columns could be considered as an
orthonormal set, X, is a squared r x r matrix and V; is a n x r matrix which columns could be
considered as an orthonormal set.

Based on the Equation 2.17, a term-document matrix TD could also be decomposed.
Given a number of features k desired by the user, the smallest submatrix in which the k high-
est diagonal terms of X, appear will be extracted: the rest of X, is discarded. The columns of
U, and the columns of V; containing the terms which were multiplied with the terms of the
discarded rows and columns of %, are also discarded. Three new matrix are obtained: U (a
m x k matrix) £y (a k x k matrix) and VkT (ak x n).

As can be seen in the Equation 2.18, the product of the three aforementioned matrices is
an approximation of the initial term-document matrix.

D = U,%, V] ~ U5, V] (2.18)

Each row i of Uy is the representation of a term i (the i-th row of TD) in a k-dimensional
space. Each column j of V]! is a representation of a document j (the j-th column of TD) in the
same k-dimensional space. The data in TD are projected in this k-dimensional space. With
the Equation 2.18, an approximation of TD is computed using these projected data.

Using the Equation 2.19, the projection dj of a new document d in the k-dimensional space
could be computed. Thanks to this formula, in this new space, a classifier could be trained
and could make some predictions.

de =z, 'uld (2.19)

NMF

In text classification, non-negative matrix factorization (NMF) is generally used to reduce the
dimension of a document-term matrix (DT) [21]. In this matrix, each row models a document
of the corpus whereas each column represents a distinct term of the corpus.

This technique tries to find two non-negative matrices W and H such as:

DT ~ WH, (2.20)

where DT is a m * n matrix, W is a m = k matrix, H is a k * n matrix and k < n. The integer k is
selected by the user. The matrix W obtained thanks to this factorization could be interpreted
as a matrix which rows represent the documents of the corpus and which columns represent
the k topics of the corpus. H is a matrix which rows represent the topics of the corpus and
which columns represent the terms of the corpus. H might be used to determine the relative
importance of each term of the corpus in each topic.

2.3.3 Feature selection

Some features of the feature vectors may be noisy and could have a negative impact on the
classifiers which will use them. Sometimes, it could be relevant to train the classifiers on
a subset of the feature vectors. The process of selecting a subset of features among all the
available features in the feature vectors is called feature selection.
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According to Xuan et al. [38], this process could increase the performance of a classifier.
As the size of the feature vectors is reduced, it also has a positive impact on the computational
cost related to the training phase of the classifiers.

In the following sections, some commonly used feature selection techniques are described.

Chi-squared

A chi-squared (x?) test is run between each feature and the vector of labels [29]. The x? test
is normally used to test the hypothesis of independence of two random variables based on
their samples. Running this test between each feature and the vector of labels could be used to
know which features have the most important impact on the vector of labels (their x> scores
are the highest). Based on this information, the aforementioned features could be selected.

ANOVA

As written in the paper of Surendiran et al. [33], the analysis of variance (ANOVA) is a statis-
tical test which aims to know whether or not the expectations of a set of random variables are
significantly different, based on their samples. This statistical test relies on the ratio between
the variance related to the mean of each random variable’s sample (called the between group
sum of squares) and the variance in each random variable’s sample (called the within group
sum of squares).

ANOVA could be used to determine the impact of each feature on the total sum of squares
(the sum of the within group sum of squares and the between group sum of squares) [33]. The
ratio between the within group sum of squares of each feature and the total sum of squares,
called the Wilks’s lambda, is used to filter the features. The features with the highest ratios
are generally selected.

Mutual information

Mutual information is a a measure used in probability theory to assess the dependency be-
tween two random variables [29]. The mutual information I(X,Y') of two random variables
X and Y is computed using the Equation 2.21:

B B o P(X=xY=y)
I(X,Y)—E(%P(X—x,)(—y)l g<]P(X:x)]P(Y:y)). (2.21)

As can be seen in the Equation 2.21, if X and Y are independent, I(X,Y) = 0. Moreover,
the higher the value of I(X,Y) is, the higher the dependency between X and Y is.

For each feature, the value of this measure is computed to assess its dependency with the
labels.

The features with the highest mutual information values are selected.

Recursive feature elimination

Recursive feature elimination (RFE) is a recursive technique relying on a machine learning
algorithm which should assign a weight to each feature during its training phase [17].

The aforementioned feature selection method uses these weights to recursively filter the
features [17]. First, the ML algorithm is trained using all the features. The feature(s) with the
lowest weight(s) is/are then removed. Recursively, the ML algorithm will be trained using
the remaining features and its output will be used to remove some additional feature(s). This
recursive process is repeated until the number of features wanted by the user is reached.
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2.3.4 Tuning techniques

As seen in the Section 2.3.1, there exists many machine learning algorithms. Each of them
has several parameters. In order to obtain some good predictions from at least one of the
aforementioned models, optimal values for parameters need to be found. In this section,
some commonly used techniques to achieve this goal are introduced.

Training set and test set

As written in the book of Bishop [11], evaluating the performance of a machine learning
algorithm on the data set it has been trained on is not a good practice. Its performance will
be overestimated compared to its real one on some unseen data. This phenomenon is called
over-fitting. The data set is generally split into two subsets called the training set and the
test set to avoid this problem. The elements of the training set are used to train each model
whereas the elements of the test set are used to evaluate their performance.

Training set, validation set and test set

As the goal is to find the most suited model and the optimal values of its parameters for a
given data set, several models with several configurations will be trained on the training set
and evaluated on the test set [11]. As this procedure is repeated several times to find the best
model and its optimal parameters, it is likely that the performance of the aforementioned
model is overestimated on the test set. As over-fitting may have occurred on the test set,
generally, when a model should be selected among several, the data set is split into three
subsets: a training set, a validation set and a test set. As in the previous paragraph, the first
set is used to train each model. The second subset is used to select the most suited model
(based on its performance on this set). The third subset it used to evaluate the performance
of the selected model (on unseen data).

Cross-validation

According to Bishop et al. [11], splitting the data set into three subsets has also some draw-
backs. Bishop et al. claimed that, as the data set is a finite set in many machine learning
problems, one wants to increase the size of the training set in order to be able to train the
model on a representative set. One also wants to increase the size of the validation set to
obtain a relevant evaluation of the performance of each model and be able to select the best
one. In order to solve the above mentioned problem, a technique called cross-validation is
generally used. In this technique, the test set is not affected. The former training set and the
former validation set are merged. The resultant set is split into K subsets of equal size, where
K is an integer selected by the user. Each model is then evaluated on each of the K subsets
(for each evaluation, the model has previously been trained with the elements of the K — 1
remaining subsets). Finally, for each model, its performance on all the K subsets is averaged.
When the integer K is selected, this technique is called K-fold cross-validation. When the
data set is small, sometimes, K = L, where L is the number of elements of the data set not
in the test set. This particular instance of K-fold cross-validation is called the leave-one-out
technique. The main disadvantage of K-fold cross-validation is its induced computational
cost: the cost related to the model selection is multiplied by a coefficient proportional to K.

Consideration of the order of the elements in the data set

In 2008, Bettenburg et al. [8] published a paper on the impact of duplicate bug reports in ITS.
In their paper, they showed that, by adding more information related to a bug, duplicate bug
reports could be used to fix a bug more efficiently. They also showed that, by merging the data
inside the different duplicate bug reports, the performance of a classifier intending to solve
the automatic bug assignment problem might be improved. They used a new procedure

17



2.3. Text classification

to evaluate the performance of their classifiers. First, they sorted the bug reports by their
reporting dates (in the chronological order). Next, they split their data set into K + 1 subsets
of equal size. They then used K iterations to evaluate the performance of each classifier.
During the iteration i,i € {1;--- ;K — 1}, the ordered elements of the first i subset(s) is/are
used as a training set whereas the i + 1 subset is used as a test set. During the iteration
i+1,ie{l;---;K—1}, thei+ 1 subset is added to the training set of the iteration i and the
test set is now replaced by a new i + 2 subset of the data set. Finally, as in cross validation,
the performance of each model on all the K test sets is averaged.

Based on cross validation, the procedure of Bettenburg et al. [8] could be easily extended
for model selection. First, the bug reports could be sorted by their reporting dates (in the
chronological order). Next, a test set (the last bug reports of the data set) could be extracted.
As in cross-validation, the procedure of Bettenburg et al. could then be applied to select the
best performing model. Finally, the performance of the best model might be evaluated on the
test set.

Grid search

Each machine learning algorithm has generally a set of parameters @ which values are found
during the training phase by solving an optimization problem. Each machine learning al-
gorithm has also a set of hyper parameters A. Finding good values for the aforementioned
parameters is called "hyper-parameter optimization" [7]. The problem consists of finding the
values which minimize the expectation of an error criterion for the parent distribution of the
data set. As the parent distribution of the data set is unknown, cross validation is generally
applied instead. One has to select a subset of A (the set of all the possible values of A) and
find which element of the subset achieves the best average performance on the validation sets
of cross validation. Combining grid search and manual search is the most used technique to
solve this problem. Let t be the number of hyper parameters to tune. Before using grid search,
a set of values L; has to be selected for each hyper parameter A;,i € {1;- - ;t}. When applying
grid search, the model will be trained and evaluated with all the elements of the following
t-ary Cartesian product: Lj x --- x L. The number of models with different configurations
to train and evaluate is therefore |[L1 x - -+ x Ly| = Hie{1;~--;t} |L;]. As can be seen, the number
of trials increases exponentially with respect to the number of hyper parameters {. Manual
search is generally used to define the different sets L;,i € {1;- - - ; t}. For each selected machine
learning algorithm, this technique should be applied to find its best configuration.

Random search

Random search assumes that all the trials are independent and identically distributed [7]. In
this technique, based on the multivariate uniform distribution, a chosen number of elements
of A are randomly selected. The model to tune is trained and evaluated with each of these
possible configurations. According to Bergstra et al. [7], random search has the same advan-
tages as grid search. Nevertheless, when the number of hyper parameters to tune is high,
it is more efficient than grid search because several parameters have a minor impact on the
performance of the model and grid search wastes a fraction of its trials on these parameters.
However, Bergstra et al. also claimed that random search is slightly less efficient than the
combination of manual search and grid search.

2.3.5 Learning curves

Learning curves are usually used to show the impact of a learning effort on the performance
of a system [27]. In machine learning, it generally consists of plotting the accuracy of an algo-
rithm on a test set over the size of the training set. When using neural networks, sometimes,
one might plot the error of the algorithm on the test set over the number of iterations of the
algorithm.
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Plotting on the same chart the accuracy or the error on the training set could be used
to know if increasing the size of the training set could have a major positive impact on the
performance of the algorithm. If the difference between the performance of the model on
the training set and the performance of the model on the test set is decreasing as the size of
the training set is increasing, and, both curves are relatively close, adding more data to the
training set might be unnecessary. However, if the performance of the model on the test set is
much more lower than the performance of the model on the training set, and, the difference
between both of them decreases when the size of the training set is increasing, adding more
data to the training set could be useful.

2.3.6 Evaluation

In this section, some metrics generally used to evaluate some text classification models will
be presented.

Accuracy

With the accuracy metric, which is also called "[tJop N rank" [41], if the developer who really
fixes the bug is in the N developers recommended by the algorithm, the prediction of the
algorithm is considered as a success. Otherwise, it is considered as a failure. The accuracy is
the number of correct predictions (in our case, the predictions where the developer who has
eventually fixed the bug is in the N developers recommended by the algorithm) divided by
the total number of predictions. An algorithm trying to carry out the automatic bug assign-
ment task has to try to maximize the value of the accuracy metric. This metric is calculated
using the Equation 2.22:

m
i1 1cp. (yi
accuracy = 21,17(:1?,(]/1), (2.22)

where accuracy is the value of the accuracy metric; m is the total number of predictions; y;
is the developer who has eventually fixed the i-th bug; CP; is the set of the N developers
recommended by the algorithm for the resolution of the i-th bug and 1¢p(y) is an indicator
function which is defined as follows:

(1, ifyeCP
llcp(y)—{ 0 . ify¢CP (2.23)

Rank

The rank of the developer, who has eventually fixed the bug, in the predictions of the algo-
rithm solving the automatic bug assignment problem, could be used as a metric. Using the
rank is consistent as it takes into account the fact that, if a developer who should fix the bug
has a good rank in the predictions of the algorithm, he or she is more likely to be selected
by the bug triager. A model intending to solve the bug assignment problem has to try to
minimize the value of this metric.

Mean reciprocal rank

The mean reciprocal rank (MRR) metric is the average of the inverse of the rank of the devel-
oper who has eventually fixed the bug in the predictions of the model [13]. As with the rank
metric, the MRR metric is relevant because it considers that a developer who has the skills
to fix a bug has to have a good rank to be assigned this task by the triager. The algorithm
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which goal is to solve the automatic bug assignment problem has to maximize the value of
this metric. The MRR metric could be calculated using the formula in the Equation 2.24:

MRR = 1 i 1 (2.24)
m = rank;’
where MRR is the value of the MRR metric, m is the total number of predictions and rank; is
the rank of the developer who has eventually fixed the i-th bug.
Many researchers have intended to solve the automatic bug assignment problem. In al-
most all their publications, a new model has been introduced. Nevertheless, most of these

models were based on a text classification approach.

2.4 Related work

In this section, some research related to the automatic bug assignment problem is presented.
As stated by Shokripour et al. [31], most of it has only used one of the following approaches:
the activity-based approach or the location-based approach.

First, several papers introducing some algorithms using the activity-based approach will
be presented. Second, some models based on the location-based approach will be described.
Third, a new algorithm introduced by Tian et al. [35] which combines the two aforementioned
approaches will be presented. Next, some solutions relying on probabilistic graphs will be
described. Finally, some work on automatic fault localization will be introduced.

241 Activity-based approach

In the activity-based approach, the algorithms make their predictions based on the expertise
of the developers of the project.

Like my work, Cubranic¢ et al. [14] treated the automatic bug assignment problem as a text
classification problem in 2004. They trained a naive Bayes classifier on a training set made
up of bug reports and the developers assigned to them. When evaluating the performance of
the classifier, they reached 30 % accuracy on the test set. In their experiments, they measured
the accuracy of their classifier with different training/test sets ratios. They obtained some
relatively good results when splitting their data set into a training set made up of 90 % of
their bug reports and a test set containing the remaining ones (10 % of their data set). Based
on their result, in this thesis, the same proportions have been selected for the training set
and the test set. Additionally, similar to one result of the aforementioned authors, the best
configurations of this thesis, in terms of accuracy and MRR value, were not using stemming.

In 2006, Anvik et al. [4] used almost the same approach. Nevertheless, they used several
classifiers: naive Bayes, SVM and C4.5. The latter classifier generates a decision tree which
is a particular type of tree [11]. In decision trees, each interior node can be considered as a
decision made on a specific feature. Each arc incident from an interior node corresponds to a
set of possible values for a particular feature. Each branch of the decision tree is related to a
class predicted based on some possible values of each feature. The decision tree is built based
on the feature vectors of the training set. Each time a decision has to be made, based on the
value of each feature of the given feature vector, a branch of the decision tree will be followed
and the class related to the leaf of this branch will be the prediction of the algorithm. Anvik
et al. [4] have observed that SVM has the best performance on the data set they had used.
Instead of proposing only one developer, the classifier also proposed a short-list of developers
and the triager had to pick one of them. The goal of the classifier of Anvik et al. was to help
the triager in his or her task, not to replace him or her. In this thesis, I have similarly compared
the performance of several classifiers. Like their work, the best performing classifier, in terms
of accuracy, on the bug reports of the telecommunications company was SVM. In contrast to
their work, in this study, the classifiers were tuned before being compared.
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In their paper, Lin et al. [22] have made two experiments on a Chinese software project.
First, they used SVM on the textual fields of the bug reports. They then used C4.5 on the
non textual fields of the bug reports. The results of the second experiment were better than
the first one because one of the non textual fields, the module id, was a good indication to
know which developer had fixed a given bug. In this project, each developer had generally
worked on only one module. According to the authors, the use of textual fields is therefore
more relevant than the use of non textual fields. Based on their result and due to the time
constraints related to this thesis work, I decided to use only the textual content of the bug
reports to make my predictions.

Ahsan et al. [1] used different feature extraction techniques in 2009: they used tf-idf,
and, they combined tf with LSI (with several configurations). They also used seven machine
learning algorithms after having extracted the features. They obtained the best results when
combining tf, LSI and SVM. Like their work, the results obtained with different feature ex-
traction configurations and different classifiers have been compared in this thesis. On the
bug reports of the telecommunications company, the best performing classifier, in terms of
accuracy, was also SVM. For any of the three software projects studied in this thesis, the best
feature extraction technique, in terms of accuracy or MRR value, was however not based on
LSI.

In 2010, Helming et al. [18] worked on a new model which is only usable in a specific
repository called UNICASE. In this repository, the issues, the bug reports, the tasks and the
functional requirements are stored. The work items (the issues, the bug reports and the tasks)
are linked to the functional requirements in UNICASE. The functional requirements stored
in the repository are also hierarchically structured. Given a new work item, they retrieved
from the repository all the work items related to the functional requirement, to the ancestors
of the functional requirement and to the descendants of the functional requirement of this
new work item. Their new model ranked all the developers based on the number of related
work items each of them had fixed. These authors have compared the performance of their
model with the predictions of several classifiers. Similar to my results on the bug reports of
the telecommunications company, their best performing classifier was SVM.

In 2011, Anvik et al. [5] made a more thorough study than their previous one [4]. In
their paper, they focused on the recommender systems that might help to process the bug
reports. For instance, these types of recommender systems could recommend a developer
to fix a bug, recommend the component in which the bug related to a bug report is located
or recommend the developers who might be interested in the resolution of a bug report.
According to them, before building such a system, six questions should be considered where
one of them is related to what machine learning algorithm that should be used. Like my
results on one of the three studied projects in this thesis, in their work, they decided to use
SVM because they obtained the best results with this classifier after having compared the
performance of five machine learning algorithms on two open source software (OSS) projects.
After having answered the aforementioned six questions, they evaluated their recommender
system on 5 OSS projects. In their study, they only considered the automatic bug assignment
to developers problem. They also implemented a tool especially for the bug triagers. This
tool was an interface between an ITS and the triagers which displayed the predictions of a
recommender system. This interface was tested by four triagers during four months. They
reported that the outcome was positive. Finally, they described two techniques to help the
triagers to configure such a recommender system. The first technique consists of grouping
the bug reports to allow the triagers to define some heuristics used by the recommender
system to automatically find the labels in the bug reports (in the context of automatic bug
assignment, the developers who eventually fixed each bug) before its training. The second
technique was related to the selection of the bug reports the recommender system should be
trained on.

Xie et al. [37] introduced Developer REcommendation based on TOpic Models
(DRETOM) in 2012. First, they extracted the developers who had written some comments
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in each previously fixed bug report. Their model then used topic modeling to find the main
topic of each previously fixed bug report. Finally, using a probabilistic model, DRETOM
ranked each developer based on its prior contributions to each topic (to the previously fixed
bug reports of each topic) and the topic proportions of a new bug report. Based on their work,
for the two OSS projects studied in this thesis, only the bug reports with a FIXED resolution,
and, with a RESOLVED, VERIFIED or CLOSED status have been downloaded.

In 2013, Alenezi et al. [2] compared the use of five feature selection techniques before
applying the naive Bayes machine learning algorithm. Like for two of the three projects
studied in this thesis, they obtained their best results with the x? feature selection technique.

In 2015, Shokripour et al. [30] extracted the identifiers and the nouns from the code base,
and, associated them with their authors. The recommendations of their model were using
the similarity between the nouns and the identifiers used in a new bug report, and, the same
type of data used by each developer in the code base. In their similarity index, they took into
account the time when each noun was used (based on the reporting date of the bug report in
which it had been found). Their index was based on the formula used to compute the tf-idf
weights (Equation 2.2), the best feature extraction technique, in terms of accuracy, on two of
the three software projects studied in this thesis.

The same year, using two instance selection methods and two feature selection methods,
Xuan et al. [38] tried to find the optimal data reduction rates for both types of techniques. An
instance selection technique consists of filtering some elements of the data set which could
mislead the prediction of a machine learning algorithm. According to the authors, keeping
30 % of the features and 50 % of the bug reports were good choices. With these rates, they
then compared the results obtained with 4 feature selection methods and 4 instance selection
methods. They achieved the best results with x? as a feature selection method and Iterative
Case Filter (ICF) as an instance selection method. They found that, in the context of auto-
matic bug assignment, feature selection techniques might increase the accuracy of a classifier
whereas instance selection techniques might decrease the accuracy of a classifier. They then
compared the accuracies of three classifiers (SVM, kNN and naive Bayes) when combining
ICF and x2. They obtained the best results with naive Bayes. They also noticed that combin-
ing both types of data reduction techniques might increase the accuracy. They reported that
using both types of data reduction techniques in different orders had an impact on the per-
formance of the classifiers. They therefore trained a classifier to predict which order should
be used to get the best results (which type of data reduction technique should be used first).
Like their work, the application of some feature selection techniques on the bug reports of an
OSS project has increased the accuracy of a classifier used in this thesis.

In 2015, Jonsson et al. [20] tried to solve the automatic bug assignment to teams problem
using around 50 000 bug reports of 2 companies. These bug reports belonged to 5 projects of
these 2 companies. In their study, they conducted 5 experiments. The first one was to compare
the performance of 28 classifiers on the 5 data sets. They then applied stacked generalization
(an ensemble method algorithm) using 3 configurations: the first configuration used the 5
worst performing classifiers of the previous experiment, the second one used the 5 best ones
and the last configuration was based on using 5 classifiers of different types (the best one of
each group). In stacked generalization, a higher level machine learning algorithm is trained
on the predictions of some lower level machine learning algorithms. In their study, they
obtained the best results with the last and second last configurations. Using learning curves,
they also showed that the number of bug reports used to train their model had a minor impact
on its performance when they exceeded a certain threshold. Furthermore, they showed that
the performance of their model tended to decrease when it was trained on older data. Finally,
by training their model on more and more sorted data, they showed that there was a trade off
between training a model with a bigger amount of data and older data. The positive impact
of using a bigger amount of data was counterbalanced by the negative impact of using older
data. The first sub experiment of the preliminary experiment of this thesis (Section 3.3.1) was
based on the last experiment of the aforementioned authors. In terms of accuracy, their best
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performing classifier was furthermore similar to the best performing one on the bug reports
of the proprietary project studied in this thesis.

As stated by Tian et al. [35], some promising results have been obtained via the activity-
based approach. Nevertheless, this method does not take into account the relationship
between the bug reports and the modifications made in the code base. Using the afore-
mentioned information would probably increase the performance of the activity-based al-
gorithms.

2.4.2 Location-based approach

By guessing the locations of the bugs, the models presented in this section make their predic-
tions.

Linares-Vasquez et al. [23] introduced a new method in 2012. First, they extracted the
features from each source code file of a version of a software product using LSIL In their
approach, each file was considered as a document. Given a new bug report or a new feature
request, they extracted its features using LSI as well, and, they ranked all the source code
files based on their similarities with the new change request using IR. They then selected
the most similar source code files and extracted their authors from their headers. Based on
these extracted data, the developers were ranked. In this thesis, LSI was one of the feature
extraction techniques applied on the bug reports of the three studied software projects.

In 2014, Wang et al. [36] introduced FixerCache. According to the authors, many develop-
ers work only on few components of a software project. For each component, they therefore
estimated the probability of each developer to fix a bug based on his or her activity(ies) related
to this component in the ITS during the last days. Based on the value of the component field
in a new bug report, they used the previously estimated probabilities of the given component
to make their recommendations. The above mentioned authors compared the performance
of their model with two of the six classifiers used in this thesis.

As written in the paper of Tian et al. [35], the location-based algorithms have achieved
good results. Nevertheless, the quality of the recommendations of these algorithms is highly
based on the guesses made on the location(s) of the bug. If the algorithm does not find the
correct location(s), it is likely that the second step of the algorithm will fail.

2.4.3 Combined activity-based and location-based approaches

This section will present the algorithm introduced by Tian et al. [35] combining the activity-
based and the location-based approaches.

The paper of Tian et al. [35] was based on the fact that both aforementioned approaches
have advantages. They should therefore be both used to solve the automatic bug assignment
problem. In their paper, their model was based on 16 features. These features learned the sim-
ilarity between each bug report and each developer. The twelve first features were related to
the activity-based approach whereas the four last features were related to the location-based
approach. They have evaluated the performance of their model on some bug reports of three
OSS projects: Eclipse JDT, Eclipse SWT and ArgoUML. They have compared the performance
of their model with two instances of their model using only the subset of features related to
one of the two approaches. They have proved that a model combining the two approaches
achieves better performance than a model using only one of the two approaches. They have
also compared their model with two state of the art models using only one of the two ap-
proaches. In almost all the cases, their model has achieved better performance than the two
other algorithms. Finally, they have also identified the features among the 16 features which
had played a major role in the predictions of their model. In this thesis, the method used by
Tian et al. to build their data sets has also been applied: the bug reports have thus been sorted
based on their reported dates.
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2.4.4 Use of tossing graphs

In this section, some publications intending to solve the automatic bug assignment problem
using some probabilistic graphs will be introduced.

In 2009, Jeong et al. [19] used probabilistic graphs to store the tossing events of bug re-
ports. In these graphs called tossing graphs, the nodes represent the developers and the
weights on the edges estimate the tossing probabilities between them. Their model was based
on Markov chains. For visualization purpose and in order to improve the quality of their
model, they removed the edges with low probabilities and the edges representing a small
number of tossing events between some pairs of developers. According to the authors, the
tossing graphs could be used as a management tool to visualize the main interactions between
the developers. Thanks to these graphs, using the weighted breadth first search (WBFS) algo-
rithm, they could also predict the developer to which an assigned bug report could be tossed.
Using their model and WBEFS, they have shown that it was possible to reduce the number of
tossing events when processing a bug report. They have also tried to combine the predictions
made by their tossing graph with the predictions made by two classifiers. One of these ma-
chine learning algorithms has been used in this thesis. Thanks to the use of their graph, the
accuracy of the predictions of the two classifiers were improved.

In 2012, Bhattacharya et al. [9] tried to improve the model of Jeong et al. [19]. They used
five machine learning algorithms: naive Bayes, Bayesian networks, C4.5 and two SVM clas-
sifiers (differing in their kernel functions) as well as a tossing graph to solve the automatic
bug assignment problem. They have used some information retrieval techniques (stop words
removal, non-alphabetic words removal, stemming and tf-idf) to extract and clean the data
from the bug reports. The goal of their tossing graph was to store the fact that some bug re-
ports were misassigned to some developers, the activity of each developer in the project (the
degree to which they had contributed to the project) as well as the product and component
of each bug report. They have also used an incremental learning approach to improve the ac-
curacy of their model. They have concluded that the performance of each classifier is highly
correlated with the data set used to train it. According to them, no particular machine learn-
ing algorithm can therefore always be recommended to solve the automatic bug assignment
problem. Like their work, the naive Bayes and SVM classifiers have been used in this thesis.

2.4.5 Automatic fault localization

In this section, some publications aiming to find the location of a bug are presented. This
problem is called automatic fault localization (AFL).

In 2012, Somasundaram et al. [32] focused on the component assighment problem. In
this problem, the goal is to find the software component in which the bug related to a bug
report should be fixed. In this context, they compared the results obtained using three dif-
ferent combinations: tf-idf and SVM, latent Dirichlet allocation (LDA) and SVM, and, LDA
and Kullback-Leibler (KL) divergence. The LDA model is a specific topic modeling technique
[12]. Topic models are based on the fact that documents related to certain topics are likely to
contain some terms related to some specific contexts. In topic models, it is assumed that each
document deals with several topics. Thanks to topic modeling, the topic proportions of an
unseen document can be inferred. In LDA, it is assumed that each document is a combina-
tion of a subset of the topics extracted from the whole corpus. Each word of a document is
a sample of a word-topic distribution. Based on this generative model, the word-topic dis-
tributions and the topic proportions of each document of a corpus are inferred using some
other algorithms. In the study of Somasundaram et al. [32], the KL divergence, a metric gen-
erally used to compute the difference between two distributions, was applied to classify the
bug reports. They measured the difference between the average topic proportions of the bug
reports of each component and the topic proportions of a new bug report. This information
was used to make the predictions. They found that they had less performance issues on the
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less represented components with LDA and KL divergence than with the two other methods.
As in two of the three projects studied in this thesis, they found that, in average, in terms of
accuracy, their best results were nevertheless obtained when using the tf-idf weights.

In 2013, Thomas et al. [34] worked on the effect of a classifier configuration on its per-
formance in the context of AFL. For each of the 3 OSS projects used in their work, they have
compared the results obtained with 3172 configurations. In their different configurations,
they have used different textual fields of the bug reports (the title, the description or both),
different features related to the source code files, different pre-processing techniques (dif-
ferent combinations among splitting, stemming and stop words removal), different feature
extraction techniques (tf-idf, LSI and LDA) and different values for the parameters of each of
these techniques. They have also tried to find the source code file which may contain a bug
using some software metrics. They found that the classifier configuration has an impact on
the results they could reach with it. They have also tried to combine the predictions of dif-
ferent combinations of the aforementioned classifiers. They used two approaches. In the first
one, they combined the predictions of the best individual classifiers trained on different types
of data from the bug reports and the source code files. In the second one, they randomly se-
lected the individual classifiers trained on different types of data from the bug reports and the
source code files. They also used two techniques: the Borda Count technique (which is based
on the ranks of the predictions of each individual classifier) and the score addition technique
(which takes into account the scores of the predictions of each individual classifier). As stated
in the Chapter 1, the topic of this thesis was based on the claim of the above mentioned au-
thors on the impact of a classifier configuration on its performance. Based on this result, the
goal of this thesis was nevertheless to introduce a systematic method to find some of these
best configurations in the context of automatic bug assignment (not in the context of AFL).

Ye et al. [39] worked on a new model to solve the AFL problem in 2014. Their model gave
a suspiciousness score to each file of the project using a linear combination of six features. The
first feature of their model was based on the textual similarity between a new bug report and
each source code file. The second one used the similarity between the concatenation of the
documentation of each variable used in each method of each class and the documentation
of the classes inside each source file, and, a new bug report. The third one was using the
similarity between the set of bug reports which have been fixed via some modifications in
each source file and a new bug report. The other features were respectively using the potential
occurrence of a class name inside a new bug report, the date of the last fix made on each source
file and the number of time(s) each source file had already been fixed. They evaluated their
approach on 6 OSS projects. Like their work, in this thesis, for the Eclipse JDT and Mozilla
Firefox projects, only the bug reports with a RESOLVED, VERIFIED or CLOSED status, and,
with a FIXED resolution have been downloaded.
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Method

In this chapter, the data sets used in this Master’s thesis are first presented. The computer
resources and the main libraries used to conduct the experiments of this study are then de-
scribed. Next, the method used in the preliminary experiment and the main experiments of
this thesis is introduced. Finally, the metrics used to evaluate my approach are presented.

3.1 Data sets

In this thesis, all the experiments have been conducted on some bug reports of the ITS of
three software projects: a project of a telecommunications company, Eclipse JDT! and Mozilla
Firefox?. These three data sets contain respectively 66 066, 24 450 and 30 358 bug reports.

The first project has mainly been selected because it is a proprietary project and few pa-
pers (compared to the OSS projects) have been written on trying to solve the automatic bug
assignment problem for these types of projects [18, 20, 22, 34].

The other projects have been selected for various reasons. First, these projects (Eclipse and
Mozilla) have been used in many prior works to train and evaluate the models introduced [1,
2,4,5,8,9,14,19, 30, 32, 34, 35, 36, 37, 38, 39]. Training and evaluating the models introduced
in prior works would be simplified. Then, since these projects were likely to be representative
instances of OSS projects, the findings made on these data sets should be generalized to any
large-scale OSS development project. Finally, as stated in the Chapter 1, since the data sets
are open source, they can be easily accessed by other researchers to reproduce the results of
this study.

In the context of this thesis, only the textual content of the bug reports has been used: only
the title and the description of each bug report have been considered (Section 2.1.1).

For the project of the telecommunications company, only the bug reports which were in a
FINISHED state have been downloaded (Figure 2.4). This choice was based on a discussion
with an expert triager of the company. According to him, all the fixed bug reports of the ITS
should be in this state.

For the Eclipse JDT and Mozilla Firefox projects, only the bug reports with a FIXED reso-
lution, and, with a RESOLVED, VERIFIED or CLOSED status have been downloaded (Figure

IThttp://www.eclipse.org/jdt
2http://www.mozilla.org
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3.2. Experimental setup

[ Project i Time range [[# bug reports|[Size of the vocabulary [[# of classes]
A project of a telecoms company ||2013/01/01 - 2017/02/13 66066 1406720 18
Eclipse JDT 2001/10/10-2017/01/25 24450 148589 186
Mozilla Firefox 2001/04/07 - 2017/02/09 30358 83795 1483

Table 3.1: Data sets used

2.3). More precisely, after having formulated a query to retrieve the aforementioned bug re-
ports, the relevant data have been extracted from the results via the use of web scraping.
According to Bhattacharya et al. [9], not only considering FIXED bug reports adds noise to
the data set. In their papers, Ye et al. [39] and Xie et al. [37] have made the same choices re-
garding their data sets: they have only downloaded the bug reports which had a RESOLVED,
VERIFIED or CLOSED status, and, a FIXED resolution.

Solving the automatic bug assignment to teams problem has been investigated via the bug
reports of the telecommunications company whereas the bug reports of the OSS projects have
been used to solve the automatic bug assignment to developers problem. Both problems are
text classification problems. The only major difference is thus the number of classes (lower in
the context of automatic bug assignment to teams).

Concerning the telecommunications company, the bugs reported until 2017,/02/13 have
been extracted from its ITS. Regarding the Eclipse JDT and Mozilla Firefox projects, the same
type of data has been respectively downloaded until 2017/01/25 and 2017/02/09. After
having pre-processed them, the bug reports with an empty title field, an empty description
field or an empty assignee field were removed from the data sets of Eclipse JDT and Mozilla
Firefox. The details of the three data sets used in this thesis are described in the Table 3.1.

The same approach as the one of Tian et al. [35] has been used to build the data set: the
bug reports have been sorted based on their reported dates.

3.2 Experimental setup

All the experiments of this thesis have been conducted on a virtual machine with the follow-
ing specifications:

e x86_64 (architecture),
e 8 Intel® Xeon® Processor E5-2680 v3 @ 2.50 GHz (8 vCPUs),
e 31.3 GiB (RAM).

All the source code related to the experiments of this thesis has been written in Python
3.6.

The library NLTK® has been used to pre-process the bug reports in all the experiments of
the thesis. NLIK is a well-documented natural language processing (NLP) Python library.
NLTK offers the possibility to easily apply some pre-processing techniques such as tokeniza-
tion, stemming, POS tagging or lemmatization on textual data. NLTK is a cross platform and
open source library. The creators of the library have written a book [10] which aims to be an
introduction to NLP and which is mostly based on Python and NLTK.

In all the experiments of the thesis, the classifiers implemented in scikit-learn* have been
used. The implementations of the feature extraction and the feature selection techniques of
this library have also been used. scikit-learn is a Python machine learning library. In this
widely used open source library, many machine learning algorithms and techniques have
been implemented. A large community is continuously improving scikit-learn and this li-
brary is easy-to-use.

Shttps://www.nltk.org/
4http://scikit-learn.org/stable/
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3.3. Preliminary experiment

3.3 Preliminary experiment

Before conducting the main experiments of this thesis, a preliminary experiment based on one
of the findings of L. Jonsson et al. [20] had been carried out. In the context of automatic bug
assignment to teams, using learning curves (Section 2.3.5), they showed that the performance
of machine learning algorithms tend to decrease when they are trained using an amount of
sorted data exceeding a certain threshold. If a machine learning algorithm is trained on too
many bug reports, its performance could decrease. On the other hand, if there are not enough
bug reports in its training set, its performance might be poor.

The goal of this preliminary experiment was to find the optimal number of bug reports
that should be used to train a machine learning algorithm.

The experiment was made up of two sub experiments. In each of them, tokenization
(based on the function word_tokenize of the module nltk.tokenize of NLTK) has been
applied on the textual content (the title and the description fields) of each bug report (Section
2.2.2). Only tokenization has been used so that this type of technique would not have a major
impact on the results. Next, the features of each bug report were extracted by using the tf
weight of each token in each bug report (Section 2.3.2). TF weights have been used because it
was the most intuitive way to extract features from some textual content and this step should
not have played a major role in the results.

Several SVM classifiers with a linear kernel have been trained and evaluated. The decision
related to the selected classifier was based on three facts. First, in several papers, the perfor-
mance of many classifiers including SVM have been compared: in most of these publications,
SVM has outperformed the other classifiers [4, 20, 1, 18]. Using directly SVM might there-
fore be representative of the best performance that could be reached with any other classifier.
Second, in many scientific publications, the authors have compared the performance of their
newly introduced models with the one reached with a SVM-based classifier in order to know
if the predictions of their models were reasonable [36, 23, 18]. This means that they have
considered the SVM-based classifiers as a baseline. Third, some authors have also decided to
directly use SVM for the classification part of their model [22, 32, 39]. Their choice was based
on the fact that, in many prior works, SVM had outperformed some other classifiers. Due to
the aforementioned three reasons, I have decided to use several linear SVM classifiers in both
sub experiments. More precisely, I have used the default configuration of the LinearSvcC
class of scikit-learn. This class implements a linear SVM based on the liblinear® open source
library.

3.3.1 First sub experiment

The first sub experiment was based on the last experiment of L. Jonsson et al. [20]. Each
set of bug reports was split into K subsets of equal size. In the remainder of this report, the
term “fold” will be used to designate any of the subsets defined when applying the cross-
validation technique (Section 2.3.4). The performance of the machine learning algorithm was
then evaluated several times on the bug reports of each Fold;,i € {2;---;K} (on the bug
reports of each i-th fold). For each of the aforementioned i-th fold, the machine learning
algorithm was trained and evaluated i — 1 times using each element of the following set:

{Foldsj;_1,j€{1;---;i—1}}, 3.1)

where Foldsy;, k < I could be formally defined as follows Foldsy; = (J Fold,,, yc (k... 1y, k < 1.

The selected machine learning algorithm has been trained Y% ,i —1 = Z{;l i= WTDK

times. The details related to the different training sets and test sets used in the context of this
sub experiment are in the Table 3.2.

Shttp://www.csie.ntu.edu.tw/~cjlin/liblinear/
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3.3. Preliminary experiment

| Number of runs [| Size of each training set || Training set || Testset |

Folds; 1 Fold,
FOldSz/z FOldg
K-1 1 fold : :
FOldSK_le_z FOldK,1
FOldSK—l,K—l FOldK
FOldSLZ FOldg
FOldSzB FOld4
K-2 2 folds . :
FOldSK_:;’K_Z FOldK_1
FOldSK_Q’K_l FOld[(
FOldSLK_z FOldK_1
2 K -2 folds FOldSQ’K_l FOldK
1 K —1 folds Foldsy g1 Foldg

Table 3.2: The different training sets and test sets of the first sub experiment of the preliminary
experiment

For each training set size, the average performance of the model was computed
based on its performance on the different test sets when trained on a training set
having that given size.  Thanks to all the averages previously computed, a set
of pairs PERF_TE_SETx = {(tr_s_sizej, te_s_avg_perfy); (tr_s_sizey, te_s_avg_perfr);---;
(tr_s_sizex_p, te_s_avg_perfx_p); (tr_s_sizex_1,te_s_avg_perfx_1)}, where tr_s_size; is the
number of bug reports in i folds and fe_s_avg_per f; is the average performance of the model
when trained on a training set made up of i folds, was built.

The average performance of the model on the different training sets of same size was also
computed. Another set of pairs PERF_TR_SETg = {(tr_s_sizey, tr_s_avg_perfi); (tr_s_size,,
tr_s_avg_perfy); - ; (fr_s_sizex_p, tr_s_avg_perfx_s); (fr_s_sizex_1,tr_s_avg_perfx_1)},
where tr_s_size; is the number of bug reports in i folds and tr_s_avg_perf; is the average
performance of the model on a training set made up of i folds, was built.

Based on the results of L. Jonsson et al. [20], the bigger the test fold is, the more the
performance of the model should decrease (on its last predictions) as the last predictions of
the model are made using older data.

Due to this idea, I decided to plot several learning curves for different values of K, K €
{4;6;8;10;15;25;50}. For each K € {4;6;8;10;15;25;50}, two learning curves were plotted in
the same chart based on the elements of PERF_TR_SETx and PERF_TE_SETk. The standard
deviation related to each point plotted in each chart has also been represented. Based on the
obtained results, if the time needed to train the machine learning algorithm was reasonable,
the model could be periodically re-trained so that its performance would not continuously
decrease.

The Figure 3.1 depicts the method used in the first sub experiment of the preliminary
experiment of this thesis.
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3.3. Preliminary experiment

Bug reports Sorted data set

1 2 | .. K-2 Training set

Test set

1121].

Figure 3.1: The method used in the first sub experiment of the preliminary experiment

3.3.2 Second sub experiment

In the second sub experiment, I assumed that the machine learning algorithm would be pe-
riodically re-trained and that making the choice related to the optimal size of the training set
was more relevant when evaluating it on recent data. Only the last fold was therefore used
to plot the learning curves. In this sub experiment, as shown in the Table 3.3, the model has
been evaluated K — 1 times on the Foldk (the K-th fold). Each evaluation was made using a
model trained on each element of the following set:

{FOldS]"K_l,jG {1, ,K*l}} (32)

Based on the idea mentioned in the previous section, several learning curves have been
plotted for different values of K, K € {4;6;8;10;15;25;50}. For each K € {4;6;8;10;15;25;50},
two learning curves have been plotted in the same chart based on the elements of
PERF_TR_SETk and PERF_TE_SETx (the two sets have been defined in the previous sec-
tion).

The Figure 3.2 shows the method used in the second sub experiment of the preliminary
experiment of this study.
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3.4. Main experiments

| Number of runs [| Size of each training set || Training set || Test set |

1 K —1 folds FOldSLK_l FOldK
1 K — 2 folds Foldsy k1 Foldg
1 2 folds FOldSK,Z,K,1 FOldK
1 1 fold FOldSK_LK_l FOldK

Table 3.3: The different training sets and test sets of the second sub experiment of the prelim-
inary experiment

Bug reports Sorted data set

lI

E

1 2 ... K2 K1 K

Training set

Test set

1 2 | ... |K2 SN

Figure 3.2: The method used in the second sub experiment of the preliminary experiment

3.4 Main experiments

In this section, the main experiments which have been conducted in the context of the thesis
are described. The results related to each experiment is used to answer each research ques-
tion.

In all the experiments described below, first, each data set was split into a training set
(90 %) and a test set (10 %). This training set/test set ratio has been selected for mainly two
reasons. First, in the data set of the telecommunications company, 10 % represent approxi-
mately 5 months of bug reports. I judged that evaluating the performance of a classifier on
the issues reported during the last 5 months of the data set would probably be representative.
Second, in their experiments, Cubrani¢ et al. [14] measured the accuracy of their classifier
with different training/test sets ratios. They obtained some relatively good results with this
particular ratio. As a consequence, I decided to select these proportions for the training set
and the test set.

As explained in the Section 2.3.4, the training set was then split into K + 1 folds (based
on the implementation of the class TimeSeriesSplit of scikit-learn). In each experiment,
each configuration of a classifier was trained and evaluated K times: the performance of
each machine learning algorithm was evaluated exactly one time on the bug reports of each
Fold]-,j € {2;---;K+1}. Each model evaluated on the fold Fold]- had been trained on
Foldsy ;1. For each model, the average of its performance related to each evaluation was
computed. Finally, the model with the best performance was selected. In this thesis, the
value of K was set to 10.

The Figure 3.3 illustrates the method used in each main experiment of this thesis.
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3.4. Main experiments

Bug reports Sorted data set

- >

Training set

Test set

Training set

Validation set

Test set

Figure 3.3: The method used in all the main experiments

In all the experiments, at least tokenization (based on the function word_tokenize of
the module n1tk.tokenize of NLTK) has been applied on the textual content of each bug
report to later be able to extract the features from them (Section 2.2.2).

For the same reasons mentioned in the Section 3.3, in the first three experiments, the de-
fault configuration of the scikit-learn implementation of a linear SVM (the Linearsvc class)
has been used for the classification.

3.4.1 Experiment1

The goal of this experiment was to find which combination of pre-processing techniques
should be used to obtain the best results (Section 2.2.2).

In the context of this experiment, 96 combinations have been tested. These combinations
were based on six parameters: five of them had two possible values whereas one of them had
three possible values.

Cleaning or not cleaning the bug reports was the first parameter. Cleaning the bug reports
consists of removing the elements which appear in a considerable number of bug reports (the
titles in the descriptions of the bug reports, the subtitles, etc.) using some regular expressions,
converting the HTML character entity references to Unicode characters, solving the encoding
problems, etc.

The second parameter was related to the use of a stemmer (the class PorterStemmer of
the module n1tk.stem.porter of NLTK), a lemmatizer (the class WordNetLemmatizer
of the module nltk.stem.wordnet and the POS given by the function pos_tag of the
module nltk.tag of NLTK) or nothing (three possible values).
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3.4. Main experiments

] Parameter I Possible value |
Cleaning bug reports Yes/No
Stemmer vs. Lemmatizer Stemmer/Lemmatizer/Nothing
Stop words removal Yes/No
Punctuation characters removal Yes/No
Numbers removal Yes/No
Conversion to lower case Yes/No

Table 3.4: The possible values for the parameters of the experiment 1

Removing or not removing stop words (using the English stop words list of NLTK) was
also considered as a parameter.

The fourth parameter was based on the choice of removing or not the punctuation char-
acters.

Removing or not the numbers from the textual content of the bug reports was used as a
fiftth parameter.

The sixth parameter was based on the choice of converting or not each token to lower
case.

Based on the possible choices related to the aforementioned six parameters, 96 = 2 % 3 =
2 %2 % 2 % 2 configurations of parameters have been obtained (Table 3.4).

In this experiment, the bug reports were pre-processed with all the different configura-
tions. For the same reasons mentioned in the Section 3.3, the features of each bug report were
then extracted by using the tf weight of each token in each bug report (Section 2.3.2). Next,
96 linear SVM classifiers (96 instances of the LinearsVvcC class) were trained and evaluated
on the feature vectors extracted from the output of the distinct configurations.

3.4.2 Experiment 2

The aim of this experiment was to find the best way to extract the features from the bug
reports of an ITS.

In order to do that, several configurations were tested and the one which gave the best
performance was selected.

First of all, the best configuration of the experiment 1 (the best combination of pre-
processing techniques) was applied on the bug reports of the ITS.

The experiment was mainly based on a comparison between the results obtained using
three different representations: a Boolean representation (using the class CountVectorizer
of scikit-learn), a representation based on the tf weights (the class TfidfTransformer of
scikit-learn) and a representation based on the tf-idf weights (the class TfidfTransformer
of scikit-learn) of the words in the textual content of the bug reports (Section 2.3.2).

Next, the LSI algorithm (the class TruncatedSVD of scikit-learn) was separately run on
each of the three aforementioned representations. The NMF algorithm (the class NMF of scikit-
learn) was also separately run on each of the three representations. Each time the LSI or the
NMEF algorithm was used, f € {10;30;50;70;90} features were selected. This choice was
motivated by the time and the space required to use these algorithms on my virtual machine
(Section 3.2).

33 linear SVM classifiers (33 instances of the LinearSVC class) were trained on the 33 =
3 + 6 =5 different representations of the bug reports. The details related to the aforementioned
33 configurations are provided in the Table 3.5.

Finally, all the possible pairs of extracted features were generated. For each experiment
involving, either LSI or NMEF, only the configuration with the optimal number of selected
features was considered (the selected number of features which gave the best result). Only the
performance related to the (g) = 36 combined configurations were compared. 36 linear SVM
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3.4. Main experiments

Representation || Remaining features
[ Rep [ 8 |

Boolean All

TF All

TE-IDF All
Boolean + LSI {10;30;50;70; 90}
TF + LSI {10; 30; 50; 70, 90}

TF-IDF + LSI {10; 30; 50; 70, 90}
Boolean + NMF {10; 30; 50; 70, 90}
TF + NMF {10; 30;50; 70; 90}
TF-IDF + NMF {10; 30; 50; 70, 90}

Table 3.5: The different configurations of the first part of the experiment 2

| Representation |

Boolean
TF
TF-IDF
Best Boolean + LSI
Best TF + LSI
Best TF-IDF + LSI
Best Boolean + NMF
Best TF + NMF
Best TE-IDF + NMF

Table 3.6: The different configurations of the second part of the experiment 2

classifiers (36 instances of the LinearSvC class) were trained on all the features extracted
from these 36 combined configurations (Table 3.6).

In the context of the experiment 2, the results related to 69 = 33436 = (3+6x5) + (g)
configurations have been compared.

3.4.3 Experiment 3

The goal of this experiment was to know if using a feature selection technique would increase
the performance of a classifier. If it was the case, the experiment would also allow us to find
the size of the subset of the remaining features which should be selected to get the best results,
in terms of accuracy and MRR value.

First, the best configuration of the experiment 1 (the best combination of pre-processing
techniques) and the best configuration of the experiment 2 (the best feature extrac-
tion technique) were applied on the bug reports. The following feature selection tech-
niques were then separately applied on the set of bug reports: the x? test (the func-
tion chi2 of the module sklearn.feature_selection.univariate_selection
of scikit-learn), the ANOVA test (the function f_classif of the mod-
ule sklearn.feature_selection.univariate_selection of scikit-learn),
the mutual information (the function mutual_ info_classif of the module
sklearn.feature_selection.mutual_info_ of scikit-learn) and the Recursive Fea-
ture Elimination (the class RFECV of scikit-learn) (Section 2.3.3). For each feature selection
technique, f € {0.1;0.3;0.5;0.7;0.9} of the initial features were selected. In total, 20 = 4«5
configurations have been compared (Table 3.7). 20 linear SVM classifiers (20 instances of the
LinearSVC class) were trained on the remaining features of the different configurations. The
performance of the best feature selection technique with the best percentage of remaining
features was compared with the performance obtained without applying any feature selec-
tion technique (the performance of the best configuration of the experiment 2). If a particular
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3.4. Main experiments

| Feature selection technique || Remaining features |
Chi-2 {0.1,0.3;0.5,0.7;0.9}
ANOVA {0.1;0.3;0.5;0.7;0.9}
Mutual information {0.1;0.3;0.5;0.7; 0.9}
Recursive feature elimination || {0.1;0.3;0.5;0.7;0.9}

Table 3.7: The different configurations of the experiment 3

feature selection technique and a particular percentage of remaining features improved the
performance of a linear SVM classifier, this configuration would be selected.

3.4.4 Experiment 4

The aim of this experiment was to find the best performing classifier and its best configura-
tion on each data set. This goal was achieved by tuning a set of selected classifiers: a near-
est centroid classifier, a naive Bayes classifier based on a multinomial distribution, a linear
SVM classifier, a logistic regression classifier, a perceptron classifier and a classifier based on
stochastic gradient descent. The aforementioned classifiers have been selected because they
had been used in many prior works in the context of automatic bug assignment or they were
implemented in scikit-learn.

First, the best configuration of the experiment 1 (the best combination of pre-processing
techniques), the best configuration of the experiment 2 (the best feature extraction technique)
and the best configuration of the experiment 3 (the potential use of a feature selection tech-
nique) were applied on the bug reports. Two strategies were then used to tune each classifier:
a grid search and a random search (Section 2.3.4). For each classifier and each strategy, an
upper bound of 150 configurations was selected. The choice regarding this upper bound was
based on several parameters such as the specifications of my virtual machine (Section 3.2),
the computational cost related to the training phase of each classifier and the time constraints
related to the Master’s thesis. Based on this upper bound and their relevance, for each hyper-
parameter of each classifier, a set of possible values has been selected.

If it was complicated to predict the behaviour of a classifier when one of its hyper-
parameter(s) was tuned, this hyper-parameter was considered as relevant in the context of
this experiment. For example, if the number of iterations of the stochastic gradient descent
algorithm is increased, it is well known that the performance of the classifier will increase
and that the computational cost related to its training phase will also increase. In the context
of this experiment, this hyper-parameter was considered as irrelevant as it should be tuned
based on the needs of the customer. Tuning this hyper-parameter could be relatively easily
achieved by using some learning curves (Section 2.3.4). As tuning the aforementioned hyper-
parameter was highly related to the context of the problem (the needs of the customer), it was
not considered.

If it was well-known that one of the possible values of a hyper-parameter would defi-
nitely increase the performance of its classifier, this value was selected. For instance, if its
value is set to "balanced", the parameter class_weight of the constructor of the class
LinearSVC will allow the linear SVM classifier to take into account that some classes are
more represented than others. As it would likely improve the performance of the linear SVM
classifier, this parameter was always set to "balanced".

Using the above mentioned approach, for each relevant hyper-parameter of each of the
six classifiers, a set of values was built (Table 3.8). As they were considered as irrelevant in
the framework of this experiment, the default values of the parameters not in the Table 3.8
were used. A grid search strategy (based on the GridSearchCV class of scikit-learn) was
used to try to find the best configuration of each classifier. A random search strategy (based
on the RandomizedSearchCV class of scikit-learn) requiring the same number of runs was
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3.5. Evaluation

[ Algorithm [ Implementation  [[Number of runs]| Hyper-parameter
Nearest centroid classifier NearestCentroid 2 metric € {"manhattan";"euclidean"}
i ifi lpha € L1i 1,11
Nan@ Bgyes .da§$ﬁer MultinomialNB 2 a pla np inspace(0,1,11)
(multinomial distribution) fit_prior € {True;False}
Cenp.logspace (-4, 4, 10)
Linear SVM LinearSVvC 20 loss € {"squared_hinge";"hinge"}

class_weight="balanced"

dual=False
Cenp.logspace (-4, 4, 10)
class_weight="balanced"

multi_class="multinomial"

solver € {"newton—-cg";"sag";"1bfgs"}

Logistic regression LogisticRegression 40 dual=True

Cenp.logspace (-4, 4, 10)

class_weight="balanced"
solver="1liblinear"
multi_class="ovr"

penalty €{"12";"elasticnet"}
alpha€ 10.0+x+-np.arange (1, 7)
class_weight = "balanced"

Perceptron P 1
erceptro; erceptron 3 benalty—Nono

class_weight="balanced"

"squared_hinge";"perceptron"}
Stochastic gradient descent SGDClassifier 120 penalty €{"12";"elasticnet"}
alpha€ 10.0+«*-np.arange (1, 7)
class_weight="balanced"
average € {True;False}

loss € {"hinge";"log";"modified_huber";

Table 3.8: The different configurations of the experiment 4

also used to try to find the best configuration of each classifier. For each set of values, a ran-
dom distribution was used to apply the random search. If a set contained some non-numeric
values, a discrete uniform distribution was used. Otherwise, a continuous distribution was
used to exploit the full potential of the random search strategy (Section 2.3.4). For each clas-
sifier, the best configuration among the configurations compared via the grid search strategy
and the random search strategy was eventually selected.

In total, in this experiment, 434 = 217 %2 = (2422 + 20 + 40+ 13+ 120) * 2 configurations
have been compared.

3.5 Evaluation

In the preliminary experiment (Section 3.3), only the value of the top 1 accuracy metric (Sec-
tion 2.3.6) has been computed.

Except for the nearest centroid classifier used in the forth experiment, in all the main ex-
periments of this thesis (Section 3.4), the value of the top 1 accuracy metric and the value
of the MRR metric (Section 2.3.6) have been computed in order to be able to make some
decisions related to the selection of the different types of techniques. As the classes were
not ranked during the validation and testing phases of the nearest centroid classifier imple-
mented in scikit-learn (the class NearestCentroid) and adding this feature would have
required significant development effort, the value of the MRR metric was not computed for
this classifier.

36



Results

In this chapter, first, the results related to the preliminary experiment of this thesis (Section
3.3) are described. Second, the results related to the main experiments of this thesis (Section
3.4) are presented.

4.1 Preliminary experiment

The results related to the preliminary experiment described in the Section 3.3 are presented
below.

4.1.1 First sub experiment

In this section, the results of the first sub experiment of the preliminary experiment of the
thesis are presented.

The graphs in the Figures 4.1, 4.2 and 4.3 illustrate the learning curves obtained with
different numbers of folds K, K € {4;8;50}. For each K € {4;8;50}, two learning curves are
represented: the red one is related to the accuracy on the training set whereas the green one
shows the accuracy on the test set. The standard deviation related to each point plotted in
each chart is also represented. The graphs related to the configurations with 6, 10, 15 and 25
folds can be found in the Figures A.1, A.2, A.3, A4, A.5 and A.6 of the Appendix A.1.

Telecommunications company

In all the subfigures of the Figure 4.1, the accuracy on the training set has raised with an
increase in the size of the same set.

With less than 8 folds, the accuracy on the test set has decreased when using more bug
reports. With at least 8 folds, the accuracy on the test set has fluctuated, but generally, it has
increased, then, decreased. In the latter case, the accuracy has always reached its maximum
when the number of bug reports in the training set was between 10 000 and 20 000.
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4.1. Preliminary experiment

Eclipse JDT

Contrary to the bug reports of the telecommunications company, in all the subfigures of the
Figure 4.2, the accuracy on the training set has decreased with an increase in the size of the
same set.

With no more than 8 folds, the accuracy on the test set has decreased when using more
bug reports. With strictly more than 8 folds, the accuracy on the test set has fluctuated, but
generally, it has increased, then, decreased: it has always reached its maximum when the
number of bug reports in the training set was between 2 500 and 5 000.

Mozilla Firefox

As with the bug reports of Eclipse JDT, in all the subfigures of the Figure 4.3, the accuracy on
the training set has decreased with an increase in the size of the same set.

With less than 8 folds, the accuracy on the test set has fluctuated, but, been relatively
constant. As with the data set of the telecommunications company, with at least 8 folds, the
accuracy on the test set has fluctuated, but generally, it has increased, then, decreased: it
has always reached its maximum when the number of bug reports in the training set was
between 3 000 and 10 000. For convenience, in the remainder of this report, the expression
"telecommunications company’ will be used to designate the data set of this company.
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Figure 4.1: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of the telecommunications company (obtained with 4, 8 and 50

folds)
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Figure 4.2: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of Eclipse JDT (obtained with 4, 8 and 50 folds)
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Figure 4.3: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of Mozilla Firefox (obtained with 4, 8 and 50 folds)
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4.1.2 Second sub experiment

In this section, the results of the second sub experiment of the preliminary experiment of the
thesis are described.

The graphs in the Figures 4.4, 4.5 and 4.6 depict the learning curves obtained with different
numbers of folds K, K € {4;8;50}. For each K € {4;8;50}, two learning curves are plotted:
the red one is related to the accuracy on the training set whereas the green one shows the
accuracy on the test set. The standard deviation related to each point plotted in each chart is
also represented. The graphs related to the configurations with 6, 10, 15 and 25 folds can be
found in the Figures A.7, A.8, A.9, A.10, A.11 and A.12 of the Appendix A.2. As explained in
the Section 3.3.2, contrary to the first sub experiment, only the last folds are used to plot the
green learning curves.

Telecommunications company

In all the subfigures of the Figure 4.4, with an increase in the size of the training set, the
accuracy on the same set has raised.

With 4 folds, the accuracy on the test set has steadily decreased with an increase in the
number of bug reports in the training set. With no more than 8 folds (and more than 4 folds),
the accuracy on the test set has increased, then, decreased. Its maximum was reached when
the number of bug reports in the training set was between 30 000 and 40 000. With strictly
more than 8 folds, the accuracy on the test set has fluctuated, but generally, it has increased
with an increase in the size of the training set.

Eclipse JDT

With an increase in the size of the training set, the accuracy on the same set has sometimes
fluctuated, but generally, it has decreased in all the subfigures of the Figure 4.5

With no more than 8 folds, the accuracy on the test set has steadily decreased with an
increase in the number of bug reports in the training set. With strictly more than 8 folds, the
accuracy on the test set has fluctuated, but generally, it has decreased with an increase in the
size of the training set.

Mozilla Firefox

In all the subfigures of the Figure 4.6, with an increase in the size of the training set, the
accuracy on the same set has sometimes fluctuated, but generally, decreased.

As with the first sub experiment conducted on the same data set, with less than 8 folds,
the accuracy on the test set has fluctuated, but, been relatively constant. With at least 8 folds,
the accuracy on the test set has fluctuated, but generally, it has increased, then, decreased: it
has reached its maximum when the number of bug reports in the training set was between 3
000 and 10 000.
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Figure 4.4: Learning curves of the second sub experiment of the preliminary experiment con-
ducted on the bug reports of the telecommunications company (obtained with 4, 8 and 50
folds)
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Learning Curves (Linear SVM without tuning, normal approach, 4 folds)
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Figure 4.5: Learning curves of the second sub experiment of the preliminary experiment con-
ducted on the bug reports of Eclipse JDT (obtained with 4, 8 and 50 folds)
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4.2 Main experiments

The summarized results related to the main experiments of the thesis (Section 3.4) are pre-
sented below.
The detailed results related to the same experiments can be found in the Appendix B.

4.2.1 Experiment1

In this section, the summarized results related to the first main experiment of the thesis (Sec-
tion 3.4.1) are described.

The detailed results related to the same main experiment can be found in the Appendix
B.1.

For readability purposes, the results will be described using a mapping of acronyms to
pre-processing techniques (Table 4.1). When a pre-processing technique is used, its acronym
is directly written. If not, it is preceded by the string NOT and enclosed within parenthesis.
All obtained strings are then concatenated and the character | is used as a delimiter between
them.

If the string C|NOT (S) |L|SW|P |N|NOT (LC) is used for instance, it means that the bug
reports have first been cleaned. The tokens have then been lemmatized. The stop words, the
tokens containing only punctuation characters and the tokens containing only numbers have
eventually been removed.

| Acronym [[  Pre-processing technique |

C Cleaning bug reports
S Stemmer
L Lemmatizer

SW Stop words removal
P Punctuation characters removal
N Numbers removal

LC Conversion to lower case

Table 4.1: The mapping of acronyms to pre-processing techniques

Telecommunications company

The horizontal bar chart in the Figure 4.7 depicts the accuracy of the worst and best pre-
processing configurations on the project of the telecommunications company.

The horizontal bar chart in the Figure 4.8 shows the MRR value of the worst and best
pre-processing configurations on the bug reports of the telecommunications company:.

As the best accuracy, 74.74 % (Figure 4.7), and, the best MRR value, 83.43 % (Figure 4.8),
were reached when cleaning the bug reports, removing the stop words, removing the tokens
containing only punctuation characters, removing the tokens containing only numbers and
performing a conversion to lower case, only the aforementioned pre-processing techniques
have been used in the following experiments conducted on the bug reports of the telecom-
munications company.

Eclipse JDT

The horizontal bar chart in the Figure 4.9 shows the accuracy of the worst and best pre-
processing configurations on the bug reports of the Eclipse JDT project.

The horizontal bar chart in the Figure 4.10 depicts the MRR value of the worst and best
pre-processing configurations on Eclipse JDT.
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Accuracy of the worst and best pre-processing
configurations (telecommunications company)

59,33%

Accuracy

74,74%

0,00% 10,00%  20,00%  30,00%  40,00%  50,00%  60,00%  70,00%  80,00%
® Worst: NOT(C) | NOT(S) | NOT(L)| SW|NOT(P) |[N| NOT(LC)  m Best: C|NOT(S) [NOT(L) |SW|P|N|LC

Figure 4.7: Accuracy of the worst and best pre-processing configurations on the bug reports
of the telecommunications company (the mapping of acronyms to pre-processing techniques
defined in the Table 4.1 has been used)

MRR of the worst and best pre-processing
configurations (telecommunications company)

MRR

83,43%

66,00% 68,00% 70,00% 72,00% 74,00% 76,00% 78,00% 80,00% 82,00% 84,00% 86,00%
B Worst: NOT(C) | NOT(S) | NOT(L) [SW|NOT(P)[N|NOT(LC) M Best: C|NOT(S)|NOT(L) |SW|P|N|LC

Figure 4.8: MRR of the worst and best pre-processing configurations on the bug reports of
the telecommunications company (the mapping of acronyms to pre-processing techniques
defined in the Table 4.1 has been used)

Contrary to the bug reports of the telecommunications company, the best configuration,
in terms of accuracy, was obtained, only when cleaning the bug reports, removing the stop
words and using a conversion to lower case (Figure 4.9). This configuration has therefore
been used when conducting the other experiments on the Eclipse JDT data set.
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Accuracy of the worst and best pre-processing
configurations (Eclipse JDT)

Accuracy

27,39%

23,50% 24,00% 24,50% 25,00% 2550% 26,00% 26,50% 27,00% 27,50% 28,00%
B Worst: NOT(C) | NOT(S) | NOT(L) | NOT(SW)| NOT(P) | NOT(N) | NOT(LC)
W Best: C[NOT(S) [NOT(L)| SW|NOT(P) [NOT(N)| LC

Figure 4.9: Accuracy of the worst and best pre-processing configurations on the bug reports
of Eclipse JDT (the mapping of acronyms to pre-processing techniques defined in the Table
4.1 has been used)

MRR of the worst and best pre-processing
configurations (Eclipse JDT)

42,61%

39,00%  39,50%  40,00%  40,50%  41,00% = 41,50% = 42,00%  42,50%  43,00%
® Worst: NOT(C) | NOT(S) [ NOT(L) | NOT(SW) | NOT(P) | NOT(N) | NOT(LC)
B Best: C|NOT(S) |L|NOT(SW)| P|NOT(N)| LC

Figure 4.10: MRR of the worst and best pre-processing configurations on the bug reports of
Eclipse JDT (the mapping of acronyms to pre-processing techniques defined in the Table 4.1
has been used)

Mozilla Firefox

The horizontal bar chart in the Figure 4.11 illustrates the accuracy of the worst and best pre-
processing configurations on the bug reports of the Mozilla Firefox project.

The horizontal bar chart in the Figure 4.12 depicts the MRR value of the worst and best
pre-processing configurations on Mozilla Firefox.
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Accuracy of the worst and best pre-processing
configurations (Mozilla Firefox)

15,38%

Accuracy

16,78%

14,50% 15,00% 15,50% 16,00% 16,50% 17,00%
® Worst: NOT(C)| NOT(S) | NOT(L)| SW|P|N|NOT(LC)  m Best: C|NOT(S)|L|NOT(SW)|NOT(P)|N|LC

Figure 4.11: Accuracy of the worst and best pre-processing configurations on the bug reports
of Mozilla Firefox (the mapping of acronyms to pre-processing techniques defined in the
Table 4.1 has been used)

MRR of the worst and best pre-processing
configurations (Mozilla Firefox)

34,62%

32,00% 32,50% 33,00% 33,50% 34,00% 34,50% 35,00%

B Worst: NOT(C) | NOT(S) | NOT(L)| SW|P|N|NOT(LC)  ® Best: C|NOT(S)|L|NOT(SW)| NOT(P)[N|LC

Figure 4.12: MRR of the worst and best pre-processing configurations on the bug reports of
Mozilla Firefox (the mapping of acronyms to pre-processing techniques defined in the Table
4.1 has been used)

Contrary to the bug reports of the telecommunications company and the bug reports of
Eclipse JDT, the best configuration, in terms of accuracy and MRR value, has been obtained,
only when cleaning the bug reports, using a lemmatizer, removing the tokens containing only
numbers and using a conversion to lower case (Figures 4.11 and 4.12). This configuration has
been used when conducting the following experiments on the Mozilla Firefox project.

49



4.2. Main experiments

4.2.2 Experiment 2

The summarized results related to the second main experiment of the thesis (Section 3.4.2)
are presented in this section.

The detailed results related to the same main experiment can be found in the Appendix
B.2.

For readability purposes, the results will be described using a mapping of acronyms to
feature extraction techniques (Table 4.2). If a feature extraction technique is used, its acronym
is directly written. Each time the LSI or the NMF algorithm is used, the acronym is followed
by an hyphen - and the new number of features.

If the string TF+LSI-50 is used for instance, it means that the tf weights have first been
used. The LSI algorithm has then been run to extract 50 new features.

| Acronym || Feature extraction technique |
BOOL Boolean
TF TF
TE-IDF TF-IDF
BOOL+LSI Boolean + LSI
TF+LSI TF + LSI
TF-IDF+LSI TF-IDF + LSI
BOOL+NMF Boolean + NMF
TF+NMF TF + NMF
TF-IDF+NMF TE-IDF + NMF

Table 4.2: The mapping of acronyms to feature extraction techniques

When all the possible pairs of extracted features have been generated, the acronyms in the
Table 4.3 are concatenated and the character & is used as a delimiter between them.

If the string TF-IDF+LSI&BOOL+NMF is used, it means that a combination of two feature
extraction techniques has been used. First, the LSI algorithm has been applied on the tf-idf
weights of the bug reports. Second, a Boolean representation of the bug reports followed by
the application of the NMF algorithm has been used. As explained in the Section 3.4.2, when
LSI or NMF is used in a combination of two feature extraction techniques, only the number
of features which has given the best accuracy is considered.

Telecommunications company

The horizontal bar chart in the Figure 4.13 shows the accuracy of the worst (without combi-
nation), best (without combination), worst (with combination) and best (with combination)
feature extraction techniques on the project of the telecommunications company.

As can be seen in the Figure 4.13, the best configuration (without combination), in terms
of accuracy, is using tf-idf weights.

The horizontal bar chart in the Figure 4.14 indicates the MRR value of the worst (without
combination), best (without combination), worst (with combination) and best (with combi-
nation) feature extraction techniques on the bug reports of the telecommunications company.

The best configuration (without combination), in terms of MRR, is only based on tf-idf
weights (Figure 4.14).

The accuracy of the best configuration, when combining feature extraction techniques,
is 75.90 % whereas the best one, when not combining these techniques, is 75.64 % (Figure
4.13). When combining feature extraction techniques, the MRR value of the best configuration
is 84.25 % whereas the best one, when not combining these techniques, is 84.06 % (Figure
4.14). As the differences between both accuracies and both MRR values are relatively low, in
the following experiments conducted on the project of the telecommunications company, the
features have been extracted via only the use of tf-idf weights.
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Accuracy of the worst (without combination), best
(without combination), worst (with combination) and
best (with combination) feature extraction techniques

(telecommunications company)

35,07%

75,64%
Accuracy

75,90%

0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00% 70,00% 80,00%

Worst (without): TF-IDF+NMF-10 M Best (without): TF-IDF
W Worst (with): TF#+NMF&TF-IDF+NMF B Best (with): TF-IDF&BOOL+NMF

Figure 4.13: Accuracy of the worst (without combination), best (without combination), worst
(with combination) and best (with combination) feature extraction techniques on the bug
reports of the telecommunications company (the mapping of acronyms to feature extraction
techniques defined in the Table 4.2 has been used)

MRR of the worst (without combination), best
(without combination), worst (with combination) and
best (with combination) feature extraction techniques

(telecommunications company)

53,10%

84,06%

84,25%

0,00% 10,00% 20,00%  30,00%  40,00% 50,00% 60,00%  70,00% 80,00%  90,00%

Worst (without): TF-IDF+NMF-10  ® Best (without): TF-IDF
W Worst (with): TF+NMF&TF-IDF+NMF B Best (with): TF-IDF&BOOL+NMF

Figure 4.14: MRR of the worst (without combination), best (without combination), worst
(with combination) and best (with combination) feature extraction techniques on the bug
reports of the telecommunications company (the mapping of acronyms to feature extraction
techniques defined in the Table 4.2 has been used)

Eclipse JDT

The horizontal bar chart in the Figure 4.15 illustrates the accuracy of the worst (without com-
bination), best (without combination), worst (with combination) and best (with combination)
feature extraction techniques on the bug reports of Eclipse JDT.
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Accuracy of the worst (without combination), best
(without combination), worst (with combination) and
best (with combination) feature extraction techniques

(Eclipse JDT)

8,31%

27,45%
Accuracy
20,32%

27,90%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00%

Worst (without): TF+NMF-10 Best (without): TF-IDF
W Worst (with): TF#+NMF&TF-IDF+NMF B Best (with): TF-IDF&BOOL+LSI

Figure 4.15: Accuracy of the worst (without combination), best (without combination), worst
(with combination) and best (with combination) feature extraction techniques on the bug
reports of Eclipse JDT (the mapping of acronyms to feature extraction techniques defined in
the Table 4.2 has been used)

The best configuration (without combination), in terms of accuracy, is using tf-idf weights
(Figure 4.15).

The horizontal bar chart in the Figure 4.16 indicates the MRR value of the worst (without
combination), best (without combination), worst (with combination) and best (with combi-
nation) feature extraction techniques on Eclipse JDT.

When combining feature extraction techniques, the accuracy of the best configuration is
27.90 % whereas the best one, when not combining these techniques, is 27.45 % (Figure 4.15).
The MRR value of the best configuration is 43.02 % when combining feature extraction tech-
niques, whereas the best one, when not combining these techniques, is 42.56 % (Figure 4.16).
Moreover, the MRR value of the best configuration (in terms of accuracy) is 42.39 % when not
combining feature extraction techniques (Figure B.12), whereas the best one, when combin-
ing these techniques, is 42.93 % (Figure B.14). As the differences between both accuracies and
the different MRR values are relatively low, in the following experiments conducted on the
bug reports of Eclipse JDT, the features have been extracted via only the use of tf-idf weights.

Mozilla Firefox

The horizontal bar chart in the Figure 4.17 shows the accuracy of the worst (without combi-
nation), best (without combination), worst (with combination) and best (with combination)
feature extraction techniques on Mozilla Firefox.

The horizontal bar chart in the Figure 4.18 depicts the MRR value of the worst (without
combination), best (without combination), worst (with combination) and best (with combi-
nation) feature extraction techniques on the bug reports of Mozilla Firefox.

Contrary to the bug reports of the telecommunications company and Eclipse JDT, the best
configuration (without combination), in terms of accuracy and MRR, is only based on the tf
weights (Figures 4.17 and 4.18).

The accuracy of the best configuration when combining feature extraction techniques is
16.79 %, whereas the best one, when not combining these techniques, is 16.78 % (Figure 4.17).
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MRR of the worst (without combination), best
(without combination), worst (with combination) and
best (with combination) feature extraction techniques

(Eclipse JDT)

23,25%

42,56%

43,02%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00% 35,00% 40,00% 45,00% 50,00%

Worst (without): TF+NMF-10 M Best (without): TF
W Worst (with): BOOL&TF+NMF M Best (with): TF-IDF&TF-IDF+LSI

Figure 4.16: MRR of the worst (without combination), best (without combination), worst
(with combination) and best (with combination) feature extraction techniques on the bug
reports of Eclipse JDT (the mapping of acronyms to feature extraction techniques defined in
the Table 4.2 has been used)

Accuracy of the worst (without combination), best
(without combination), worst (with combination) and
best (with combination) feature extraction techniques

(Mozilla Firefox)

11,25%

16,78%
Accuracy

16,79%

0,00% 2,00% 4,00% 6,00% 8,00%  10,00% 12,00% 14,00% 16,00%  18,00%

Worst (without): BOOL+NMF-30 M Best (without): TF
B Worst (with): BOOL+LSI&BOOL+NMF W Best (with): TF&TF-IDF+NMF

Figure 4.17: Accuracy of the worst (without combination), best (without combination), worst
(with combination) and best (with combination) feature extraction techniques on the bug
reports on the bug reports of Mozilla Firefox (the mapping of acronyms to feature extraction
techniques defined in the Table 4.2 has been used)

When not combining feature extraction techniques, the MRR value of the best representation
is 34.62 %, whereas the best one, when combining them, is 34.63 % (Figure 4.18). As the best
accuracy and the best MRR value reached when combining feature extraction techniques are
almost the same as the ones reached when not combining these techniques, the features have

53



4.2. Main experiments

MRR of the worst (without combination), best
(without combination), worst (with combination) and
best (with combination) feature extraction techniques

(Mozilla Firefox)

34,62%

34,63%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00% 35,00% 40,00%
= Worst (without): TF+LSI-10 M Best (without): TF
B Worst (with): BOOL&BOOL+NMF M Best (with): TF&TF-IDF+NMF

Figure 4.18: MRR of the worst (without combination), best (without combination), worst
(with combination) and best (with combination) feature extraction techniques on the bug
reports on the bug reports of Mozilla Firefox (the mapping of acronyms to feature extraction
techniques defined in the Table 4.2 has been used)

been extracted via only the use of the tf weights in the following experiments conducted on
the bug reports of Mozilla Firefox.
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4.2.3 Experiment3

In this section, the summarized results of the third main experiment of the thesis (Section
3.4.3) are presented.

The detailed results related to the same main experiment can be found in the Appendix
B.3.

For readability purposes, the results are presented with a mapping of acronyms to feature
selection techniques (Table 4.3). If a feature selection technique is applied, its acronym is
used. This string is then concatenated with an hyphen - and the percentage of remaining
features.

If the string CHI-2-30 is used for instance, it means that the x? test has been applied.
Based on the results of this test, 30 % of the features have then been selected.

| Acronym || Feature selection technique |
CHI-2 Chi-2
ANOVA ANOVA
MI Mutual information
RFE Recursive Feature Elimination

Table 4.3: The mapping of acronyms to feature selection techniques

Telecommunications company

The horizontal bar chart in the Figure 4.19 illustrates the accuracy of the worst three and best
three feature selection techniques on the project of the telecommunications company.

Accuracy of the worst three and best three feature
selection techniques (telecommunications company)

74,43%

74,99%
75,11%
Accuracy

75,63%

75,63%

75,64%

0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00% 70,00% 80,00%
HANOVA-10 mMI-10 CHI-2-10 .. MWCHI-2-70 mCHI-2-50 mCHI-2-90

Figure 4.19: Accuracy of the worst three and best three feature selection techniques on the bug
reports of the telecommunications company (the mapping of acronyms to feature selection
techniques defined in the Table 4.3 has been used)

The horizontal bar chart in the Figure 4.20 depicts the MRR value of the worst three and
best three feature selection techniques on the bug reports of the telecommunications com-
pany.
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MRR of the worst three and best three feature
selection techniques (telecommunications company)

83,25%
83,56%

83,66%

MRR
84,05%
84,06%

84,07%

0,00% 10,00% 20,00%  30,00%  40,00% 50,00% 60,00%  70,00%  80,00%  90,00%

B ANOVA-10 mMI-10 CHI-2-10 ... MCHI-2-50 mCHI-2-70 mCHI-2-90

Figure 4.20: MRR of the worst three and best three feature selection techniques on the bug
reports of the telecommunications company (the mapping of acronyms to feature selection
techniques defined in the Table 4.3 has been used)

As can be seen in the Figures 4.19 and 4.20, the best three configurations are the ones using
the x? test as a feature selection technique. The worst three configurations are obtained when
selecting 10 % of the initial features.

The accuracy of the best configuration is 75.64 % (Figure 4.19). Its MRR value is 84.07 %
(Figure 4.20). As this accuracy and this MRR value have almost been reached in the experi-
ment 2, no feature selection technique has been used in the last experiment conducted on the
bug reports of the project of the telecommunications company.

Eclipse JDT

The horizontal bar chart in the Figure 4.21 shows the accuracy of the worst three and best
three feature selection techniques on Eclipse JDT.

The horizontal bar chart in the Figure 4.22 indicates the MRR value of the worst three and
best three feature selection techniques on the bug reports of Eclipse JDT.

In the Figures 4.21 and 4.22, the best configuration is using the x? test to select 90 % of the
features. The worst configuration is obtained when selecting 10 % of the initial features via
the use of the mutual information technique.

The accuracy of the best configuration is 27.43 % (Figure 4.21). Its MRR value is 42.38 %
(Figure 4.22). As this accuracy and this MRR value have already been reached in the experi-
ment 2, no feature selection technique has been used in the last experiment conducted on the
bug reports of Eclipse JDT.

Mozilla Firefox

The horizontal bar chart in the Figure 4.23 depicts the accuracy of the worst three and best
three feature selection techniques on the bug reports of Mozilla Firefox.

The horizontal bar chart in the Figure 4.24 indicates the MRR value of the worst three and
best three feature selection techniques on Mozilla Firefox.

Contrary to the bug reports of the telecommunications company and the bug reports of
Eclipse JDT, in the figures 4.23 and 4.24, the best three configurations are using recursive
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Accuracy of the worst three and best three feature
selection techniques (Eclipse JDT)

26,64%
26,91%
26,94%
Accuracy
27,42%
27,42%
27,43%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00%

30,00%
®MI-10 mCHI-2-10 m ANOVA-30 .. MRFE-90 MWRFE-70 mCHI-2-90

Figure 4.21: Accuracy of the worst three and best three feature selection techniques on the

bug reports of Eclipse JDT (the mapping of acronyms to feature selection techniques defined
in the Table 4.3 has been used)

MRR of the worst three and best three feature
selection techniques (Eclipse JDT)

41,59%
41,96%
42,04%
MRR
42,32%
42,34%
42,38%

0,00% 5,00% 10,00% 15,00%  20,00%  25,00% 30,00%  35,00% 40,00%

45,00%
m MI-10 ®mANOVA-30 mMI-30 .. MRFE-90 mCHI-2-70 mCHI-2-90

Figure 4.22: MRR of the worst three and best three feature selection techniques on the bug

reports of the bug reports of Eclipse JDT (the mapping of acronyms to feature selection tech-
niques defined in the Table 4.3 has been used)

feature elimination as a feature selection technique. The worst two configurations, in terms
of accuracy and MRR value, are selecting 10 % of the initial features.

As can be seen in the Figures 4.23 and 4.24, the accuracy of the best configurations is
16.84 % and their MRR value is 34.65 %. As this accuracy and this MRR value have almost

been reached in the experiment 2, no feature selection technique has been used in the last
experiment conducted on the bug reports of Mozilla Firefox.
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Accuracy of the worst three and best three feature
selection techniques (Mozilla Firefox)

13,76%

15,29%

16,10%
Accuracy

16,84%
16,84%
16,84%

0,00% 2,00% 4,00% 6,00% 8,00%  10,00% 12,00% 14,00% 16,00%  18,00%

B ANOVA-10 mCHI2-10 m ANOVA-30 .. MRFE-90 mWRFE-70 mRFE-50

Figure 4.23: Accuracy of the worst three and best three feature selection techniques on the bug
reports of Mozilla Firefox (the mapping of acronyms to feature selection techniques defined
in the Table 4.3 has been used)

MRR of the worst three and best three feature
selection techniques (Mozilla Firefox)

31,40%

33,91%
34,06%
MRR
34,65%
34,65%
34,65%
0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00% 35,00% 40,00%
B ANOVA-10 mMI-10 m ANOVA-30 .. MRFE-50 MRFE-70 mRFE-90

Figure 4.24: MRR of the worst three and best three feature selection techniques on the bug
reports of Mozilla Firefox (the mapping of acronyms to feature selection techniques defined
in the Table 4.3 has been used)

4.2.4 Experiment 4

The summarized results of the forth main experiment of the thesis (Section 3.4.4) are de-
scribed in this section.

The detailed results related to the same main experiment can be found in the Appendix
B4.
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As mentioned in the Section 3.5, the MRR values of the nearest centroid classifier have not
been computed due to practical reasons.

Telecommunications company

The horizontal bar chart in the Figure 4.25 illustrates the best accuracy of the different clas-
sifiers (grid search and random search strategies) on the project of the telecommunications
company.

Best accuracy of the different classifiers (grid search
and random search, telecommunications company)

63,13%
70,39%

o
Accuracy (grid search) 70.397:1 L
, o

75,70%

75,95%

63,13%
70,39%

70,77%

Accuracy (random search) 74 97%
1 0

75,79%

75,97%

0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00% 70,00% 80,00%

M Nearest centroid M Perceptron m Naive Bayes M SGCD M Logistic regression B SVM (linear kernel)

Figure 4.25: Best accuracy of the different classifiers (grid search and random search) on the
bug reports of the telecommunications company

Except for the stochastic gradient descent algorithm, the accuracies reached with the best
configuration of each classifier, using a random search strategy, are greater than or equal to
the ones reached when using a grid search strategy (Figure 4.25). In terms of accuracy, when
using a random search strategy, the classifiers are ordered the same way as the one obtained
when using a grid search strategy.

The horizontal bar chart in the Figure 4.26 depicts the best MRR value of the different
classifiers (grid search and random search strategies) on the project of the telecommunica-
tions company.

In terms of accuracy and MRR value, when using a grid search strategy, the best three
classifiers are the linear SVM, the logistic regression and the stochastic gradient descent algo-
rithm (Figures 4.25 and 4.26). In terms of accuracy, the worst configuration is obtained when
using the nearest centroid classifier (Figure 4.25).

Eclipse JDT

The horizontal bar chart in the Figure 4.27 depicts the best accuracy of the different classifiers
(grid search and random search strategies) on the bug reports of Eclipse JDT.

Except for the perceptron, the stochastic gradient descent algorithm, the linear SVM clas-
sifier and the logistic regression, the accuracies reached with the best configuration of each
classifier, using a random search strategy, are greater than or equal to the ones reached when
using a grid search strategy (Figure 4.27).

The horizontal bar chart in the Figure 4.28 indicates the best MRR value of the different
classifiers (grid search and random search strategies) on Eclipse JDT.
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Best MRR of the different classifiers (grid search and
random search, telecommunications company)

MRR (grid search) 83,93%
84,30%
84,34%

80,22%
MRR (random search) 83,78%
84,40%
84,35%

76,00% 77,00% 78,00% 79,00% 80,00% 81,00% 82,00% 83,00% 84,00% 85,00%

W Perceptron W Naive Bayes BSGCD M Logistic regression B SVM (linear kernel)

Figure 4.26: Best MRR of the different classifiers (grid search and random search) on the bug
reports of the telecommunications company

Best accuracy of the different classifiers (grid search
and random search, Eclipse JDT)

Accuracy (grid search)

26,09%

20,17%

o
Accuracy (random search) 23,55%

27,77%
26,01%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00%

M Nearest centroid M Perceptron M Naive Bayes M SGCD M Logistic regression B SVM (linear kernel)

Figure 4.27: Best accuracy of the different classifiers (grid search and random search) on the
bug reports of Eclipse JDT

When using a grid search strategy or a random search strategy, the best classifier, in terms
of accuracy and MRR value, is the logistic regression (Figures 4.27 and 4.28). The worst
classifier, in terms of accuracy, is the perceptron (Figure 4.27).

Mozilla Firefox

The horizontal bar chart in the Figure 4.29 shows the best accuracy of the different classifiers
(grid search and random search strategies) on Mozilla Firefox.
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Best MRR of the different classifiers (grid search and
random search, Eclipse JDT)

MRR (grid search) 43,00%
44,86%
41,36%

39,43%

MRR (random search) 42,68%
44,55%
41,61%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00% 35,00% 40,00% 45,00% 50,00%

W Perceptron W Naive Bayes BSGCD M Logistic regression B SVM (linear kernel)

Figure 4.28: Best MRR of the different classifiers (grid search and random search) on the bug
reports of Eclipse JDT

Best accuracy of the different classifiers (grid search
and random search, Mozilla Firefox)

Accuracy (grid search)
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Accuracy (random search) 12 7%
y ‘0
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0,00%  2,00% 4,00% 600% 800% 10,00% 12,00% 14,00% 16,00%

M Nearest centroid M Perceptron M Naive Bayes M SGCD M Logistic regression B SVM (linear kernel)

Figure 4.29: Best accuracy of the different classifiers (grid search and random search) on the
bug reports of Mozilla Firefox

The accuracies reached with the best configuration of each classifier, using a random
search strategy, are greater than or equal to the ones reached when using a grid search strat-
egy (Figure 4.29). In terms of accuracy, when using a random search strategy, the classifiers
are ordered the same way as the one obtained when using a grid search strategy.

The horizontal bar chart in the Figure 4.30 shows the best MRR value of the different
classifiers (grid search and random search strategies) on Mozilla Firefox.

When using a grid search strategy, the best four classifiers, in terms of accuracy and MRR
value, are the naive Bayes classifier (multinomial distribution), the logistic regression, the
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Best MRR of the different classifiers (grid search and
random search, Mozilla Firefox)

MRR (grid search)

31,53%
MRR (random search)
33,04%
28,20%

0,00% 5,00% 10,00% 15,00% 20,00% 25,00% 30,00% 35,00%

W Perceptron W Naive Bayes BSGCD M Logistic regression B SVM (linear kernel)

Figure 4.30: Best MRR of the different classifiers (grid search and random search) on the bug
reports of Mozilla Firefox

stochastic gradient descent algorithm and the linear SVM classifier (Figures 4.29 and 4.30).
The worst configuration, in terms of accuracy, is obtained when using the nearest centroid
classifier (Figure 4.29).
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Discussion

In this chapter, the results obtained in this work are first analyzed. The applied method is
then discussed. Finally, the ethical and societal aspects related to this thesis are discussed.

5.1 Results

The results obtained in this study are discussed in this section.

5.1.1 Preliminary experiment

The results related to the preliminary experiment of this thesis (Section 4.1 and Appendix A)
are analyzed below.

First sub experiment

In this section, the results of the first sub experiment of the preliminary experiment of the
thesis (Section 4.1.1 and Appendix A.1) are discussed.

In all the configurations of the telecommunications company, the accuracy on the test set
was above 40 % (Figures 4.1, A.1 and A.2). The accuracies on the test sets of all the config-
urations of Eclipse JDT and Mozilla Firefox was however below 30 % (Figures 4.2, A.3, A4,
4.3, A.5 and A.6). The observed difference between the performance of a classifier on the bug
reports of the telecommunications company and the other data sets is probably due to the
fact that the number of classes is significantly lower in the first data set than in the other ones.
Increasing the number of classes has thus a negative impact on the performance of a classifier.
This observation is also valid for the second sub experiment of the preliminary experiment
and the other main experiments of the thesis.

Regarding the configurations based on less than 8 folds, and, applied on the bug reports
of the telecommunications company, as the accuracy on the test set decreases with an increase
in the number of bug reports in the training set, a machine learning algorithm should make
its predictions on a number of bug reports not greater than one eighth of the data set before
being re-trained (Figures 4.1 and A.1). One eighth of the data set represents approximately the
number of bug reports submitted during 6 months and a quarter. In their work, L. Jonsson
et al. [20] have shown that the accuracy of a machine learning algorithm decreases when
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it is trained on older data. When making its last predictions on the bug reports of more
than one eighth of the data set, the decisions of a machine learning algorithm are based on
knowledge learned from significantly old bug reports. This phenomenon is probably the
cause of the drop in its accuracy. When the configuration is based on no more than 8 folds,
the same observation could be made for the bug reports of Eclipse JDT (Figures 4.2 and A.3).
On this data set, a classifier should make its predictions on a number of bug reports lower
than one eighth of the data set before being re-trained. This observation is also valid for
the configurations using less than 8 folds, and, applied on the bug reports of Mozilla Firefox
(Figures 4.3 and A.5). On this data set, a classifier should not make its predictions on more
than one eighth of the bug reports before being re-trained.

Regarding the configurations based on at least 8 folds of the telecommunications company
(Figures 4.1, A.1 and A.2), the results are consistent with the findings made by L. Jonsson et
al. [20]. The accuracy on the test set has generally increased, then, decreased. The maximum
is reached when the number of bug reports in the training set is between 10 000 and 20 000.
One fiftieth of the data set represents approximately the number of bug reports submitted
during 1 month. Based on the results of this experiment, if the model is re-trained every
month in production, it should be trained on 15 000 bug reports so that it could reach its
optimum accuracy. Concerning the configurations based on more than 8 folds, the same
observation could be made on the bug reports of Eclipse JDT (Figures 4.2, A.3 and A.4). The
maximum accuracy is always reached when the number of bug reports in the training set is
between 2 500 and 5 000. If a classifier is re-trained every 3% months (around one fiftieth of
the data set is submitted during this period), each time, it should be trained on around 4 000
bug reports to reach its maximum accuracy. Concerning the configurations using at least 8
folds, and, applied on the bug reports of Mozilla Firefox, the maximum accuracy is reached
when the size of the training set is between 3 000 and 10 000 (Figures 4.3, A.5 and A.6). If a
classifier is re-trained every 3.8 months (during this period, around one fiftieth of the data set
is generated), it should be trained on around 4 500 bug reports.

For four of the five data sets used by L. Jonsson et al. [20], the maximum accuracy was
reached when the number of bug reports in the training set was between 1 000 and 2 000. For
the remaining data set, the accuracy on the test set has steadily increased with an increase in
the size of the training set. The authors have considered that the aforementioned behaviour
was a special case. The differences between the results obtained on four of the five data sets
of the above mentioned authors and the results obtained in this work are probably due to the
following reason: the data sets used in the study of these authors are not the same as the ones
used in this thesis.

Second sub experiment

In this section, the results of the second sub experiment of the preliminary experiment of the
thesis (Section 4.1.2 and Appendix A.2) are discussed.

Concerning the bug reports of the telecommunications company and Eclipse JDT (Figures
4.4,A7, A8, 45, A9 and A.10), as the results are not exactly similar to the ones obtained in
the first preliminary experiment (Figures 4.1, A.1, A.2,4.2, A.3 and A.4), the bug reports of the
last folds are not representative of the whole data sets. Regarding the predictions made on
the last quarters of the aforementioned data sets (Figures 4.4 and 4.5), the same observation
as the one made regarding the first sub experiment of the preliminary experiment could be
made. The drop in the accuracy of the classifier is probably related to the significant size of
the test set.

Regarding the other configurations of the telecommunications company (Figures 4.4, A.7
and A.8), it seems that the general behaviour of the classifier is similar to the one observed
in the first preliminary experiment (Figures 4.1, A.1 and A.2). The accuracy on the test set
seems to increase, then, decrease. More specifically, when making its predictions on the bug
reports of no more than the last eighth of the data set, the maximum accuracy of the machine
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learning algorithm is reached if it has been trained on an amount of between 30 000 and 40
000 bug reports. Regarding the remaining configurations, the maximum is not reached with
the bug reports in the data set. It is probably related to the fact that a significant proportion
of the bug reports in the test set are not similar to the bug reports in the training set. Based
on a discussion with an expert bug triager of the telecommunications company, when the
experiment was conducted, the firm was developing a new software product. A growing
proportion of bug reports related to this new product were consequently being submitted.

Concerning the other configurations of Eclipse JDT, although the accuracy on the test set
has fluctuated on the last one, it has generally decreased with an increase in the size of the
training set until stabilizing (Figures 4.5, A.9 and A.10). It seems that the increase in the size
of the training set has added some noise. As with the bug reports of the telecommunications
company, it is probably related to the fact that a significant proportion of the bug reports in
the test set is different from the bug reports added to the training set.

Regarding the bug reports of Mozilla Firefox (Figures 4.6, A.11 and A.12), the behaviour
of the classifier on the last fold is close to the behaviour observed in the first sub experiment
conducted on the same data set (Figures 4.3, A.5 and A.6). It means that the last fold is
relatively representative of the whole data set. When at least 8 folds were used, as in the
results of the first sub experiment, the maximum accuracy was thus reached when the size of
the training set was between 3 000 and 10 000.

5.1.2 Main experiments

The results related to the main experiments of this thesis (Section 4.2 and Appendix B) are
analyzed below.

Experiment 1

In this section, the results related to the first main experiment of the thesis (Section 4.2.1 and
Appendix B.1) are discussed.

The method used in this experiment is the answer to the first research question (Section
1.3). In the context of this experiment, several combinations of pre-processing techniques
were applied on the bug reports. Several instances of the same classifier were trained on the
bug reports differently pre-processed. The combination of pre-processing techniques which
gave the best results was then selected.

When the conversion to lower case was used, the results were always better for all the
software development projects. This observation is consistent with the choices made in some
related scientific publications. In their papers, Helming et al. [18], Jonsson et al. [20] and
Cubranic¢ et al. [14] have applied the aforementioned pre-processing technique on their bug
reports before training and testing some classifiers. The reasons behind the choices of the
authors of these publications concerning this pre-processing technique were not explicitly
mentioned. One can guess that, after having made some minor experiments, they noticed
that they obtained better results when converting each token to lower case.

For the telecommunications company (Figures 4.7, B.1, 4.8 and B.2) and Mozilla Firefox
(Figures 4.11, B.5, 4.12 and B.6), the best results, in terms of accuracy and MRR, have been
reached when the tokens containing only numbers were removed. In terms of accuracy, the
best results were reached when removing the stop words from the bug reports of the telecom-
munications company (Figures 4.7 and B.1) and Eclipse JDT (Figures 4.9 and B.3).

As can be seen, the best combinations of pre-processing techniques are not similar for the
three projects studied in this thesis.

For the bug reports of any project, the best configuration of this experiment was not based
on the use of a stemmer. This result is coherent with one of the findings of Cubrani¢ et
al. [14]. According to them, using a stemmer does not significantly affect the accuracy of a
classifier used to solve the automatic bug assignment problem. In some other prior works, the
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researchers have nevertheless used this pre-processing technique to probably improve their
results [37, 9, 39]. In the aforementioned papers, the reasons related to the choices of their
authors regarding this pre-processing technique were not precisely explained. If their choices
were based on a comparison of the performance of their model when using and not using this
technique, the difference in their results could be explained by the following reasons:

e the aforementioned authors might have used a stemmer different from the one used in
this thesis;

o all the aforementioned researchers have introduced a new model not solely based on a
classifier;

o the focus of Ye et al. [39] was on automatic fault localization and not on automatic bug
assignment;

o their data sets were not exactly the same as the ones used in this thesis.

Using the method introduced in this thesis would have allowed the above mentioned
authors to justify their choices regarding the use of a stemmer and would have allowed them
to make the right choice based on their data sets.

Based on the results of the first experiment, the tokens which are not discriminative
should be removed and this might be done via the use of regular expressions. As the use
of the conversion to lower case had a positive impact on the performance of the linear SVM
classifier, this pre-processing technique should probably also be used. For all the projects
studied in the thesis, the best configuration of the first experiment was not based on the use
of a stemmer. Nevertheless, as there exist various stemmers, and, only one instance of this
pre-processing technique has been used in this thesis, no conclusion can be drawn from this
experiment regarding them.

Experiment 2

In this section, the results related to the second main experiment of the thesis (Section 4.2.2
and Appendix B.2) are discussed .

The method used in the experiment 2 is the answer to the second research question (Sec-
tion 1.3). Several feature extraction techniques have been used on the bug reports of three
software development projects. A classifier was then trained on the output of each feature
extraction technique. The feature extraction technique which output allowed us to obtain the
best results, in terms of accuracy and MRR, was eventually selected.

In the first part of the experiment 2, except for the Mozilla Firefox project, the worst five
configurations were extracting ten features using either NMF or LSI (Figures B.7, B.8, B.11
and B.12). For all the projects, the best two feature extraction configurations were not based
on NMF or LS, and, not relying on a Boolean representation of the bug reports (Figures B.7,
B.§, B.11, B.12, B.15 and B.16). Except for the Mozilla Firefox project, the best configuration, in
terms of accuracy, was only relying on the tf-idf weights (Figures 4.13, B.7, 4.15 and B.11). Re-
garding the bug reports of the Firefox project (Figure B.15), the second best configuration, in
terms of accuracy, is also based on tf-idf weights (this configuration is less than 0.5 percentage
point behind the first configuration which is only using tf weights). The LSI algorithm seems
to be more suited for a representation only based on the tf-idf weights. Except for the Firefox
project, the NMF algorithm gave its best results when running on a Boolean representation of
the bug reports (Figures B.7, B.§, B.11 and B.12). Except with a Boolean representation of the
bug reports of Mozilla Firefox, when extracting more features via NMF or LSI, the accuracy
and the MRR value have increased (Figures B.7, B.§, B.11, B.12, B.15 and B.16).

In the second part of the experiment 2, except for Mozilla Firefox, the best configurations
were the ones combining the tf-idf weights of the bug reports with another feature extraction
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technique (Figures B.9, B.10, B.13 and B.14). In all the software development projects, the
worst configurations were using NMF (Figures B.9, B.10, B.13, B.14, B.17 and B.18).

At least for the bug reports of the telecommunications company and Eclipse JDT, the re-
sults obtained in the second experiment are consistent with the choices made in some prior
works regarding the feature extraction technique to use (Figures 4.13, B.7, 4.14, B.8, 4.15, B.11,
4.16 and B.12). The similarity index used by Shokripour et al. [30] was indeed based on the
formula used to compute the tf-idf weights (Equation 2.2). Their choice was probably based
on a comparison with the results obtained using some other similarity indices based on some
other feature extraction techniques. In their approaches used to solve the automatic bug as-
signment problem, Bhattacharya et al. [9] and Jonsson et al. [20] have used the tf-idf weights
to extract the features from the bug reports. In the aforementioned papers, the reasons related
to the choices of their authors regarding this feature extraction technique were not precisely
explained. One can guess that it was probably based on the results related to some minor
experiments made using some other feature extraction techniques. In their paper, Thomas
et al. [34] compared the results obtained using different feature extraction techniques. For
all the projects studied in their work, even if they have not used any classifiers, the best re-
sults of their first experiment was obtained when using the tf-idf weights in the vector space
model. Their results are similar to the results obtained in this thesis even if the data sets are
not similar. In the context of the component assignment problem, Somasundaram et al. [32]
compared the accuracies obtained using three different configurations: tf-idf and SVM, LDA
and SVM, and, LDA and KL divergence. As in this thesis, the best results, in average, in
terms of accuracy, were obtained when using a SVM classifier trained on tf-idf weights. In
their work, Ahsan et al. [1] have compared the results obtained using different feature extrac-
tion techniques (tf-idf weights or tf weights combined with different configurations of LSI)
and different machine learning algorithms. In their paper, they obtained their best results, in
terms of accuracy, precision and recall, when using a SVM algorithm trained on 100 features
extracted via the LSI algorithm run on the tf weights of the tokens of the bug reports. The
difference in their results could be explained by the following reasons:

e they have not used a linear SVM classifier as in this thesis, but, a normal SVM classifier;

o they have used some feature selection techniques between the computation of the tf
weights and the use of the LSI algorithm;

o they have filtered out more than 60 % of the bug reports they had downloaded so that
their text classification problem contains only 18 classes (instead of 186);

e they have not only used the title and the description fields of the bug reports (they
have also used the product, the component and the operating system fields of the bug
reports);

e even if they have also used some bug reports of the Mozilla project, their data set was
not the same as the ones used in this thesis.

Regarding the bug reports of Mozilla Firefox, I believe that it was a special case (Fig-
ures 4.17, B.15, 4.18 and B.16). The results are nevertheless still consistent with the above
mentioned prior works. The accuracy and the MRR value of the configuration based on the
tf-idf weights are thus just behind the same metrics values of the configuration using only tf
weights. The tf weights are, furthermore, calculated with the first term of the equation used
to compute the tf-idf weights (Equation 2.2). The obtained results could probably be justified
by the fact that some tokens occur in a significant proportion of the bug reports of Mozilla
Firefox, but, are still discriminative. Using the inverse document frequencies would have
indeed a negative impact on the predictions of the classifier.
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Experiment 3

In this section, the results related to the third main experiment of the thesis (Section 4.2.3 and
Appendix B.3) are discussed.

The method used to conduct the experiment 3 is the answer to the third research ques-
tion (Section 1.3). Several feature selection techniques with various proportions of remaining
features have been used. The configuration on which a classifier gave the best results was
eventually kept.

For all the software development projects studied in this thesis, the worst configuration
was obtained when selecting 10 % of the initial features (Figures 4.19, B.19, 4.20, B.20, 4.21,
B.21,4.22, B.22,4.23, B.23, 4.24 and B.24).

Except for Mozilla Firefox, for all the software development projects, the best configu-
rations were the ones relying on the x? feature selection technique (Figures 4.19, B.19, 4.20,
B.20, 4.21, B.21, 4.22, and B.22). Before conducting further studies on the X2 technique, Xuan
et al. [38] had compared the accuracy they could reach using four different feature selection
techniques. As with the bug reports of the telecommunications company and Eclipse JDT,
their best results were reached when using the x? feature selection technique. In their pub-
lication, Alenezi et al. [2] had compared the use of five feature selection techniques before
applying the naive Bayes classifier. They have also obtained their best results when using the
x> feature selection technique.

In their paper, Xuan et al. [38] have found that using a feature selection technique can
increase the accuracy of a classifier. As mentioned in the section describing the results of
the experiment 3 (Section 4.2.3), except with the bug reports of Mozilla Firefox, none of the
feature selection techniques used in this thesis has increased the accuracy of the predictions
of the classifier. The difference observed between both results could be explained by the
following reasons:

e the finding made by the above mentioned authors was mainly based on the use of the
naive Bayes machine learning algorithm (not on the linear SVM classifier);

o they have filtered out the bug reports fixed by the developers who had fixed less than
10 bug reports in their data sets;

e even if they obtained their best results when selecting 30 % or 50 % of the features,
other percentages than the ones used in this thesis might have eventually improved the
accuracy of the classifier;

o their data sets were not exactly the same as the ones used in this thesis.

For the bug reports of the telecommunications company, selecting 90 % of the features
with the x? test has, nevertheless, increased the value of the MRR metric (Figures 4.20 and
B.20). Selecting 50 % of the features via the recursive feature elimination technique has, fur-
thermore, increased the values of both the accuracy and the MRR metrics on the bug reports
of Mozilla Firefox (Figures 4.23, B.23, 4.24 and B.24).

Even if the results obtained on the bug reports of Mozilla Firefox are consistent with the
aforementioned prior works, I believe that it is a special case (Figures 4.23, B.23, 4.24 and
B.24). The results are thus drastically different from the results obtained on the two other
projects studied in this thesis. Using recursive feature elimination has, indeed, increased the
accuracy of the linear SVM classifier only on this project. Contrary to the other projects, the
best configuration was based on recursive feature elimination and not on .

Contrary to the studies of Xuan et al. [38], in this thesis, the best results were reached
when selecting a number of features close to the original number of features. The difference
observed in my results might also be due to the fact that I have used the linear SVM classifier.
When Xuan et al. [38] used the SVM classifier in their study, they thus obtained some results
similar to the results obtained in this thesis. Among three algorithms, when they applied both
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some instance selection and feature selection techniques, the only machine learning algorithm
for which the accuracy decreased, was SVM.

For all the projects studied in this thesis, there was at least one feature selection configura-
tion which had divided the size of the feature vectors by 10, and, had decreased the values of
the accuracy and the MRR metrics by less than 0.5 percentage point (Figures B.19, B.20, B.21,
B.22, B.23 and B.24). This result is interesting because it shows that one can drastically reduce
the computation cost related to the training phase of a classifier without having a significant
negative impact on its performance.

Experiment 4

In this section, the results related to the forth main experiment of the thesis (Section 4.2.4 and
Appendix B.4) are discussed.

The method used in the context of the experiment 4 is the answer to the forth research
question (Section 1.3). Several classifiers have been tuned on the bug reports of the three
projects, using a grid search strategy and a random search strategy. The best performing
classifier, in terms of accuracy and MRR, has eventually been selected.

Except for Mozilla Firefox, for all the projects studied in this thesis, the best configuration,
in terms of accuracy, was obtained when tuning either the linear SVM classifier or the logistic
regression classifier (Figures 4.25, B.25, B.27, 4.27, B.29 and B.31). This result is consistent
with the findings made in several prior works [4, 20, 1, 18]. In the context of automatic bug
assignment, the authors of the aforementioned papers have compared the performance of
several classifiers including SVM: in these papers, the SVM classifier has outperformed the
other ones. Even if it seems that the above mentioned authors had not tuned the different
classifiers before comparing them (except in the paper of Jonsson et al. [20], the authors did
not explicitly mention that they had not used any tuning), the above mentioned results con-
firm the reliability of this thesis. Among the aforementioned authors, only Jonsson et al. [20]
have tried to use a logistic regression classifier in their comparison. They have nevertheless
not obtained all the results related to this classifier due to some out of memory issues, and,
the time needed to train this classifier.

Regarding the bug reports of Mozilla Firefox, as with the previous experiments, I believe
that it was a special case (Figures 4.29, B.33, B.35, 4.30, B.34 and B.36). The results are never-
theless still consistent with the aforementioned prior works. In terms of accuracy and MRR
value, the linear SVM classifier is thus always one of the best five classifiers used in this study.
More specifically, in terms of accuracy, the best configurations of the logistic regression (pri-
mal problem) are furthermore just behind the best configurations of the naive Bayes classifier
based on a multinomial distribution (Figures B.33 and B.35). For both the grid search and
random search strategies, the highest MRR values were reached when tuning the logistic re-
gression solving a primal problem (Figures B.34 and B.36). In the papers of Anvik et al. [4],
Jonsson et al. [20] and Ahsan et al. [1], the accuracy reached with a naive Bayes classifier
was significantly lower than the accuracy reached when using a SVM classifier. Neverthe-
less, in the study of Helming et al. [18], the performance of a naive Bayes classifier was
almost similar to the performance of a SVM classifier. For two of the three projects studied in
the aforementioned paper, the naive Bayes classifier had thus better accuracy than the linear
SVM classifier. The results of Helming et al. [18] therefore confirm the reliability of this thesis.

One of the findings of Bergstra et al. [7] was that the use of the random search strategy
is more efficient than the use of the grid search strategy when tackling the hyper-parameter
optimization problem. The results related to the experiment 4 of the thesis are consistent
with the finding of the above mentioned authors. With the same computational budget, in
terms of accuracy and MRR value, the results obtained with the random search strategy are
almost similar to the ones obtained with the grid search strategy. For the bug reports of
the telecommunications company and Mozilla Firefox, the configurations which reached the
highest accuracy were furthermore found using a random search strategy.
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5.2. Method

5.2 Method

In all the experiments of the study, the approach of Tian et al. [35] has been used to build
the data set. The bug reports have thus been sorted based on their reported dates. Training
a machine learning algorithm on a shuffled data set would have had a positive impact on
its accuracy. I nevertheless believe that the calculated accuracy on the validation set or the
test set would not have been representative of its true performance. This algorithm would
have made its predictions based on knowledge partly learned from bug reports historically
submitted after the ones being analyzed. As this situation would not occur in production, I
decided to sort the bug reports using their reported dates.

In the experiments 1, 2 and 3 of the thesis, only the linear SVM classifier, respectively, has
been used to select a combination of pre-processing techniques, a feature extraction technique
and a potential feature selection technique. This choice might have had an impact on the re-
sults obtained in this thesis. In their study, Xuan et al. [38] have compared the accuracies
of three classifiers (SVM, kNN and naive Bayes) when combining the ICF instance selection
technique with the x? feature selection technique. They obtained the best results when using
the naive Bayes classifier. The only classifier for which the accuracy decreased, was, however,
SVM. This finding shows that the usefulness of a feature selection technique might be related
to the classifier which is used. There might also be some correlations between the selected
classifier and the optimal combination of pre-processing techniques, and, the selected classi-
fier and the optimal feature extraction technique. The results of the first three experiments
may also have impacted the following experiments. Conducting a full factorial experiment
on all the factors of all the experiments of the thesis would be the ideal method. This approach
is nevertheless practically not feasible due to combinatorial explosion and some continuous
factors. The method introduced in this thesis is an heuristic mainly used to avoid the combi-
natorial explosion problem.

Although the results related to the first experiment of the thesis are consistent with the
findings of Cubrani¢ et al. [14], some other researchers have used stemming in their works
[37,9, 39]. This choice could be based on the fact that a specific stemmer had a positive impact
on the predictions of their models. As the aforementioned authors might have used other
stemmers than the one used in this thesis (the Porter stemming algorithm), these decisions are
not considered as threats for the reliability of this Master’s thesis. The focus of my work was
on introducing a method to improve the accuracies of several classifiers solving the automatic
bug assignment problem and not on the results themselves. The approach introduced in
this work could be extended by comparing the impacts of several types of stemmers and
lemmatizers in the framework of the first experiment.

In the context of the first experiment, the regular expressions used to remove less dis-
criminative tokens might have a negative impact on the replicability of this study. Writing
these regular expressions was based on my common sense and some discussions with some
bug triagers of the telecommunications company. For each of these regular expressions, its
impact on the accuracy of the linear SVM classifier was assessed. If the impact was positive,
the regular expression was retained. Otherwise, it was deleted. This parameter of the first
experiment should nevertheless not be considered as a threat to the reliability of the study.
Using exactly the same regular expressions as the ones written in the context of this work, on
the same data sets, should lead to the same results.

In their work, Anvik et al. [4] have used some heuristics' to label the bug reports of
Mozilla Firefox and Eclipse. Due to the time constraints related to this thesis work, these
heuristics have not been applied. In their study, Anvik et al. [4] have downloaded every
bug report of Eclipse and Mozilla Firefox, resolved or assigned within a specific period of
time. Contrary to my work, they have not only downloaded the bug reports with a FIXED
resolution, and, with a RESOLVED, VERIFIED or CLOSED status. As most of their heuristics

Thttp://www.cs.ubc.ca/labs/spl/projects/bugTriage/assignment /heuristics.html
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5.3. The work in a wider context

were used to label the bug reports not with a FIXED resolution, this decision should not have
a major impact on my results. Even if the results of the thesis were impacted by this deci-
sion, as the focus of this study is mainly on the introduced approach and not on the results
themselves, this choice should not be considered as a treat to the validity of this work. As
in the work of Anvik et al. [4], if one wants to significantly improve the accuracy of a classi-
fier, one could remove from the data set the bug reports solved by the developers who have
not fixed at least a certain amount of bug reports recently. As in the paper of Shokripour et
al. [30], one could also use a larger N (N > 1) when evaluating the performance of his or her
algorithm with the top N accuracy metric. In this thesis, N = 1 has been selected because
the emphasis was not on the accuracy itself, but on the benefits that the application of the
introduced method could bring on the accuracies and the MRR values of the classifiers solv-
ing the automatic bug assignment problem. In production, using the approach introduced in
this work on the bug reports of the telecommunications company would have increased the
accuracy by up to 16.64 percentage points (the difference between the accuracy of the best
configuration of the last experiment and the accuracy of the worst configuration of the first
experiment). Applying the approach on the bug reports of Eclipse JDT would have increased
the accuracy by up to 2.85 percentage points (the difference between the accuracy of the best
configuration of the last experiment and the accuracy of the worst configuration of the first
experiment). However, using this method on the bug reports of Mozilla Firefox would have
decreased the accuracy by up to 2.75 percentage points (the difference between the accuracy
of the best configuration of the last experiment and the accuracy of the best configuration of
the first experiment). After having conducted some minor experiments, I have noticed that
this decrease was due to the fact that the parameter class_weight of the constructors of
several classifiers used in the forth experiment had been set to "balanced" (Section 3.4.4).
As the data set of Mozilla Firefox was imbalanced, the accuracy has decreased when conduct-
ing the forth experiment. This problem could have been solved by adding some additional
configurations to tune the hyper parameter class_weight (in the experiment 4). One could
also ignore the last experiment of the approach introduced in this thesis if it has a negative im-
pact on the accuracy. When ignoring the forth experiment, applying the approach on the bug
reports of Mozilla Firefox would have thus increased the accuracy by up to 1.46 percentage
point (the difference between the accuracy of the best configuration of the third experiment
and the accuracy of the worst configuration of the first experiment).

5.3 The work in a wider context

According to Frey et al. [16], due to the abundance of data related to certain tasks and recent
advances in artificial intelligence, not only the tasks that are explicitly definable with rules
could be automated. Only the tasks, in which an agent needs to interact with an unstructured
environment, use its creativity or interact with other people, are less likely to be automated.
In their work, these authors have intended to estimate the probabilities of 702 jobs to be
automated via the use of a Gaussian process classifier. They have found that the high-income
jobs and the jobs that are usually done by more highly educated people are respectively less
likely to be automated than the low-income jobs and the jobs that are done by less educated
people. To the authors’ mind, this result is a radical change with the present trend. During
the nineteenth century, due to advances in production technologies, a significant proportion
of tasks requiring more skills have been replaced by tasks requiring less skills. During the
twentieth century, there has been a decrease in the demand of middle-income jobs due to
automation. Based on the results of the aforementioned authors, the low-income jobs will
mainly be impacted by automation during the twenty-first century.

Bug triage is usually not a full-time activity. It is thus a task done by one or several per-
son(s) called bug triager(s). These people have generally a broad knowledge of the software
development project and are sometimes managers. Although this task is generally not done
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by a low-paid worker or less educated person of the software development project, this task
is susceptible to being automated as the bug triager does not need to significantly interact
with his or her environment, use his or her creativity, or, his or her social skills. The triager
mainly needs to use his or her knowledge of the project to assign a bug report to a developer,
or, a team having the required skills to solve the problem. As shown in this study, using the
prior decisions taken by the human bug triagers, a significant proportion of this knowledge
can be learned by some machine learning algorithms.

Due to the stressful, arduous and time consuming aspects of bug triage, carrying out this
task was not appreciated by the bug triagers I have worked with in the telecommunications
company. Automating, partially or totally, this task would allow them to save some time to
do some other tasks that are less likely to be automated and less arduous. Automating this
task would also have an obvious positive economic impact on all the software development
projects relying on manual bug assignment.
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Conclusion

Due to its significant cost in the maintenance of a product, the partial or total automation
of bug triage via the use of machine learning algorithms would be advantageous for many
software development projects.

According to Thomas et al. [34], the configuration of a classifier impacts the quality of its
predictions when solving the automatic bug localization problem. Based on the result of the
aforementioned authors, the purpose of this thesis was to introduce a systematic approach
to find some of the best existing configurations, in terms of accuracy and MRR, of several
classifiers intending to solve the automatic bug assignment problem.

The method introduced in this thesis is an heuristic made up of four steps. In each of
them, several configurations are compared on the first 90 % of the bug reports in the data
set. The best configuration of each of the first three experiments is used in the following
one(s). The accuracy and the MRR value of a linear SVM classifier are used to select the
best configuration in each of the first three steps. In the first step, several combinations of
pre-processing techniques are compared, and, the one which leads to the best accuracy is
selected. The second step consists of comparing different feature extraction techniques and
selecting the technique which gives the best results in terms of accuracy. In the context of the
third step, different feature selection configurations are applied on the bug reports and the
configuration which leads to the best accuracy is selected. In the last step, via the use of the
grid search strategy and the random search strategy, several classifiers are tuned and the best
performing one is eventually selected. Its performance is finally evaluated on the remaining
10 % of the bug reports.

The above mentioned method has been applied on three software development projects:
66 066 bug reports of a proprietary project of a telecommunications company, 24 450 bug
reports of Eclipse JDT and 30 358 bug reports of Mozilla Firefox. 619 configurations have
been applied and compared on each of these three projects. In production, when solving the
automatic bug assignment problem, the application of the method introduced in this thesis on
the bug reports of the telecommunications company has the potential to increase the accuracy
by up to 16.64 percentage points.

Future work could focus on extending the method introduced in this thesis by adding
more factors in each of its four steps. This could be achieved by using other pre-processing
techniques, other bug reports representations, other feature selection techniques or other clas-
sifiers. Another possibility could be the use of the other fields of the bug reports. The use of
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several classifiers in the first three steps of the method instead of the only use of the linear
SVM classifier could be another alternative. Practitioners can also apply the method intro-
duced in this work on other proprietary, or, open source projects, and, then, assess the impact
of the use of the approach.
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Preliminary experiment

This appendix presents some of the results related to the preliminary experiment of the thesis.

A.1 First sub experiment

In this section, some of the results of the first sub experiment of the preliminary experiment
of the thesis are presented.

The graphs in the Figures A.1, A.2, A3, A4, A5 and A.6 illustrate the learning curves
obtained with different numbers of folds K, K € {6;10;15;25}. For each K € {6;10;15;25},
two learning curves are represented: the red one is related to the accuracy on the training set
whereas the green one shows the accuracy on the test set. The standard deviation related to
each point plotted in each chart is also represented.
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A.1. First sub experiment

A11 Telecommunications company

In the Figures A.1 and A.2, the graphs show the learning curves obtained with 6, 10, 15 and
25 folds on the bug reports of the telecommunications company.
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Figure A.1: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of the telecommunications company (obtained with 6 and 10 folds)
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Figure A.2: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of the telecommunications company (obtained with 15 and 25

folds)
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A.1. First sub experiment

A.1.2 Eclipse JDT

The graphs in the Figures A.3 and A.4 depict the learning curves obtained with 6, 10, 15 and

25 folds on the bug reports of Eclipse JDT.
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Figure A.3: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of Eclipse JDT (obtained with 6 and 10 folds)
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A.1. First sub experiment

i__garning Curves (Linear SVM without tuning, incremental approach, 15 folds)
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Figure A.4: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of Eclipse JDT (obtained with 15 and 25 folds)
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A.1. First sub experiment

A.1.3 Mozilla Firefox

In the Figures A.5 and A.6, the graphs show the learning curves obtained with 6, 10, 15 and

25 folds on the bug reports of Mozilla Firefox.
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Figure A.5: Learning curves of the first sub experiment of the preliminary experiment con-
ducted on the bug reports of Mozilla Firefox (obtained with 6 and 10 folds)
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A.1. First sub experiment
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Figure A.6: Learning curves of the first sub experiment of the preliminary experiment con-

ducted on the bug reports of Mozilla Firefox (obtained with 15 and 25 folds)
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A.2. Second sub experiment

A.2 Second sub experiment

In this section, some of the results of the second sub experiment of the preliminary experiment
of the thesis are presented.

The graphs in the Figures A.7, A.8, A9, A.10, A.11 and A.12 depict the learning curves
obtained with different numbers of folds K, K € {6;10; 15; 25}. For each K € {6; 10; 15; 25}, two
learning curves are plotted: the red one is related to the accuracy on the training set whereas
the green one shows the accuracy on the test set. The standard deviation related to each point
plotted in each chart is also represented. As explained in the Section 3.3.2, contrary to the first
sub experiment, only the last folds are used to plot the green learning curves.
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A.2. Second sub experiment

A.2.1 Telecommunications company

The graphs in the Figures A.7 and A.8 depict the learning curves obtained with 6, 10, 15 and
25 folds on the bug reports of the telecommunications company.
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Figure A.7: Learning curves of the second sub experiment of the preliminary experiment
conducted on the bug reports of the telecommunications company (obtained with 6 and 10
folds)
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Figure A.8: Learning curves of the second sub experiment of the preliminary experiment
conducted on the bug reports of the telecommunications company (obtained with 15 and 25
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A.2. Second sub experiment

A.2.2 Eclipse JDT

In the Figures A.9 and A.10, the graphs show the learning curves obtained with 6, 10, 15 and
25 folds on the bug reports of Eclipse JDT.
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Figure A.9: Learning curves of the second sub experiment of the preliminary experiment
conducted on the bug reports of Eclipse JDT (obtained with 6 and 10 folds)
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Learning Curves (Linear SVM without tuning, normal approach, 15 folds)
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Figure A.10: Learning curves of the second sub experiment of the preliminary experiment
conducted on the bug reports of Eclipse JDT (obtained with 15 and 25 folds)
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A.2. Second sub experiment

A.2.3 Mozilla Firefox

The graphs in the Figures A.11 and A.12 depict the learning curves obtained with 6, 10, 15

and 25 folds on the bug reports of Mozilla Firefox.
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Figure A.11: Learning curves of the second sub experiment of the preliminary experiment
conducted on the bug reports of Mozilla Firefox (obtained with 6 and 10 folds)
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A.2. Second sub experiment
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Figure A.12: Learning curves of the second sub experiment of the preliminary experiment
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Main experiments

This appendix presents the detailed results related to the main experiments of the thesis.

B.1 Experiment 1

In this section, the detailed results related to the first main experiment of the thesis (Section
3.4.1) are described.

For readability purposes, the results are presented using the mapping of acronyms to pre-
processing techniques defined in the Table 4.1. When a pre-processing technique is used, its
acronym is directly written. If not, it is preceded by the string NOT and enclosed within paren-
thesis. All obtained strings are then concatenated and the character | is used as a delimiter
between them. Next, the string related to each configuration is followed by a hash character
# and a unique identifier.

B.1.1 Telecommunications company

The horizontal bar chart in the Figure B.1 depicts the accuracy of the different pre-processing
configurations on the project of the telecommunications company.

The horizontal bar chart in the Figure B.2 shows the MRR value of the different pre-
processing configurations on the bug reports of the telecommunications company.

In the best ten configurations of both charts (Figures B.1 and B.2), it can be seen that the
bug reports have been cleaned. In the best five configurations, the stop words, the tokens
containing only punctuation characters and the tokens containing only numbers have been
removed. A conversion to lower case has been performed in the best three configurations.
The best one was not based on stemming or lemmatization. Stemming has not been used
in the best two configurations. In the worst twenty-four configurations, neither the bug re-
ports have been cleaned nor the tokens containing only punctuation characters have been
removed. The stop words have been removed in the worst ten configurations. The worst five
configurations were not based on a conversion to lower case.
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B.1. Experiment 1
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Figure B.1: Accuracy of the different pre-processing configurations on the bug reports of
the telecommunications company (the mapping of acronyms to pre-processing techniques
defined in the Table 4.1 has been used)
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B.1. Experiment 1
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Figure B.2: MRR of the different pre-processing configurations on the bug reports of the

telecommunications company (the mapping of acronyms to pre-processing techniques de-
fined in the Table 4.1 has been used)
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B.1.2 Eclipse JDT

The horizontal bar chart in the Figure B.3 shows the accuracy of the different pre-processing
configurations on the bug reports of the Eclipse JDT project.

The horizontal bar chart in the Figure B.4 depicts the MRR value of the different pre-
processing configurations on Eclipse JDT.

In the best configurations of both charts (Figures B.3 and B.4), the bug reports have been
cleaned. In the best twenty configurations, a conversion to lower case has been performed.
Stemming has not been used in the best ten configurations. In the worst fourteen configura-
tions, no conversion to lower case has been used. The configurations are not ordered exactly
the same way in both charts.
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Accuracy of the different pre-processing configurations
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Figure B.3: Accuracy of the different pre-processing configurations on the bug reports of
Eclipse JDT (the mapping of acronyms to pre-processing techniques defined in the Table 4.1

has been used)
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Figure B.4: MRR of the different pre-processing configurations on the bug reports of Eclipse
JDT (the mapping of acronyms to pre-processing techniques defined in the Table 4.1 has been

used)
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B.1.3 Mozilla Firefox

The horizontal bar chart in the Figure B.5 illustrates the accuracy of the different pre-
processing configurations on the bug reports of the Mozilla Firefox project.

The horizontal bar chart in the Figure B.6 depicts the MRR value of the different pre-
processing configurations on Mozilla Firefox.

The configurations are not ordered exactly the same way in both charts (Figures B.5 and
B.6). In the best three configurations of both charts, the bug reports have nevertheless been
cleaned. In the best sixteen configurations, a conversion to lower case has been performed.
In the worst six configurations, the bug reports have not been cleaned and no conversion to
lower case has been used. Stemming has not been used in the best three configurations.
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Figure B.5: Accuracy of the different pre-processing configurations on the bug reports of
Mozilla Firefox (the mapping of acronyms to pre-processing techniques defined in the Table

4.1 has been used)
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MRR of the different pre-processing configurations
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Figure B.6: MRR of the different pre-processing configurations on the bug reports of Mozilla
Firefox (the mapping of acronyms to pre-processing techniques defined in the Table 4.1 has
been used)
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B.2. Experiment 2

B.2 Experiment 2

The detailed results related to the second main experiment of the thesis (Section 3.4.2) are
presented in this section.

For readability purposes, the results are presented using the mapping of acronyms to
feature extraction techniques defined in the Table 4.2. If a feature extraction technique is used,
its acronym is directly written. Each time the LSI or the NMF algorithm is used, the acronym
is concatenated with an hyphen - and the new number of features. The string related to each
configuration is then followed by a hash character # and a unique identifier.

B.2.1 Telecommunications company

The horizontal bar chart in the Figure B.7 shows the accuracy of the different feature extrac-
tion configurations (without combination of features) on the project of the telecommunica-
tions company.

As can be seen in the Figure B.7, the worst five configurations in terms of accuracy are
using NMF or LSI to extract 10 new features. The best three configurations are not based on
NMF or LSI. When using NMF, the best configurations are obtained with a boolean repre-
sentation of the bug reports. When using LSI, the best configurations are obtained with tf-idf
weights. When NMF or LSl is used, and, more features are extracted, the accuracy increases.

The horizontal bar chart in the Figure B.8 shows the MRR value of the different feature
extraction configurations (without combination of features) on the project of the telecommu-
nications company.

As with the accuracy, the best three configurations, in terms of MRR, are not based on
NMF or LSI (Figure B.8). The worst five configurations are using NMF or LSI to extract 10
features. When using LSI, the best configurations are obtained with tf-idf weights. When
using NME, the best configurations are obtained with a boolean representation of the bug
reports. When NMF or LSl is used, and, more features are extracted, the MRR value increases.

The horizontal bar chart in the Figure B.9 indicates the accuracy of the different feature
extraction configurations (with combination of features) on the project of the telecommunica-
tions company.

The horizontal bar chart in the Figure B.10 shows the MRR value of the different feature
extraction configurations (with combination of features) on the bug reports of the telecom-
munications company.

In both charts (Figures B.9 and B.10), it can be seen that the best two representations are
combining tf-idf weights with a boolean representation of the bug reports followed by the use
of the NMF or the LSI algorithm. In the best six configurations, the tf-idf weights are used
and combined with another feature extraction technique. The worst three representations are
combining feature extraction techniques relying on NMF.
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Accuracy of the different feature extraction techniques (without combination of features)
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Figure B.7: Accuracy of the different feature extraction techniques (without combination of
features) on the bug reports of the telecommunications company (the mapping of acronyms
to feature extraction techniques defined in the Table 4.2 has been used)
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MRR of the different feature extraction techniques (without combination of features)

TF-IDF+NMF-10 #3.1.29 11(53.10%

TF+NMF-10 #3.1.24 57.12%
BOOL+NMF-10 #3.1.19 57.47%

BOOL+LSI-10 #3.1.4 58.15%
TF+LSI-10 #3.1.9 60.59%

TF+NMF-30 #3.1.25 61.94%
TF-IDF+NMF-30 #3.1.30 63.45%

TF+NMF-50 #3.1.26 64.19%
TF-IDF+LSI-10 #3.1.14 64.42%

TF+NMF-70 #3.1.27 65.76%
TF-IDF+NMF-50 #3.1.31 65.86%

TF+NMF-90 #3.1.28 66.86%
BOOL+NMF-30 #3.1.20 67.09%
TF-IDF+NMF-70 #3.1.32 67.51%

@ TF+LSI-30 #3.1.10 67.93%

S TF-IDF+NMF-90 #3.1.33 68.47%

S BOOL+NMF-50 #3.1.21 69.22%
£ BOOL+LSI-30 #3.1.5 70.04%
8 BOOL+NMF-70 #3.1.22 70.57%

TF+LSI-50 #3.1.11 70.81%
BOOL+NMF-90 #3.1.23 71.81%
TF-IDF+LSI-30 #3.1.15 72.01%

TF+LSI-70 #3.1.12 72.96%

BOOL+LSI-50 #3.1.6 73.19%

TF+LSI-90 #3.1.13 74.22%

BOOL+LSI-70 #3.1.7 74.66%
TF-IDF+LSI-50 #3.1.16 74.79%
BOOL+LSI-90 #3.1.8 76.09%
TF-IDF+LSI-70 #3.1.17 76.48%
TF-IDF+LSI-90 #3.1.18 77.37%
BOOL #3.1.1 81.60%
TF #3.1.2 83.43%
TF-IDF #3.1.3 84.06%

MRR

Figure B.8: MRR of the different feature extraction techniques (without combination of fea-
tures) on the bug reports of the telecommunications company (the mapping of acronyms to
feature extraction techniques defined in the Table 4.2 has been used)
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Accuracy of the different feature extraction techniques (with combination of features)
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Figure B.9: Accuracy of the different feature extraction techniques (with combination of fea-

tures) on the bug reports of the telecommunications company (the mapping of acronyms to
feature extraction techniques defined in the Table 4.2 has been used)
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MRR of the different feature extraction techniques (with combination of features)
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Figure B.10: MRR of the different feature extraction techniques (with combination of features)

on the bug reports of the telecommunications company (the mapping of acronyms to feature
extraction techniques defined in the Table 4.2 has been used)
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B.2.2 Eclipse JDT

The horizontal bar chart in the Figure B.11 illustrates the accuracy of the different feature
extraction configurations (without combination of features) on the bug reports of Eclipse JDT.

Accuracy of the different feature extraction techniques (without combination of features)
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TF+LSI-30 #3.1.10 16.77%
TF+NMF-70 #3.1.27 17.48%
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BOOL+LSI-30 #3.1.5 17.99%
BOOL+NMF-70 #3.1.22 18.34%
TF+NMF-90 #3.1.28 18.59%
TF-IDF+NMF-70 #3.1.32 18.93%
TF-IDF+NMF-90 #3.1.33 19.45%

TF+LSI-50 #3.1.11 19.68%
TF-IDF+LSI-30 #3.1.15 19.90%
BOOL+NMF-90 #3.1.23 20.25%

BOOL+LSI-50 #3.1.6 20.34%
TF+LSI-70 #3.1.12 21.22%
TF-IDF+LSI-50 #3.1.16 21.99%
BOOL+LSI-70 #3.1.7 22.01%
TF+LSI-90 #3.1.13 22.20%
BOOL+LSI-90 #3.1.8 22.73%
BOOL #3.1.1 23.21%
TF-IDF+LSI-70 #3.1.17 23.27%
TE-IDF+LSI-90 #3.1.18 23.84%
TF #3.1.2
TF-IDF #3.1.3

Configurations

27.39%
27.45%

Accuracy

Figure B.11: Accuracy of the different feature extraction techniques (without combination of
features) on the bug reports of Eclipse JDT (the mapping of acronyms to feature extraction
techniques defined in the Table 4.2 has been used)

The horizontal bar chart in the Figure B.12 depicts the MRR value of the different feature
extraction techniques (without combination of features) on Eclipse JDT.

In the Figures B.11 and B.12, it can be seen that the worst five configurations are using
NMF or LSI to extract 10 new features. The best two configurations are not based on NMF
or LSI, and, are not using a boolean representation of the bug reports. As with the data set
of the telecommunications company, when using LSI, the best configurations are obtained
with tf-idf weights. When using NMF, the best configurations are obtained with a boolean
representation of the bug reports. When NMF or LSl is used, and, more features are extracted,
the accuracy and the MRR value increase.
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MRR of the different feature extraction techniques (without combination of features)

TF+NMF-10 #3.1.24{23.25%
TF+LSI-10 #3.1.9 24.64%
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36.50%

36.64%
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TF+LSI-50 #3.1.11
BOOL #3.1.1
BOOL+NMF-90 #3.1.23
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BOOL+LSI-50 #3.1.6
TF+LSI-70 #3.1.12
TF+LSI-90 #3.1.13
BOOL+LSI-70 #3.1.7
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BOOL+LSI-90 #3.1.8
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TF-IDF+LSI-90 #3.1.18
TF-IDF #3.1.3

TF #3.1.2

42.39%
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MRR"

Figure B.12: MRR of the different feature extraction techniques (without combination of fea-
tures) on the bug reports of Eclipse JDT (the mapping of acronyms to feature extraction tech-

niques defined in the Table 4.2 has been used)

The horizontal bar chart in the Figure B.13 shows the accuracy of the different feature
extraction configurations (with combination of features) on the bug reports of Eclipse JDT.
The horizontal bar chart in the Figure B.14 indicates the MRR value of the different feature

extraction configurations (with combination of features) on Eclipse JDT.

In the four best configurations of the Figure B.13, the tf-idf weights are used and combined
with another feature extraction technique. The tf-idf weights are used and combined with
another feature extraction technique in two of the three best configurations of the Figure

B.14. In both figures, at least the three worst representations are using NMF.
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Accuracy of the different feature extraction techniques (with combination of features)
TF+NMF&TF-IDF+NMF #3.2.36 {11 20.32%

BOOL+NMF&TF+NMF #3.2.34
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TF-IDF&TF+NMF #3.2.20 27.43%
TF&BOOL+NMF #3.2.13 27.43%
TF&TF-IDF+LSI #3.2.12 27.47%
TF-IDF&TF+LSI #3.2.17 27.50%
TF-IDF&BOOL+NMF #3.2.19 27.57%
TF-IDF&TF-IDF+LSI #3.2.18 27.80%
TF-IDF&BOOL+LSI #3.2.16 27.90%
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22.34%
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22.91%
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23.23%

23.23%
23.33%
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24.16%
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24.89%

25.03%

Configurations

Accuracy

Figure B.13: Accuracy of the different feature extraction techniques (with combination of

features) on the bug reports of Eclipse JDT (the mapping of acronyms to feature extraction
techniques defined in the Table 4.2 has been used)
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MRR of the different feature extraction techniques (with combination of features)
BOOL&TF+NMF #3.2.7 {11 36.51%
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BOOL+NMF&TF-IDF+NMF #3.2.35 39.23%
BOOL+LSI&BOOL+NMF #3.2.24
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MRR
Figure B.14: MRR of the different feature extraction techniques (with combination of features)
on the bug reports of Eclipse JDT (the mapping of acronyms to feature extraction techniques
defined in the Table 4.2 has been used)

109



B.2. Experiment 2

B.2.3 Mozilla Firefox

The horizontal bar chart in the Figure B.15 shows the accuracy of the different feature extrac-
tion techniques (without combination of features) on Mozilla Firefox.

Accuracy of the different feature extraction techniques (without combination of features)

BOOL+NMF-30 #3.1.20 i 11.25%
BOOL+NMF-50 #3.1.21 11.60%
TF+LSI-10 #3.1.9 11.65%
BOOL-+LSI-30 #3.1.5 11.70%
BOOL+NMF-10 #3.1.19 11.72%
BOOL+LSI-10 #3.1.4 11.76%
TF-IDF+LSI-10 #3.1.14 11.85%
TF+LSI-30 #3.1.10 11.89%
BOOL+NMEF-70 #3.1.22 11.91%
BOOL-+LSI-50 #3.1.6 11.91%
BOOL+NMF-90 #3.1.23 11.94%
BOOL+LSI-70 #3.1.7 12.02%
TF+NMF-10 #3.1.24 12.04%
BOOL+LSI-90 #3.1.8 12.27%
TF+NMF-30 #3.1.25 12.45%
TF+NMF-50 #3.1.26 12.46%
TF+LSI-50 #3.1.11 12.51%
TF-IDF+NMF-10 #3.1.29 12.53%
TF-IDF+LSI-30 #3.1.15 12.57%
TF+NMF-70 #3.1.27 12.78%
TF-IDF+NMF-30 #3.1.30 12.95%
TF+LSI-70 #3.1.12 13.04%
BOOL #3.1.1 13.06%
TF+NMF-90 #3.1.28 13.16%
TF+LSI-90 #3.1.13 13.16%
TF-IDF+NMF-50 #3.1.31 13.39%
TF-IDF+NMF-70 #3.1.32
TF-IDF+LSI-50 #3.1.16
TF-IDF+NMF-90 #3.1.33
TF-IDF+LSI-70 #3.1.17
TE-IDF+LSI-90 #3.1.18
TF-IDF #3.1.3
TF #3.1.2
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Confi

13.61%
13.65%
13.74%
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16.78%
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Figure B.15: Accuracy of the different feature extraction techniques (without combination of
features) on the bug reports of Mozilla Firefox (the mapping of acronyms to feature extraction

techniques defined in the Table 4.2 has been used)

The horizontal bar chart in the Figure B.16 illustrates the MRR value of the different fea-
ture extraction configurations (without combination of features) on the bug reports of Mozilla

Firefox.

In the Figures B.15 and B.16, as with the bug reports of Eclipse JDT, the best two configu-
rations are not relying on NMF or LSI, and, are not using a boolean representation of the bug
reports. When using LSI, the best configurations are based on the tf-idf weights. Contrary to
the telecommunications company and Eclipse JDT, the best configurations, when using NMF,
are also based on the tf-idf weights. Except with a boolean representation of the bug reports,
when NMF or LSl is used, and, more features are extracted, the accuracy and the MRR value
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Configurations

MRR of the different feature extraction techniques (without combination of features)
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TF-IDF+LSI-50 #3.1.16
TF-IDF+LSI-70 #3.1.17
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TF-IDF #3.1.3

TF #3.1.2

32.38%

34.15%
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Figure B.16: MRR of the different feature extraction techniques (without combination of fea-
tures) on the bug reports of Mozilla Firefox (the mapping of acronyms to feature extraction

techniques defined in the Table 4.2 has been used)

increase. Contrary to the two other software development projects, the worst five configura-
tions, in terms of accuracy and MRR value, are not only using NMF or LSI to extract 10 new

features.

The horizontal bar chart in the Figure B.17 indicates the accuracy of the different feature
extraction configurations (with combination of features) on Mozilla Firefox.

The horizontal bar chart in the Figure B.18 depicts the MRR value of the different feature
extraction techniques (with combination of features) on the bug reports of Mozilla Firefox.
In both charts (Figures B.17 and B.18), in five of the six best configurations, the tf weights
are used and combined with another feature extraction technique. At least three of the four

worst configurations are, furthermore, using NMF in both figures.
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Accuracy of the different feature extraction techniques (with combination of features)

BOOL+LSI&BOOL+NMF #3.2.24
BOOL+LSI&TF+LSI #3.2.22
BOOL+LSI&TF+NMF #3.2.25
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TF+LSI&BOOL+NMF #3.2.28
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Figure B.17: Accuracy of the different feature extraction techniques (with combination of
features) on the bug reports of Mozilla Firefox (the mapping of acronyms to feature extraction

techniques defined in the Table 4.2 has been used)
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MRR of the different feature extraction techniques (with combination of features)
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Figure B.18: MRR of the different feature extraction techniques (with combination of fea-
tures) on the bug reports of Mozilla Firefox (the mapping of acronyms to feature extraction

techniques defined in the Table 4.2 has been used)
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B.3 Experiment 3

The detailed results related to the third main experiment of the thesis (Section 3.4.3) are pre-
sented in this section.

For readability purposes, the results are presented using the mapping of acronyms to
feature selection techniques defined in the Table 4.3. If a feature selection technique is applied,
its acronym is used. This string is then concatenated with an hyphen - and the percentage
of remaining features. Next, the string related to each configuration is followed by a hash
character # and a unique identifier.

B.3.1 Telecommunications company

The horizontal bar chart in the Figure B.19 illustrates the accuracy of the different feature
selection configurations on the project of the telecommunications company.

The horizontal bar chart in the Figure B.20 depicts the MRR value of the different feature
selection configurations on the bug reports of the telecommunications company.

Except for recursive feature elimination, for each feature selection technique, when more
features are selected, the accuracy and the MRR value increase (Figures B.19 and B.20).
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Accuracy of the different feature selection techniques

ANOVA-10 #3.6 74.43%

MI-10 #3.11 74.99%
CHI-2-10 #3.1 75.11%
ANOVA-30 #3.7 75.17%
RFE-10 #3.16 75.29%
RFE-50 #3.18 75.30%
RFE-90 #3.20 75.30%

RFE-70 #3.19 75.30%

2 RFE-30 #3.17 75.31%

.}g MI-30 #3.12 75.34%
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8 MI-50 #3.13 75.39%
CHI-2-30 #3.2 75.49%

ANOVA-70 #3.9 75.51%

MI-70 #3.14 75.51%
MI-90 #3.15 75.57%
ANOVA-90 #3.10 75.57%
CHI-2-70 #3.4 75.63%
CHI-2-50 #3.3 75.63%

CHI-2-90 #3.5 75.64%

Accuracy

Figure B.19: Accuracy of the different feature selection techniques on the bug reports of the
telecommunications company (the mapping of acronyms to feature selection techniques de-
fined in the Table 4.3 has been used)
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MRR of the different feature selection techniques

ANOVA-10 #3.6 83.25%

MI-10 #3.11 83.56%
CHI-2-10 #3.1 83.66%
ANOVA-30 #3.7 83.72%
RFE-10 #3.16 83.81%
RFE-50 #3.18 83.82%
RFE-90 #3.20 83.82%
RFE-70 #3.19 83.82%
RFE-30 #3.17 83.82%
MI-30 #3.12 83.84%

ANOVA-50 #3.8 83.86%

Configurations

MI-50 #3.13 83.88%

CHI-2-30 #3.2 83.94%
ANOVA-70 #3.9 83.97%
MI-70 #3.14 83.97%

ANOVA-90 #3.10 84.01%

MI-90 #3.15 84.01%
CHI-2-50 #3.3 84.05%
CHI-2-70 #3.4 84.06%

CHI-2-90 #3.5 84.07%

MRR

Figure B.20: MRR of the different feature selection techniques on the bug reports of the
telecommunications company (the mapping of acronyms to feature selection techniques de-
fined in the Table 4.3 has been used)
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B.3.2 Eclipse JDT

The horizontal bar chart in the Figure B.21 shows the accuracy of the different feature selec-
tion configurations on Eclipse JDT.

Accuracy of the different feature selection techniques

MI-10 #3.11 26.64%

CHI-2-10 #3.1 26.91%
ANOVA-30 #3.7 26.94%
ANOVA-50 #3.8 27.02%
ANOVA-10 #3.6 27.02%
CHI-2-30 #3.2 27.12%
MI-30 #3.12 27.14%

MI-70 #3.14 27.26%

2 ANOVA-70 #3.9 27.26%

-"c% CHI-2-50 #3.3 27.27%
éANOVA-QO #3.10 27.27%

c

8 RFE-10 #3.16 27.31%

MI-50 #3.13 27.31%

MI-90 #3.15 27.35%

RFE-30 #3.17 27.37%

CHI-2-70 #3.4 27.37%
RFE-50 #3.18 27.38%

RFE-90 #3.20 27.42%

RFE-70 #3.19 27.42%

CHI-2-90 #3.5 27.43%

Accuracy

Figure B.21: Accuracy of the different feature selection techniques on the bug reports of
Eclipse JDT (the mapping of acronyms to feature selection techniques defined in the Table
4.3 has been used)

The horizontal bar chart in the Figure B.22 indicates the MRR value of the different feature

selection techniques on the bug reports of Eclipse JDT.
In the Figures B.21 and B.22, the orders of the different configurations are not similar.
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MRR of the different feature selection techniques

MI-10 #3.11 41.59%

ANOVA-30 #3.7 41.96%
MI-30 #3.12 42.04%
ANOVA-50 #3.8 42.05%
CHI-2-30 #3.2 42.11%
RFE-10 #3.16 42.15%
CHI-2-10 #3.1 42.17%
MI-50 #3.13 42.18%
MI-70 #3.14 42.19%
ANOVA-70 #3.9 42.20%

CHI-2-50 #3.3 42.25%

Configurations

ANOVA-90 #3.10 42.26%

RFE-30 #3.17 42.27%
ANOVA-10 #3.6 42.29%
RFE-50 #3.18 42.30%
MI-90 #3.15 42.31%
RFE-70 #3.19 42.32%
RFE-90 #3.20 42.32%
CHI-2-70 #3.4 42.34%

CHI-2-90 #3.5 42.38%

'MRR

Figure B.22: MRR of the different feature selection techniques on the bug reports of Eclipse
JDT (the mapping of acronyms to feature selection techniques defined in the Table 4.3 has
been used)
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B.3.3 Mozilla Firefox

The horizontal bar chart in the Figure B.23 depicts the accuracy of the different feature selec-
tion configurations on the bug reports of Mozilla Firefox.

Accuracy of the different feature selection techniques

ANOVA-10 #3.6 13.76%
CHI-2-10 #3.1
ANOVA-30 #3.7

MI-10 #3.11

ANOVA-50 #3.8 16.62%

CHI-2-30 #3.2 16.66%

CHI-2-50 #3.3 16.69%

MI-30 #3.12 16.72%

o MI-70 #3.14 16.74%
k=)

I MI-50 #3.13 16.74%
—

35

ZJANOVA-90 #3.10 16.75%
C

(@]

O  RFE-10 #3.16

16.75%

MI-90 #3.15 16.75%

ANOVA-70 #3.9 16.77%

CHI-2-70 #3.4 16.78%

CHI-2-90 #3.5 16.78%

RFE-30 #3.17 16.82%

RFE-90 #3.20 16.84%

RFE-70 #3.19 16.84%

RFE-50 #3.18 16.84%

Accuracy

Figure B.23: Accuracy of the different feature selection techniques on the bug reports of

Mozilla Firefox (the mapping of acronyms to feature selection techniques defined in the Table
4.3 has been used)

The horizontal bar chart in the Figure B.24 indicates the MRR value of the different feature
selection configurations on Mozilla Firefox.
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MRR of the different feature selection techniques

ANOVA-10 #3.6 31.40%

MI-10 #3.11 33.91%

ANOVA-30 #3.7

34.06%

CHI-2-10 #3.1

34.15%

ANOVA-50 #3.8 34.46%

CHI-2-30 #3.2 34.48%

MI-30 #3.12 34.51%

CHI-2-50 #3.3 34.56%

RFE-10 #3.16 34.57%

MI-50 #3.13 34.58%

MI-90 #3.15 34.61%

Configurations

ANOVA-90 #3.10 34.61%

MI-70 #3.14 34.61%

ANOVA-70 #3.9 34.62%

CHI-2-70 #3.4 34.62%

CHI-2-90 #3.5 34.62%

RFE-30 #3.17 34.64%

RFE-50 #3.18 34.65%

RFE-70 #3.19 34.65%

RFE-90 #3.20 34.65%

030 033 0330 033 0350

Figure B.24: MRR of the different feature selection techniques on the bug reports of Mozilla

Firefox (the mapping of acronyms to feature selection techniques defined in the Table 4.3 has
been used)

The orders of the different feature selection configurations are not similar in the Figures

B.23 and B.24. Only for 2, when more features are selected, the accuracy and the MRR value
increase.
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B.4 Experiment 4

In this section, the detailed results related to the forth main experiment of the thesis (Section
3.4.4) are presented.

For readability purposes, the results will be described using a mapping of acronyms to
classifiers (Table B.1). If a classifier has been trained and has made some predictions, its
acronym is used. This string is then concatenated with a pipe | and another string con-
taining the value(s) of its hyper parameter(s). The second sub-string has the following
form: hyper_param_l=val_1]... |hyper_param_n=val_n, where hyper_param_i is
the name of the i-th hyper parameter and val_i is its value.

If the string NC|alpha=0|fit_prior=True is written, for instance, it means that a
naive Bayes classifier with a multinomial distribution has been used with the following val-
ues for its hyper parameters: 0 for alpha and True for fit_prior.

| Acronym || Classifier |
NC Nearest centroid classifier
MNB Naive Bayes classifier (multinomial distribution)
LSVC Linear SVM
PLR Logistic regression (primal problem)
DLR Logistic regression (dual problem)
PWP Perceptron (with penalty)
P Perceptron (without penalty)
SGCD Stochastic gradient descent

Table B.1: The mapping of acronyms to classifiers

B.4.1 Telecommunications company

The horizontal bar chart in the Figure B.25 illustrates the accuracy of the best configuration
(in terms of accuracy) of each classifier on the project of the telecommunications company.

The horizontal bar chart in the Figure B.26 shows the MRR value of the best configura-
tion (in terms of MRR value) of each classifier on the bug reports of the telecommunications
company.

The aforementioned best configurations have been obtained via the use of a grid search
strategy. In both charts, the classifiers are ordered in the same way.

Except for the stochastic gradient descent algorithm, for both the accuracy and the MRR
value, the best configurations of each classifier are similar (Figures B.25 and B.26). In terms of
accuracy and MRR value, the four best classifiers are, in descending order, the linear SVM, the
logistic regression (dual problem), the logistic regression (primal problem) and the stochastic
gradient descent algorithm. In terms of accuracy, the worst configuration is obtained when
using the nearest centroid classifier.

The horizontal bar chart in the Figure B.27 depicts the accuracy of the best configuration
(in terms of accuracy) of each classifier on the project of the telecommunications company.

The horizontal bar chart in the Figure B.28 illustrates the MRR value of the best configura-
tion (in terms of MRR value) of each classifier on the bug reports of the telecommunications
company.

The above mentioned best configurations have been obtained via the use of a random
search strategy.

Except for the perceptron with penalty, the stochastic gradient descent algorithm and the
logistic regression (primal problem), the accuracies reached with the best configuration of
each classifier, using a random search strategy, are greater than or equal to the ones reached
when using a grid search strategy. In terms of accuracy, when using a random search strategy,
the classifiers are ordered the same way as the one obtained when using a grid search strategy.
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Accuracy of the different configurations (grid search)

NC|metric=euclidean63.13%

PWP|alpha=1.00e-06
|class_weight=balanced
|penalty=I12

P|class_weight=balanced
|penalty=None

MNB|alpha=1.00e-01
|fit_prior=False

SGCDJalpha=1.00e-04
|average=False
|class_weight=balanced
|loss=modified_huber
|penalty=I12

Configurations

PLR|C=2.15e+01
|class_weight=Dbalanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

DLR|C=2.15e+01
|class_weight=Dbalanced

|multi_class=ovr
|solver=liblinear

LSVC|C=3.59e-01
|class_weight=balanced 75.95%
|loss=squared_hinge

Accuracy

Figure B.25: Accuracy of the best grid search configurations (in terms of accuracy) on the bug
reports of the telecommunications company (the mapping of acronyms to classifiers defined
in the Table B.1 has been used)
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MRR of the different configurations (grid search)

PWP|alpha=1.00e-06
|class_weight=balanced
|penalty=I2

78.95%

P|class_weight=balanced

0,
|penalty=None 79.19%

MNB|alpha=1.00e-01

0,
|fit_prior=False 79.88%

SGCDJalpha=1.00e-05
|average=False
|class_weight=balanced
|loss=log

|penalty=I2

83.93%

Configurations

PLR|C=2.15e+01
|class_weight=Dbalanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

84.21%

DLR|C=2.15e+01
|class_weight=Dbalanced
|dual=True
|multi_class=ovr
|solver=liblinear

84.30%

LSVC|C=3.59e-01
|class_weight=balanced
|loss=squared_hinge

84.34%

MRR
Figure B.26: MRR of the best grid search configurations (in terms of MRR value) on the bug

reports of the telecommunications company (the mapping of acronyms to classifiers defined
in the Table B.1 has been used)
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Accuracy of the different configurations (random search)

NC|metric=euclidean}{63.13%

PWP|alpha=2.78e-06
|class_weight=balanced
|penalty=elasticnet

69.57%

P|penalty=None

0,
|class_weight=balanced 70.39%

MNB|alpha=8.71e-02

u 0,
S Ifit_prior=False 70.77%
-t
©
—
S
O SGCDJalpha=1.96e-04
e |average=False
8 |class_weight=balanced 74.97%
|loss=modified_huber
|penalty=I2

PLR|C=7.20e+00
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

75.31%

DLR|C=1.11e+01
|class_weight=balanced
|dual=True 75.79%
|multi_class=ovr
|solver=liblinear

LSVC|C=3.73e-01
|class_weight=balanced
|loss=squared_hinge

Accuracy

Figure B.27: Accuracy of the best random search configurations (in terms of accuracy) on
the bug reports of the telecommunications company (the mapping of acronyms to classifiers
defined in the Table B.1 has been used)
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MRR of the different configurations (random search)

PWP|alpha=2.78e-06
|class_weight=balanced
|penalty=elasticnet

78.56%

P|penalty=None

0,
|class_weight=balanced 79-19%

MNB|alpha=8.71e-02

0,
|fit_prior=False 80.22%

SGCDJalpha=3.20e-06
|average=True
|class_weight=balanced
|loss=log

|penalty=I2

83.78%

Configurations

PLR|C=7.20e+00
|class_weight=balanced
|dual=False
|multi_class=multinomial

|solver=newton-cg

84.24%

LSVC|C=3.73e-01
|class_weight=balanced
|loss=squared_hinge

84.35%

DLR|C=1.11e+01
|class_weight=balanced
|dual=True
|multi_class=ovr
|solver=liblinear

84.40%

MRR

Figure B.28: MRR of the best random search configurations (in terms of MRR value) on the

bug reports of the telecommunications company (the mapping of acronyms to classifiers de-
fined in the Table B.1 has been used)
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B.4.2 Eclipse JDT

The horizontal bar chart in the Figure B.29 depicts the accuracy of the best grid search config-
uration (in terms of accuracy) of each classifier on the bug reports of Eclipse JDT.

The horizontal bar chart in the Figure B.30 indicates the MRR value of the best grid search
configuration (in terms of MRR value) of each classifier on Eclipse JDT.

Except for the linear SVM classifier, the best configurations of each classifier are the same
for both the accuracy and the MRR value (Figures B.29 and B.30). The two best classifiers,
in terms of accuracy and MRR value, are, in descending order, the logistic regression (primal
problem) and the logistic regression (dual problem). The worst classifier, in terms of accuracy,
is the perceptron without penalty.

The horizontal bar chart in the Figure B.31 illustrates the accuracy of the best random
search configuration (in terms of accuracy) of each classifier on Eclipse JDT.

The horizontal bar chart in the Figure B.32 shows the MRR value of the best random search
configuration (in terms of MRR value) of each classifier on the bug reports of Eclipse JDT.

Except for the linear SVM classifier, the stochastic gradient descent algorithm and the lo-
gistic regression (dual problem), the best configurations of each classifier are the same for
both the accuracy and MRR metrics (Figures B.31 and B.32). Except for the perceptron with
penalty, the stochastic gradient descent algorithm, the linear SVM classifier and the logistic
regression (primal problem), the accuracies reached with the best configuration of each clas-
sifier, using a random search strategy, are greater than or equal to the ones reached when
using a grid search strategy. In terms of accuracy, when using a random search strategy, the
classifiers are not ordered exactly the same way as the one obtained when using a grid search
strategy (at least two transpositions should be used).
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Accuracy of the different configurations (grid search)

P|class_weight=balanced§ ;g 700,
[penalty=None

PWP|alpha=1.00e-06
|class_weight=balanced
|penalty=I12

18.86%

NC|metric=euclidean

MNB|alpha=1.00e-01

0,
[fit_prior=False 23.07%

SGCDJ|alpha=1.00e-05
|average=False
|class_weight=balanced
|loss=log

|penalty=I12

26.08%

Configurations

LSVC|C=2.78e+00
|class_weight=balanced
|loss=squared_hinge

26.09%

DLR|C=2.15e+01
|class_weight=Dbalanced
27.77%
|multi_class=ovr
|solver=liblinear

PLR|C=2.15e+01
|class_weight=balanced
|dual=False
|multi_class=multinomial

|solver=newton-cg

27.91%

Accuracy

Figure B.29: Accuracy of the best grid search configurations (in terms of accuracy) on the bug
reports of Eclipse JDT (the mapping of acronyms to classifiers defined in the Table B.1 has
been used)
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MRR of the different configurations (grid search)

PWP|alpha=1.00e-06
|class_weight=balanced
|penalty=I2

34.04%

P|class_weight=balanced

o,
|penalty=None 34.08%

MNB|alpha=1.00e-01

0,
|fit_prior=False 39.01%

LSVC|C=3.5%e-01
|class_weight=balanced
|loss=squared_hinge

41.36%

Configurations

SGCD|alpha=1.00e-05
|average=False
|class_weight=balanced
|loss=log

|penalty=I2

43.00%

DLR|C=2.15e+01
|class_weight=Dbalanced
|dual=True
|multi_class=ovr
|solver=liblinear

44.31%

PLR|C=2.15e+01
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

44.86%

MRR

Figure B.30: MRR of the best grid search configurations (in terms of MRR value) on the bug
reports of Eclipse JDT (the mapping of acronyms to classifiers defined in the Table B.1 has
been used)
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Accuracy of the different configurations (random search)

PWP|alpha=1.91e-06
|class_weight=balanced
|penalty=I12

18.62%

P|penalty=None

0,
|class_weight=balanced 18.70%

NC|metric=euclidean 20.17%

MNB|alpha=8.71e-02

0,
|fit_prior=False 23.35%

SGCDJalpha=7.11e-06
|average=False
|class_weight=balanced
|loss=log
|penalty=elasticnet

25.85%

Configurations

LSVC|C=2.97e+00
|class_weight=balanced
|loss=squared_hinge

26.01%

PLR|C=3.60e+01
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=Ibfgs

DLR|C=2.32e+01
|class_weight=balanced
|dual=True
|multi_class=ovr
|solver=liblinear

27.70%

27.77%

Accu F% cy
Figure B.31: Accuracy of the best random search configurations (in terms of accuracy) on the

bug reports of Eclipse JDT (the mapping of acronyms to classifiers defined in the Table B.1
has been used)
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MRR of the different configurations (random search)

PWP|alpha=1.91e-06
|class_weight=balanced
|penalty=I12

33.97%

P|penalty=None

0,
|class_weight=balanced 34.08%

MNB|alpha=8.71e-02

0,
|fit_prior=False 39.43%

LSVC|C=7.24e-01
|class_weight=balanced
|loss=squared_hinge

41.61%

Configurations

SGCD|alpha=1.93e-05
|average=False
|class_weight=balanced
|loss=log

|penalty=I12

42.68%

DLR|C=1.05e+01
|class_weight=balanced
|dual=True
|multi_class=ovr
|solver=liblinear

44.48%

PLR|C=3.60e+01
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=Ibfgs

44.55%

MRR
Figure B.32: MRR of the best random search configurations (in terms of MRR value) on the

bug reports of Eclipse JDT (the mapping of acronyms to classifiers defined in the Table B.1
has been used)
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B.4.3 Mozilla Firefox

The horizontal bar chart in the Figure B.33 shows the accuracy of the best grid search config-
uration (in terms of accuracy) of each classifier on Mozilla Firefox.

The horizontal bar chart in the Figure B.34 depicts the MRR value of the best grid search
configuration (in terms of MRR value) of each classifier on the bug reports of Mozilla Firefox.

Except for the stochastic gradient descent algorithm, the logistic regression (primal prob-
lem), the logistic regression (dual problem) and the linear SVM classifier, the best configura-
tions of each classifier are similar for both the accuracy and the MRR value (Figures B.33 and
B.34). The best five classifiers, in terms of accuracy and MRR value, are the naive Bayes clas-
sifier (multinomial distribution), the logistic regression (primal problem), the logistic regres-
sion (dual problem), the stochastic gradient descent algorithm and the linear SVM classifier.
The worst configuration, in terms of accuracy, is obtained when using the perceptron without
penalty.

The horizontal bar chart in the Figure B.35 shows the accuracy of the best random search
configuration (in terms of accuracy) of each classifier on Mozilla Firefox.

The horizontal bar chart in the Figure B.36 illustrates the MRR value of the best random
search configuration (in terms of MRR value) of each classifier on the bug reports of Mozilla
Firefox.

Except for the stochastic gradient descent algorithm, when using the random search strat-
egy, the best configurations of each classifier are the same for both the accuracy and MRR
metrics (Figures B.35 and B.36). Except for the logistic regression (dual problem), the accu-
racies reached with the best configuration of each classifier, using a random search strategy,
are greater than or equal to the ones reached when using a grid search strategy. In terms of
accuracy, when using a random search strategy, the classifiers are ordered the same way as
the one obtained when using a grid search strategy.
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Accuracy of the different configurations (grid search)

P|class_weight=Dbalanced

0,
|penalty=None 4.54%

NC|metric=euclidean 5.05%

PWP|alpha=1.00e-06
|class_weight=balanced
|penalty=I12

5.12%

LSVC|C=1.00e-04
|class_weight=Dbalanced
|loss=squared_hinge

12.63%

SGCDJalpha=1.00e-04
|average=True
|class_weight=balanced
|loss=modified_huber
|penalty=I12

12.68%

Configurations

DLR|C=1.00e+04
|class_weight=Dbalanced
13.31%
|multi_class=ovr
|solver=liblinear

PLR|C=1.00e+04
|class_weight=Dbalanced
|dual=False
|multi_class=multinomial
|[solver=newton-cg

13.82%

MNB|alpha=1.00e-01

0,
|fit_prior=False 13.96%

Accuracy

Figure B.33: Accuracy of the best grid search configurations (in terms of accuracy) on the bug
reports of Mozilla Firefox (the mapping of acronyms to classifiers defined in the Table B.1 has
been used)
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MRR of the different configurations (grid search)

P|class_weight=balanced

o,
|penalty=None 20.84%

PWP|alpha=1.00e-06
|class_weight=balanced
|penalty=I2

21.75%

LSVC|C=1.00e-04
|class_weight=balanced
|loss=hinge

28.83%

SGCDJ|alpha=1.00e-06
|average=True
|class_weight=balanced
|loss=log

|penalty=I2

30.60%

Configurations

MNB|alpha=1.00e-01

o,
|fit_prior=False 31.36%

DLR|C=1.29e+03
|class_weight=Dbalanced
|dual=True
|multi_class=ovr
|solver=liblinear

31.67%

PLR|C=1.29e+03
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

32.94%

MRR

Figure B.34: MRR of the best grid search configurations (in terms of MRR value) on the bug
reports of Mozilla Firefox (the mapping of acronyms to classifiers defined in the Table B.1 has
been used)
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Accuracy of the different configurations (random search)

P|penalty=None

| 4.549
|class_weight=balanced >4%

NC|metric=euclidean

PWP|alpha=2.16e-06
|class_weight=balanced
|penalty=I2

5.93%

LSVC|C=1.34e-04

c |class_weight=balanced 12.63%
-8 |loss=squared_hinge
©
—
S
O SGCDJalpha=1.95e-02
e |average=True
8 |class_weight=balanced 12.75%
|loss=log
|penalty=I2

DLR|C=2.55e+03
|class_weight=balanced
|dual=True
|multi_class=ovr
|solver=liblinear

13.20%

PLR|C=2.90e+03
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

13.92%

MNB|alpha=8.71e-02

0,
|fit_prior=False 14.03%

Accuracy

Figure B.35: Accuracy of the best random search configurations (in terms of accuracy) on the
bug reports of Mozilla Firefox (the mapping of acronyms to classifiers defined in the Table
B.1 has been used)
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MRR of the different configurations (random search)

P|penalty=None

0,
|class_weight=balanced 20.84%

PWP|alpha=2.16e-06
|class_weight=balanced
|penalty=I12

22.46%

LSVC|C=1.34e-04
|class_weight=balanced
|loss=squared_hinge

28.20%

SGCDJalpha=2.09e-04
|average=True
|class_weight=balanced
|loss=squared_hinge
|penalty=I2

29.40%

Configurations

MNB|alpha=8.71e-02

0,
|fit_prior=False 31.53%

DLR|C=2.55e+03
|class_weight=balanced
|dual=True
|multi_class=ovr
|solver=liblinear

31.63%

PLR|C=2.90e+03
|class_weight=balanced
|dual=False
|multi_class=multinomial
|solver=newton-cg

33.04%

MRR

Figure B.36: MRR of the best random search configurations (in terms of MRR value) on the
bug reports of Mozilla Firefox (the mapping of acronyms to classifiers defined in the Table
B.1 has been used)
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