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Linköping, SWEDEN

giaco@ida.liu.se

Abstract—The aim of this paper is to explore the possibility of
using geo-referenced satellite or aerial images to augment an
Unmanned Aerial Vehicle (UAV) navigation system in case of
GPS failure. A vision based navigation system which com-
bines inertial sensors, visual odometer and registration of a
UAV on-board video to a given geo-referenced aerial image
has been developed and tested on real flight-test data. The
experimental results show that it is possible to extract useful
position information from aerial imagery even when the UAV
is flying at low altitude. It is shown that such information can
be used in an automated way to compensate the drift of the
UAV state estimation which occurs when only inertial sensors
and visual odometer are used.
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1. INTRODUCTION

The work presented in this paper is done in the context of
a larger research project on autonomous UAVs carried out
at the Department of Computer and Information Science at
Linköping University.The primary goal of such a project is
in the development of an integrated hardware/software UAV
platform for fully autonomous missions in an urban environ-
ment.

One of the main concerns which prevents the use of UAV
systems in populated areas is the safety issue. State of the
art UAV systems are still not able to guarantee an acceptable
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level of safety to convince aviation authorities to authorize the
use of such a system in populated areas (except in rare cases
such as war zones).

There are several problems which have to be solved be-
fore unmanned aircrafts can be introduced in the civilian
airspace. One of them is GPS integrity. A standard UAV
navigation system often relies on GPS and inertial sensors
(INS). If the GPS signal for some reason becomes unavail-
able or corrupted, the state estimation solution provided by
the INS alone drifts in time and will be unusable after a few
seconds (especially for small-size UAVs which use low-cost
INS). The GPS signal also becomes unreliable when operat-
ing close to obstacles due to multi-path reflections. In addi-
tion, it is quite vulnerable to jamming (especially for a GPS
operating on civilian frequencies). A GPS jammer can be
found on the market quite easily and instructions on how to
build such device can be found on the Internet. Therefore
UAVs which rely blindly on a GPS signal are quite vulnera-
ble to malicious actions. For this reason, a navigation system
for autonomous UAVs must be able to cope with short and
long term GPS fallouts. The research community is making
a great effort to solve this problem in different ways. One
potential solution is based on enhancing a UAV navigation
system using a suitable vision system.

A video camera is an appealing sensor which can be used
to solve navigation related problems. Almost every UAV al-
ready has a video camera as a standard sensor in its pay-
load package. Compared to other sensors, e.g. laser, video
cameras are quite light and less power hungry. A color im-
age contains a huge amount of information which could be
used for several purposes. On the other hand passive video
cameras are quite sensitive to environmental light conditions.
Abrupt illumination changes in the environment (for example
sun reflections) represent a great challenge for a vision system
which is supposed to provide position information robustly.

Visual navigation for UAVs has been a topic of great interest
in our research group. Great effort has been put into the devel-
opment of a vision-based autonomous landing functionality.
In [1] a vision-based landing system which uses an artificial
landing pattern is described. The system is capable of land-
ing an unmanned helicopter autonomously without using the
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Figure 1. The Rmax helicopter.

GPS position information.

The problem addressed in this paper is concerned with the
capability of an UAV to be able to navigate to home base in
case the GPS signal is lost (”homing” problem). An experi-
mental autonomous UAV platform based on the commercial
Yamaha RMAX helicopter (Figure 1) is used as a test-bed
for the development and testing of a navigation architecture
which can cope with GPS failures. The navigation system
proposed replaces the GPS signal combining together a vi-
sual odometer and an algorithm which registers the on-board
video to a geo-referenced satellite or aerial images. Such im-
ages must be available on-board the UAV beforehand. The
growing availability of high resolution satellite images (for
example provided by Google Earth) makes this topic very in-
teresting. In the near future, access to high resolution images
for many areas of the world will not represent a problem any
longer.

The navigation architecture proposed to solve this problem
fuses information obtained from an INS composed of three
gyros and three accelerometers, a monocular video camera
and a barometric pressure sensor. Sensor information is fused
using a Kalman filter to estimate the full UAV state (position,
velocity and attitude). Two image processing techniques, fea-
ture tracking and image registration, are used to update the
navigation filter during the time the GPS is unavailable. A
KLT feature tracker implementation [2] is used to track cor-
ner features in the on-board video image from subsequent
frames. An odometer function uses the KLT results to cal-
culate the distance traveled by the UAV. Since the distance
calculated by the odometer is affected by drift, a mechanism
which compensates for the drift error is still needed. For this
purpose a geo-referenced image registration module is used.
When the image registration is performed correctly, it is pos-
sible to calculate the absolute position of the UAV which is
drift-free. In other words, the position information obtained
is similar to the one provided by the GPS.

Due to the fact that registering the on-board image to an in-

Figure 2. Vision-aided sensor fusion architecture.

correct location may introduce an even larger position error,
the fundamental problem to be solved is the detection of cor-
rect and incorrect image registrations. The contribution of
this paper is in the development of a method showing how to
detect incorrect image registration.

At this point one could think of using only the drift-free posi-
tion calculated through image registration to update the navi-
gation filter without the need for the odometer. The problem
is that the success rate of the image registration process is
very much related to the kind of terrain the UAV is flying
over. Terrains with ”robust” features like road intersections
are easier to match, while unstructured terrain such as rural
areas are difficult to match. The visual odometer used here,
works reasonably well also in unstructured environments. For
this reason the combination of the two techniques gives ro-
bustness to the approach.

The vision-aided sensor fusion architecture proposed is dis-
played in Figure 2. It can be noticed how the GPS position
signal, when it is not available, is replaced with the position
information provided by the vision system. In particular the
position calculated using the visual odometer and image reg-
istration are fused together and the resulting position is used
to update the Kalman filter.

The architecture proposed in Figure 2 has been tested on real
flight-test data and on-board video. The GPS track of the
flight path shown in Figure 3 is used to validate the results
of the non-GPS navigation approach presented in this work.
During this flight, inertial data, barometric altitude and on-
board video were acquired. Such data are used in this work
to demonstrate the possibility, without using the GPS, to fly
the closed loop path of Figure 3 without accumulating drift
error at the end of the path. The total path length is about 1
kilometer.

2



Figure 3. GPS track of the UAV flight path used for the
experiment.

2. RELATED WORK

Many research groups are dealing with non-GPS navigation
problems. One technique which could be applied to this kind
of problems is the so called Simultaneous Localization and
Mapping (SLAM). The goal of SLAM is to localize a robot
in the environment while mapping it at the same time. Prior
knowledge of the environment is not required. Although
SLAM is becoming a standard technique for indoor robotic
applications, it still represents a challenge when applied to
large outdoor environments. A rich literature is available on
this topic [3], [4], [5], [6]. Some examples of SLAM applied
to aerial vehicles can be found in [7], [8].

Compared to the navigation approach used in this paper, the
SLAM technique has the advantage of not requiring any a pri-
ori maps of the environment. On the other hand, the SLAM
approach makes sense when robots have to close loops, in
other words, the robot has to come back to previously visited
landmarks in order to decrease the position uncertainty. This
could be a potential limiting factor for UAV applications. If
a UAV has lost its GPS signal, probably the best navigation
strategy is the one which minimizes the risk of crashing in
populated areas. It is possible that flying back home using
previously visited sites is not the safest strategy, while fly-
ing different routes might be more preferable. For this reason
we think that a navigation functionality based on aerial im-
age matching has great potential for this application and gives
more flexibility as regards choosing emergency flight routes
in case of GPS failure.

An application similar to the one described in this paper
which uses aerial image matching for aircraft position es-
timation can be found in [9]. Here the authors try to esti-
mate an aircraft position through matching a sequence of on-
board images to a geo-referenced image. The on-board im-
ages are taken from a downward looking camera mounted on
a manned aircraft. A matching method which uses the Haus-

dorff distance is investigated.

There also exists other kinds of terrain navigation methods
which are not based on aerial images but on terrain eleva-
tion models. In this case a measurement of the flight altitude
relative to the ground is required. Matching the ground ele-
vation profile, measured with a radar altimeter for example,
to an elevation database allows for aircraft localization. An
application of this method can be found in [10]. The local-
ization system has been implemented successfully on some
military jet fighters. In the case of UAVs and more specifi-
cally for unmanned helicopters, this method does not appear
to be appropriate. Compared to jet fighters, UAV helicopters
fly short distances at very low speed so the altitude variation
for such flying platforms is quite poor in terms of allowing
ground profile matching.

3. SYSTEM DESCRIPTION

The vision-aided sensor fusion architecture tested in this
work is composed of several modules (see Figure 2). A tra-
ditional Kalman filter is used to fuse an INS sensor (3 ac-
celerometers and 3 gyros) with a position sensor (vision sys-
tem in this case).

An INS mechanization function performs the time integra-
tion of the inertial sensors while the Kalman filter function
estimates the INS errors. The errors estimated by the Kalman
filter are then used to correct the INS solution. The Kalman
filter implemented uses 12 states. 3 dimensional position er-
ror, 3 dimensional velocity error, 3 attitude angle error (pitch,
roll, heading) and 3 accelerometer biases. The Kalman filter
uses the position update from the vision system to estimate
such errors.

As mentioned before the vision system combines two tech-
niques to calculate the position of the UAV: visual odometer
and image registration. The next two sections describe an
implementation of the two methods in details. Both odome-
ter and image registration calculate the UAV position. The
odometer delivers 4Hz position update. The position update
calculated from the image registration algorithm occurs only
when a reliable matching is found. The method developed
to discriminate between reliable and unreliable matching is
described in section 5.

When a reliable position update from the image registration
module is not available, the output from the visual odometer
is directly taken to update the filter. When a reliable image
registration is obtained, usually it produces a position jump
when compared to the position calculated from the odometer.
Such position discontinuity can be large especially when the
time elapsed between two valid registrations is large. For this
reason, the Kalman filter cannot be updated directly with the
position calculated from the image registration module, the
risk would be the generation of instabilities. The registration
update is then introduced gradually over time and it is treated
as a correction added to the odometer solution.
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4. VISUAL ODOMETER

The visual odometer developed in this work is based on the
KLT feature tracker. The KLT algorithm tracks point fea-
tures from two subsequent frames [2]. The algorithm selects
a number of features in an image according to a ”goodness”
criteria described in [11]. Then it tries to re-associate the
same features in the next image frame. The association is
done by a minimization of a sum of squared differences cri-
teria over patches taken around the features in the first image.
This association criteria gives very good results when the fea-
ture displacement is not too large. Therefore it is important
that the algorithm has a low execution time. The faster the
algorithm is, the more successful is the association process.
The KLT algorithm is very efficient and can run at 20-30Hz.

In this application 50 features in the image are tracked. Once
the features are detected in the image frame, they are pro-
jected onto the real world using Equation 1:

Pn = Rn
c

 x/fx

y/fy

1

d (1)

where Rn
c is the transformation matrix between the camera

frame (c) and the helicopter navigation frame (n). x and y
represent the pixel position of the feature being tracked in the
image plane. fx and fy are the focal lengths of the camera in
the x and y directions. d is the feature depth.

The navigation frame is a local geodetic frame which has its
origin coinciding with that of the INS sensor with the Xn axis
pointing toward the geodetic north, the Zn axis orthogonal to
the reference geodetic ellipsoid pointing down, and the Y n

axis completing a right-handed orthogonal frame. The trans-
formation matrix Rn

c is composed by a sequence of rotations
which take into account the camera orientation relative to the
UAV body and the UAV attitudes (the UAV attitude angles
are taken from the Kalman filter as it is shown in Figure 2).
Details on the definition of the different reference frames and
coordinate transformation from the camera to the navigation
frame can be found in [12].

Since the camera in the experiment presented here is looking
perpendicular downward, the feature depth d is assumed to be
equal to the UAV altitude relative to the ground. The depth is
then calculated using a barometric pressure sensor (the atmo-
spheric pressure at the ground level is taken before take-off,
then the differential pressure during flight can be converted
into ground altitude). This way of calculating the ground
altitude works if the ground is essentially flat. The flatness
assumption can be removed by a direct measurement of the
ground altitude. For this purpose our group is investigating
the possibility of using a radar or laser altimeter on-board the
UAV. There are also other methods to estimate the ground
altitude. One way is to use passive vision (downward look-

Figure 4. Visual odometer between two consecutive UAV
positions.

ing camera). Several works have shown that this is possible
achieving good accuracy [13], [14].

Figure 4 represents the UAV observing the same feature
(which will be addressed with the j index) from two different
locations. The UAV displacement ∆Pe relative to an Earth-
fixed reference frame (e) and calculated using the feature j,
is given by Equation 2:

∆Pe
j = Pn

j,2 −Pn
j,1

= Rn
c2

 xj,2/fx

yj,2/fy

1

d2 −Rn
c1

 xj,1/fx

yj,1/fy

1

d1 (2)

The Earth-fixed reference frame (e) has the same orientation
of the navigation frame (n) but it is fixed relative to the Earth.

The UAV displacement between two subsequent frames is
calculated by averaging the displacement of all the features
tracked in the image. The resulting averaged displacement is
then:

∆Pe
avg =

1
nfeat

nfeat∑
j=1

∆Pe
j (3)

where nfeat is the number of features tracked. In the experi-
ment described in this paper 50 features were tracked in each
frame.

Finally, the position at a certain time t calculated by the
odometer function is:
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P(t) = P(t0) +
∑

t

∆Pe
avg(t) (4)

where P(t0) is the position at time t0 when the last useful
GPS reading was available. As is shown in Figure 2, the
position calculated from the odometer is used to update the
navigation filter.

Experimental results show that the visual odometer alone
combined with the INS gives drift-free velocity and attitude
estimation (it would not be possible using only the INS). This
means that once the GPS is lost the UAV can still be con-
trolled using proper attitude and velocity information. This
result is obtained without image registration, i.e. without
using any given information of the environment. The posi-
tion uncertainty grows though. The next section describes the
technique used to solve this problem.

5. IMAGE REGISTRATION

The image registration technique developed here is based on
edge matching. A Sobel edge detector is applied to both the
geo-referenced image and the image taken from the on-board
video camera. The choice of using edge features derives from
the fact that edges are quite robust to environmental illumina-
tion changes. The geo-referenced and the video camera im-
age are generally taken at different times, it can be months
or years, it has to be expected that the illumination conditions
will differ. Therefore, it is necessary to choose features which
are robust to illumination changes.

Another important factor to be considered is the altitude of
the UAV from the ground. The higher the UAV flies the more
structure from the environment can be captured. The conse-
quence of this is that image registration is more reliable at
higher altitude. Another challenge lies in the fact that the
environment changes over time. It can be that a reference
image is obsolete after some time due to the change in the
environment. Considering that small details change quite fast
(e.g. car moving on the road) while large structures tend to be
more static (e.g. roads, buildings...), flying at higher altitude
makes the registration more robust to small dynamic changes
in the environment.

The image registration process is represented in the block dia-
gram in Figure 5. After the on-board color image is converted
into gray scale, a median filter is applied. The filter is applied
in order to remove small details which are visible from the on-
board camera but not visible from the reference image. The
median filter, has the well-suited property of removing small
details while preserving the edges sharp. After filtering, the
Sobel edge detector is applied. The image is then scaled and
aligned to the reference image. Scaling is performed con-
verting the on-board image to the resolution of the reference
image. The scale factor s is calculated using Equation 5 and
it is different in x and y direction of the image plane since the

Figure 5. Image registration schematic.

on-board images used do not have squared pixels:

(
sx

sy

)
=

(
1
fx
1
fy

)
d • Ires (5)

d, as for the odometer, is the ground altitude given by the
pressure sensor and Ires is the resolution of the reference im-
age. The alignment of the on-board image with the reference
image is done using the heading information estimated by the
filter.

The reference image is processed as follows. It is converted
into gray scale and the Sobel edge detector is applied. This is
done only at the beginning, the resulting edge image is then
kept in memory and used during the visual navigation. The
UAV position predicted by the Kalman filter (Figure 2) is used
as the center of a restricted search area in the reference image.
The purpose is to disregard areas of the image too far from
the estimated UAV position. Since the position uncertainty
grows when there is no update from the registration process,
also the search area should grow in the same way. This is
not implemented yet in the system, the experimental results
which will be presented later are obtained using a fixed size
uncertainty window.

After both images have been processed as explained above,
a matching algorithm tries to find the position in the cropped
reference image which gives the best match with the video
camera image. The position that results the greatest number
of overlapping pixels between the edges of the two images
is taken as matching result. The matching criteria used, al-
though quite simple, give a reasonable success rate. More-
over, it can be used for on-line applications. The registration
algorithm described runs at around 1Hz on a normal laptop
computer. A screen shot which shows how the two images
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Figure 6. Processing and matching of the geo-referenced
image and of the on-board image.

are processed and then matched is shown in Figure 6.

Once the matching is obtained the on-board image can be
geo-referenced and the absolute position of the UAV can be
calculated. The most difficult part is to decide whether to
take the position as a good match or not. In other words, it
has to be detected whether the matching is an outlier and then
rejected or can be used to update the filter. The outlier de-
tection is not an easy matter since there are areas where the
outliers are predominant compared to the good matches. One
idea would be to segment the reference image and assign dif-
ferent matching probability values for different areas. Prior
knowledge can be applied in this process. For example, it
is known that image registration in urban areas is more re-
liable than in rural areas, or that road intersections result in
more stable matching than road segments. By doing this a
different degree of uncertainty can be assigned to the match-
ing based on the location where the match has occurred. The
uncertainty can then be used to update the navigation filter.
This method would require a huge amount of off-line image
preprocessing which should be applied to the reference im-
age before it could be used and would be unpractical for large
images.

The outliers detection method applied here does not require
any image preprocessing. It is based on the observation that
in areas where the matching is unreliable, the matched po-
sition is very noisy. While in areas where the matching is
reliable, the position noise decreases. The rejection criteria
applied is based on the analysis of the position difference be-
tween the predicted position coming from the filter and the
position given by the matching algorithm. This difference,
when the algorithm is matching the right location, is usually
quite constant with a low noise level. The outlier rejection
method implemented is based on the standard deviation anal-
ysis of such a difference. The standard deviation is calculated
over a sliding time window of a fixed size. The algorithm
analyzes the position difference of for example the last 30
matching results and if the standard deviation is below a cer-

Figure 7. Detection of a good match.

tain threshold, the averaged position in such time window is
taken as good match. If the standard deviation is above the
threshold the matched position is rejected.

Figure 7 shows how this method has the potential for detect-
ing good matches. In the upper part of Figure 7 there is a pic-
ture of an area where a good match was detected (big picture)
and a picture of an on-board camera view (small picture). In
the lower part of Figure 7, the time history of the difference
between the predicted position and the matched position is
depicted. The standard deviation of the position difference
calculated using a sliding window with the last 30 matches is
shown at the bottom of the picture. It can be observed that
when the match becomes stable the standard deviation drops.
A good choice of threshold value and size of the sliding win-
dow is essential for the success of the method.

6. UAV PLATFORM

The algorithm proposed has been tested using flight-test data
collected from an autonomous UAV helicopter. The heli-
copter is based on a commercial Yamaha RMAX UAV heli-
copter (Figure 1). The total helicopter length is 3.6 m (includ-
ing main rotor). It is powered by a 21 hp two-stroke engine
and it has a maximum take-off weight of 95 kg.
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The avionic was developed in the Department of Computer
and Information Science at Linköping University and has
been integrated in the RMAX helicopter. The platform de-
veloped is capable of fully autonomous flight from take-off
to landing.

The sensors used for the navigation algorithm described in
this paper consist of an inertial measurement unit (three ac-
celerometers and three gyros) which provides the helicopter’s
acceleration and angular rate along the three body axes, a
barometric altitude sensor and a monocular CCD video cam-
era mounted on a pan/tilt unit.

The avionic system is based on 3 embedded computers. The
primary flight computer is a PC104 PentiumIII 700MHz. It
implements the low-level control system which includes the
control modes (take-off, hovering, path following, landing,
etc.), sensor data acquisition and the communication with the
helicopter platform. The second computer, also a PC104 Pen-
tiumIII 700MHz, implements the image processing function-
alities and controls the camera pan-tilt unit. The third com-
puter is a PC104 Pentium-M 1.4GHz and implements high-
level functionalities such as path-planning, task-planning, etc.

Network communication between computers is physically re-
alized with serial line RS232C and Ethernet. Ethernet is
mainly used for remote login and file transfer, while serial
lines are used for hard real-time networking.

7. EXPERIMENTAL RESULTS

The flight data shown were collected during a flight-test cam-
paign in a training area in south of Sweden. The resolution
of the reference image used for image registration is of 0.5
meters/pixel.

Sensor data and on-board video were recorded during an au-
tonomous flight. The helicopter autonomously flew a pre-
planned path using a path following functionality imple-
mented in the software architecture [15]. The helicopter flew
at 60 meters above the ground at a flight speed of 3m/s. The
video camera was looking downwards and fixed with the he-
licopter body. The video was recorded on-board and synchro-
nized with the sensor data. The synchronization is performed
by automatically turning on a light diode when the sensor data
starts to be recorded. The light diode is visible in the cam-
era frame. The video is recorded on tape using an on-board
video recorder and the synchronization with the sensor data
is done manually off-line. The video sequence is recorded
at 25Hz frame rate. For the experiment described here, the
video frames were sampled at 4Hz. The on-board sensor data
are recorded at different sample rates. Table 1 provides the
characteristics of the sensors used in the experiment.

The results of the navigation algorithm proposed in this paper
are compared with the navigation solution given by an on-
board INS/GPS Kalman filter running on-line. The Kalman
filter fuses the inertial sensors with GPS position data and

Table 1. Available characteristics of the sensor used in the
navigation algorithm.

provides the full helicopter state estimate.

Figure 8 displays the results of the UAV position and velocity
obtained from the integration between INS and visual odome-
ter without image registration. The position calculated using
the odometer is used to update the Kalman filter. The fig-
ure shows a comparison between the reference position and
velocity given by the on-board INS/GPS system, the solu-
tion INS/visual odometer described in this paper and the INS
alone. GPS failure has been simulated and occurs at time t =
1660sec.

It can be observed that the INS solution alone starts to drifts
rapidly, thus the helicopter cannot be controlled safely after
GPS failure. The solution given by the INS/odometer sta-
bilizes the velocity, in the sense that the velocity drift is re-
moved. In addition the position drift is reduced dramatically
compared to the INS stand alone solution. Plots of the atti-
tude angles are not reported here but the INS/odometer pro-
vides drift-free attitude angle estimation. INS/odometer inte-
gration could be used to survive temporary GPS black-out by
controlling UAV attitude and velocity. This result is obtained
without using prior environment information.

If the UAV has to cover small distances the solution obtained
from the INS/odometer could be enough. On the other hand,
if the distance to cover is large, a mechanism to compensate
for the position drift is needed. The full drift-free solution
proposed here using geo-referenced image registration has
been tested on flight-test data and the results are shown in
Figure 9.

The helicopter flew a closed loop path of around 1 kilometer
length. GPS failure was simulated after few seconds from the
starting point. From this point, the drift-free vision system
using odometer and image registration replaces the GPS in
the Kalman filter. The dashed line represents the flight path
measured by the GPS while the continuous line represents
the solution given by the vision-aided navigation scheme de-
scribed in this paper and represented in Figure 2. The visual
odometer and the image registration module run in parallel.
As discussed in section 3, when an update from the image
registration is available, it usually gives a position disconti-
nuity compared to the odometer. Introducing a position jump
in the Kalman filter could cause instability problems. In or-
der to avoid this problem, the update correction from the im-
age registration is introduced gradually over time. Figure 9
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Figure 8. Integration of the odometer and INS without using image registration. Prior knowledge of the environment has not
been used yet.

shows that after the GPS failure the position begins to drift.
This means that the image matching has not detected a stable
match. The choice of the standard deviation threshold was
set to 1.4 meters. The first stable match detected was approx-
imately at the first road intersection. It can be noticed that the
helicopter position begins to return on the actual path flown
by the helicopter. The second stable match was detected al-
most at the end of the path. The drift correction is introduced
in the navigation system and the final position error at the
end of the path is around 3 meters. Other features during the
path were matched correctly but they were not stable enough
to be taken as position update. This experiment shows that
even only few good matches are enough to compensate for
the position drift.

8. CONCLUSIONS AND FUTURE WORK

The experimental vision-aided navigation system architecture
described in this paper has the potential to provide a drift-free
navigation solution. The results presented are quite encour-
aging although more tests are needed in order to fine tune the
method. It is essential also to collect data from different kind
of terrains in order to exploit the potential of the method.

In the future experiments a wide angle camera lens will be
tested. The one used here was of 45 degrees. We expect that
using a wide angle lens will improve the image registration
robustness as a larger part of the environment structure can

be captured in the image. A radar altimeter will also be inte-
grated in the helicopter in order to provide direct ground alti-
tude measurement. In this way the flat world assumption can
be removed. Another interesting investigation which will be
done in the future is to verify the possibility of using satellite
images from Google Earth. The interesting part is that they
are available and for free. Google Earth contains an enormous
amount of information and in the future it is not unlikely that
they could be used to navigate UAVs.
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