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Abstract

The increasing popularity of peer-to-peer systems has
promoted the development of new techniques to support
various kinds of business transactions. However, users
are reluctant to conduct high value transactions over P2P
systems due to the inherent untrustworthiness of peers.
In this paper, we investigate building trust through auto-
mated trust negotiation, which is orthogonal to existing
reputation-based approaches. Trust negotiation makes it
possible to prove a peer satisfies certain trust require-
ments imposed by the ongoing business. We also intro-
duce locally trusted third parties, which we demonstrate
can effectively promote successful trust negotiations in
peer-to-peer systems.

1. Introduction

Traditionally, computer systems have closed and
centrally managed security domains. Every entity in
such a system has one or more identities/roles associ-
ated with it, and its access to a resource is enforced by
the system according to the resource access control pol-
icy (usually implemented as an access control list, or
ACL). Trust is established based on each entity’s iden-
tity, and thus a remote entity will not be able to inter-
act with the local system and gain access to resources
without a locally recognized identity. However, this tra-
ditional security model has been challenged by exist-
ing distributed applications, especially recently popu-
lar P2P systems.

Peer-to-peer (P2P) was originally used to refer to
network protocols where all the nodes have the same
role and there are no nodes with specific responsibilities
to act as the administrators or supervisors of a network.
With the evolution of Internet-based applications, the
designation of P2P is currently used to identify a class
of systems and applications that employ distributed
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resources to perform some function in a decentralized
manner, where every participating node can act as both
a client and a server. In many cases each node has dif-
ferent capabilities (processing power, shared files, con-
nection bandwidth, etc.). With the wide deployment of
variant kinds of computing devices including personal
computers, PDAs, cell phones, P2P is increasingly at-
tracting attention in both academic and industry re-
search. P2P systems provide some obvious advantages:
improved scalability by avoiding dependency on cen-
tralized servers, which are often points of failure of the
system; elimination of the need for costly infrastruc-
ture by enabling direct communication among peers;
and easily facilitation of resource aggregation, for ex-
ample by harnessing available CPU cycles from a large
number of peers1 to provide massive processing power.

A typical P2P system allows mutually distrustful
parties with conflicting interests to join or leave freely.
Its open, anonymous and decentralized nature makes it
extremely difficult to verify the validity of the resources
offered by other peers. Furthermore, free riders [5, 13],
which only want to use other peers’ resources with-
out contributing anything, have greatly compromised
the fairness of most P2P systems and discouraged con-
tributing peers from continuing to share resources. In
general, peers are only interested in participating in
resource sharing, both for providing resources and re-
questing them, with those peers they trust. These prob-
lems have led to the development of reputation sys-
tems (e.g. [8, 11, 4]) as a means to detect misbehav-
ior and punish malicious peers, and also to encourage
good ones.

In a reputation system, a peer makes decisions based
on its own experience and other peer’s recommenda-
tions. Even though reputation systems require some
form of persistent node identification, such as a ver-

1 In this paper, “peer”, “party”, and “node” are used inter-
changeably, and all refer to an entity in a P2P system. Some-
times we use the names Alice, Bob, and Carol to designate ex-
amples of these entities.



ifiable real-world identity [11, 10], they are not suit-
able for critical tasks. For example, if a transaction re-
quires Alice to disclose her credit card number to an-
other party whom she does not know, she may not be
able to adequately determine the risk involved based
solely on the other party’s reputation. She would ben-
efit from a proper credential (which is not necessar-
ily a part of each node’s identification) issued by some
real-world authority showing that the other party is
trustworthy. In P2P systems, having only persistent
identification and reputations is not enough to support
conducting high value transactions. One option for ad-
dressing this lack is that peers build trust by exchang-
ing digitally signed certificates.

In this paper we propose a trust negotiation scheme
for P2P systems. In our scheme, peers build their
trust relationship with each other by collaboratively
exchanging their credentials. To the best of our knowl-
edge, this is the first attempt to practically apply trust
negotiation in P2P systems. Trust negotiation is or-
thogonal to existing reputation-based approaches, and
thus can be used together with reputation systems to
build trust in a P2P system. In Section 2 we introduce
automated trust negotiation. Section 3 investigates au-
tomated trust negotiation in P2P systems. Section 4
discusses the relationship between reputation systems
and trust negotiation. Section 5 gives some experimen-
tal results. Finally, Section 6 offers some concluding re-
marks.

2. Automated Trust Negotiation
Automated trust negotiation (ATN) [20, 23, 18, 14,

17, 16] is an approach to access control and authen-
tication in open and distributed systems. ATN en-
ables open resource access by assigning an access con-
trol policy to each resource that could be accessed by
strangers. In contrast with the traditional approach,
where only identities of the parties that can access a re-
source are listed, access control policies are used to de-
scribe the properties of these parties. Properties typ-
ically consist of digital credentials/certificates, which
are essentially digital versions of paper credentials that
people carry in their wallets today.

A credential is a digitally signed assertion by a cre-
dential issuer about the credential owner regarding one
or more attributes about the owner. Public-key encryp-
tion (also called asymmetric encryption) mechanisms,
such as RSA [12], can be used to implement credentials.
Public-key encryption involves a pair of keys—a pub-
lic key and a private key—associated with an entity.
The owner can use them to authenticate its identity
electronically or to sign or encrypt data. In a typical
application, each public key is published, and the cor-
responding private key is kept secret. Data encrypted

with the public key can be decrypted only with the cor-
responding private key and vice versa. A credential is-
suer signs a credential using her private key; the pub-
lic key of this issuer can then be used to verify that the
credential is really issued by the issuer. To assure that
the claimed owner is really the owner of the creden-
tial, her public key is also included in the credential so
that anyone can verify that she is the owner of the cre-
dential. For these reasons, digitally signed credentials
are provably verifiable and unforgeable. It should be
noted that while credentials are necessary for trust ne-
gotiation, the credential issuers are not required to be
directly involved in the trust negotiation.

A reasonable person will not show her credit card to
a stranger she meets; similarly, a party should not have
to reveal its digital credentials to a stranger in the net-
work unless necessary. A typical trust negotiation is
initiated by a party who asks to access a resource be-
longing to another party. Since each party may have
access control policies that the other needs to satisfy,
trust is established incrementally through the exchange
of digital credentials. For example, if Alice want to buy
something in a store using her credit card, before she
shows her credit card to the cashier, Bob, Alice may
want to have a look at Bob’s employee ID. The pur-
pose of trust negotiation is to find a credential disclo-
sure sequence (C1, C2, . . . , Ck, R), where R is the re-
source to which access was originally requested, such
that when a credential Ci is disclosed, its access con-
trol policy has been satisfied by credentials disclosed
by the other party. The detailed formalized model of
trust negotiation will be discussed in Section 3.1.

In [18], two different categories of negotiation strate-
gies are discussed: eager and parsimonious. An eager
negotiation strategy allows flooding-style negotiation,
as both sides disclose a credential to the other party as
soon as the policy of that credential is satisfied. This
guarantees that the negotiation will succeed if a suc-
cessful negotiation is possible (this property is called
completeness). No credential disclosure policies need
to be disclosed if an eager strategy is used. Although
an eager strategy can lead to negotiation success, if
this is possible, in the minimum number of rounds,
an important disadvantage is that some irrelevant cre-
dentials may be disclosed unnecessarily. On the other
hand, a parsimonious strategy will not allow creden-
tial exchanges until both parties know that a success-
ful negotiation is possible. In this approach, when an
incoming request for a unresolved credential is received
by a party, it prepares a counter-request according to
its disclosure policy and sends it out as a reply. How-
ever, the parsimonious strategy is not complete and in-
troduces the difficulty of deciding when the negotiation



should fail and stop.
Another trust negotiation strategy, called the Pru-

dent Negotiation Strategy (PRUNES) is proposed in
[20]. PRUNES is complete, which means the trust will
be established through negotiation if it is allowed by
the two parties’ credential policies. PRUNES is based
on backtracking, and it ensures that no irrelevant cre-
dentials are disclosed. However, because the creden-
tials exchange does not happen until the two negotia-
tion parties successfully find a way to exchange their
credentials, an adversary can easily get all the access
control policies from the other party without reveal-
ing any of its own real credentials and policies.

3. Trust Negotiation in P2P Systems

3.1. Trust Negotiation Model
We consider a P2P resource sharing system com-

posed of n peers: P1, P2, . . . , Pn. All peers are iden-
tified by their public-private key pairs, which are as-
sumed to be unique. Every peer has some resources
that could be accessed by other peers. For simplicity we
assume that every peer serves only one unit of resource
R, which can be accessed simultaneously by multiple
peers. We assume there exist some trusted third par-
ties which can issue credentials to peers showing that
those peers have some properties. Unless specified, we
consider only two-party resource sharing. In this pa-
per, we do not consider the problem of malicious peers;
that is we assume all peers follow their assigned proto-
cols. Clearly malicious peers pose a significant threat
to transactions, but measures to defeat them are be-
yond the scope of this paper.

We formalize the trust negotiation process using
propositional symbols as in [20]. We assume that the in-
formation contained in access control policies and cre-
dentials can be expressed as finite sets of statements
in a language so that all peers agree on the interpre-
tation of a credential or policy. Formally, a credential
disclosure policy (a.k.a. access control policy) for a re-
source R is defined as:

PR ←− FR(C1, C2, . . . , Ck)

where C1, C2, . . . , Ck are credentials from the other
party, FR is an expression involving these credentials,
the boolean operators ∧ and ∨, and parentheses if
needed. Ci is satisfied if and only if the other party
reveals credential Ci. Resource R can be access by
the other party if FR(C1, C2, . . . , Ck) is evaluated to
true. For example, suppose Alice wants to buy some
beer, R, from a store. The cashier, Bob, asks Alice
to show her CAlice

1 =“Credit Card” and a photo ID
proving she is over 21, such as CAlice

2 =“Driver Li-
cence” or CAlice

3 =“Passport”, which can be written as

PR ←− CAlice
1 ∧ (CAlice

2 ∨ CAlice
3 ). It should be noted

that in the trust negotiation process, credentials are
also treated as a special kind of resources: for a creden-
tial C, we have

PC ←− FC(C1, C2, . . . , Ck)

Continuing from the above example, if Alice also
asks the cashier Bob to show something to prove he is
the cashier, such as CBob

1 =“Employee ID”, before she
shows her credit card, we have PCAlice

1
←− CBob

1 .
A resource R (or credential C) is unprotected if

its access control policy is always satisfied, that is if2

R ←− true or C ←− true. A resource R (or creden-
tial C) is solved if the corresponding FR or FC is sat-
isfied given that the other party discloses some creden-
tials. A solved resource or credential can be revealed to
the other party. The denial policy R ←− false means
that the party does not have R or simply does not want
to disclose it under any circumstances. A party implic-
itly has a denial policy for each resource/credential it
does not possess. In our model, we assume for simplic-
ity that all credential disclosure policies are fixed.

A credential disclosure sequence S is composed of
a series of credentials C1, C2, . . . , C|S|. If S is applied
and satisfies resource R’s access control policy, then S
is a solution for R. If none of S’s proper subsets is a
solution for R, we say S is a minimal solution for R.
Obviously, if S is a minimal solution for R, any S ′ ⊇ S
is also a solution for R.

Now we consider a simple example of trust negoti-
ation between two peers P1 and P2, where P1 is the
owner of resource R and P2 is a requestor of this re-
source. P1’s credentials are denoted by CP1 , and P2’s
by CP2 . It should be noted that here we tagged cre-
dentials in the access policy with P1 or P2 to differ-
entiate credentials and policies belonging to different
peers. A notation like CP2

1 is used to indicate clearly
that in this two-party scenario P1 will require C1 from
P2. The access policy rules of each peer are actually de-
fined for all other peers. Suppose P1’s access policy for
R is:

R←− CP2
1 ∧ CP2

2

CP1
1 ←− CP2

2 ∧ CP2
3

CP1
2 ←− CP2

4

CP1
3 ←− CP2

4 ∧ CP2
5

CP1
4 ←− true

CP1
5 ←− true

2 For simplicity, we will often omitP whenPR orPC appears at
the left side of “←−”.



while P2’s access policy is (here we only list the pol-
icy for negotiation-related credentials):

CP2
1 ←− CP1

1 ∧ CP1
2

CP2
2 ←− CP1

2 ∨ CP1
3

CP2
3 ←− true

CP2
4 ←− true

CP2
5 ←− true

There is at least one credential exchange sequence
S1 leading to a successful negotiation, when both par-
ties are using an eager negotiation strategy and they
reveal all their credentials which are allowed by the ac-
cess control policy (for clarity, we put curly brackets
around the credentials disclosed by one peer as a unit):

{CP2
3 , CP2

4 , CP2
5 }, {C

P1
2 , CP1

3 , CP1
4 , CP1

5 },
{CP2

2 }, {C
P1
1 }, {C

P2
1 }, {R}

Another possible sequence S2 is:

{CP2
4 }, {C

P1
2 }, {C

P2
2 , CP2

3 }, {C
P1
1 }, {C

P2
1 }, {R}

S2 only reveals necessary credentials, which are
much less than the credentials S1 reveals. Here S2 is
a minimal solution but S1 is not.

A successful credential exchange sequence is not
guaranteed to exist. For example, if we change P2’s pol-
icy CP2

4 ←− true to CP2
4 ←− false, P2 can no longer

get access to R. If we change P1’s policy CP1
4 ←− true

to CP1
4 ←− CP2

4 and P1’s policy CP2
4 ←− true to

CP2
4 ←− CP1

4 , then P1 and P2 again can no longer
succeed in trust negotiation either because there is a
cyclic credential interdependency: CP1

4 ←− CP2
4 and

CP2
4 ←− CP1

4 , and their credential disclosure policies
prevent each of them from disclosing its C4 first.

3.2. Collaborative Trust Negotiation
Among Peers

Although various existing negotiation strategies can
guarantee that negotiation parties succeed whenever
a successful negotiation is possible, the existence of
cyclic interdependent policy rules (as in Section 3.1)
can still cause a substantial number of failed trust ne-
gotiations in practice. Consider two peers P1 and P2

that have cyclic interdependent policy rules prevent-
ing them from achieving success in their trust negoti-
ation. An observation is that a third party P3 trusted
by both peers can act as a mediator and disclose their
credentials and policy rules to each other when appro-
priate, thus breaking the cyclic dependency and allow-
ing trust negotiation to succeed. We call this collabo-
rative trust negotiation.

A peer that can act as a trusted third party for all
other peers would contradict the principles of a P2P
system. However, a peer could reasonably act as a
trusted third party for a limited number of peers, in
much the same way that a reputation-based system re-
lies on peers’ knowledge of a limited set of other peers.
We call such a peer a locally trusted third party (LTTP)
for those that trust it. In contrast, a credential issuer,
which is a trusted third party for all peers, is called
a globally trust third party (GTTP)3. Here the con-
cepts of LTTP and GTTP are based on credentials:
a GTTP is able to issue credentials, while an LTTP is
able to cache the disclosed credentials from other par-
ties and reveal certain credentials when requested by
their owner (we assume all disclosed credentials can be
cached unless specified). Section 4 extends the func-
tionality of LTTPs to allow them to issue credentials.

If two peers P1 and P2 successfully conduct one or
more trust negotiations and they have exchanged and
cached several credentials, they are LTTPs for each
other, no matter which peer initiates the resource ac-
cess request first. A peer Pi’s LTTPs are recorded in
a table denoted by LTPi . Each row of LTPi is indexed
by the ID of peer Pj , and the content, LTPi [Pj ], is the
set of cached credentials that have been disclosed dur-
ing any previous trust negotiations. Suppose S is a suc-
cessful credential disclosure sequence for P1 and P2, C1
is the set of all credentials P1 has revealed, and C2 is
the same for P2; then S = C1 ∪ C2. After the negotia-
tion, we have

LTP1 [P2] = LTP1 [P2] ∪ C2
LTP2 [P1] = LTP2 [P1] ∪ C1

Even if all peers in the system trust a GTTP and
only a limited number of peers trust an LTTP, the lat-
ter is actually more important than a GTTP in some
respects. This is because a GTTP is not a peer in the
system, and thus can only issue credentials, while an
LTTP is a peer, and can interact with those peers that
trust it—in the process helping build trust through
trust negotiation.

The following example shows that two peers P1 and
P2 that are not able to succeed in trust negotiation
due to a cyclic dependency in their credential disclo-
sure policies can successfully finish a trust negotiation
with the help of P3, an LTTP. Consider the following
example: if we have

3 Although a GTTP is globally trusted, it does not contradict
the principles of a P2P system since it is an external, orthogo-
nal service and not a peer in the system.



P1 : R←− CP2
1 ∧ CP2

2 P2 : CP2
1 ←− CP1

1 ∧ CP1
2

CP1
1 ←− CP2

2 ∧ CP2
3 CP2

2 ←− CP1
2 ∨ CP1

3

CP1
2 ←− CP2

4 CP2
3 ←− true

CP1
3 ←− CP2

4 ∧ CP2
5 CP2

4 ←− CP1
4

CP1
4 ←− CP2

4 CP2
5 ←− true

CP1
5 ←− true

P1 and P2 can not succeed in their trust negotiation
as they have cyclic interdependent policies CP1

4 ←−
CP2

4 and CP2
4 ←− CP1

4 . Neither P1 nor P2 wants to dis-
close its C4 first. If both P1 and P2 have P3 as an
LTTP, and it has CP1

4 ∈ LTP3 [P1] and CP2
4 ∈ LTP3 [P2],

P1 and P2 can send their related policies and creden-
tials to P3. P3 thus acts as a mediator in P1 and P2’s
trust negotiation. After evaluating their policies, P3 de-
cides it can simultaneously disclose CP2

4 to P1 and CP1
4

to P2; thus P1 and P2 can successfully continue and fin-
ish their trust negotiation.

It should be noted that before two peers P1 and P2

ask help from an LTTP, they have to find a common
LTTP trusted by both of them. One simple solution is
for P1 to send indexes of LTP1 , which is a set of peer
IDs denoted by ILTP1

, to P2 and for P2 to return a set
ILTP1

∩ ILTP2
. If ILTP1

∩ ILTP2
= ∅, P1 and P2 cannot

succeed in the trust negotiation.
Since the LTTP table may be considered sensitive

information by a peer, no peer can be expected to
freely disclose it to other peers. To solve this problem,
we use convergent encryption [6], which allows shar-
ing without compromising privacy, to find a common
set of LTTPs. P1 encrypts every item Ii ∈ ILTP1

using
Hash(Ii) as the encryption key, and then sends the en-
crypted ILTP1

to P2. P2 can reveal the content of Ii if
and if only it possesses the same Ii in ILTP2

.
We have extended two existing negotiation strate-

gies, the eager strategy [18] and PRUNES [20], to sup-
port LTTPs. Our enhanced strategies work as follows:
first a peer Pi executes the initial strategy. If Pi de-
cides the negotiation is unsuccessful, Pi sends its en-
crypted LTPi

to the other party Pj . If the two parties
find an empty LTTP set, they terminate the negoti-
ation; otherwise they send their disclosed credentials
and policies to all the available LTTPs and wait for
their replies. Once Pi receives a nonempty reply from
an LTTP, it can restart its negotiation strategy since
the reply should contain at least a new disclosed cre-
dential and/or policy rule belonging to Pj .

3.3. Maintaining LTTP Tables
Although we have assumed that every peer can

maintain a table of LTTPs to help in negotiation, there
are practical limitations. A peer may not be able to

record information for every peer it has negotiated
with, especially when peers are running on mobile com-
puting devices with very limited memory and process-
ing power. Therefore we need to choose a proper LTTP
table size and, because the size of the LTTP table is
fixed, we need an algorithm to choose an old entry to
remove from the table when the table is full and a new
entry comes.

We consider the following possible algorithms:

• Random: An existing entry is randomly selected
and removed from the LTTP table.

• Least Recently Added (LRA): The least recently
added entry, namely the oldest one, is removed
from the LTTP table. There should be only one
such entry.

• Least Recently Used (LRU): The least recently
used entry is removed from the LTTP table. Note
that this is different from LRA: if an entry is added
early on but is frequently used, it will not be re-
moved under LRU (but would be removed under
LRA). If multiple least recently used entries are
found, the least recently added one is selected.

• Most Recently Added (MRA): The most recently
added entry, i.e. the newest one, is removed from
the LTTP table. There should be only one such
entry.

• Most Recently Used (MRU): The most recently
used entry is removed from the LTTP table. If
multiple most recently used entries are found (as
happens when none of the entries has been used
since they were added into the table), the most re-
cently added one is selected.

In Section 5, we will present the results of using dif-
ferent algorithms and different LTTP table sizes.

4. Reputation Systems and Trust Nego-
tiation

Most of us have encountered reputation manage-
ment systems in our daily lives. For example, several
credit monitoring companies track personal credit his-
tories, which are “reputations” banks take into con-
sideration in lending money. Another good example is
eBay [1], which maintains a reputation rating for ev-
ery seller based on previous buyers’ evaluations. How-
ever, the above-mentioned centralized systems do not
have good flexibility and scalability, which make them
unsuitable for large distributed systems like P2P net-
works. Several trust and reputation systems [8, 4, 19]
have been proposed for P2P systems. In these systems,
the trustworthiness of a peer is evaluated, recorded,
processed and propagated in the system by all the peers



in a distributed fashion. This allows peers that are
likely to provide reliable services to be identified, but it
also causes those that do not contribute resources very
often to be rejected because of their lack of a good rep-
utation.

Trust negotiation can benefit from reputation sys-
tems. For example, although reputation is not related
to the concept of LTTPs, a peer may be more will-
ing to ask help from an LTTP peer with higher repu-
tation. It is also possible that some credentials are di-
rectly mapped to some level of trust. If P2 shows ap-
propriate credentials to P1, P1 may have a higher trust
evaluation of P2. On the other hand, if P1’s trust eval-
uation of P2 is higher than some value, P1 may waive
some credentials that it would otherwise request from
P2.

In the previous sections, we have assumed that
peers’ credentials are issued by some trusted third par-
ties, and that once a credential is disclosed, everyone
should believe that the credential is authentic if the is-
suer (a GTTP)’s signature can be verified. However,
we can also allow for credentials issued by peers. Con-
sider three peers, P1, P2, and P3, where P3 is an LTTP
for P1 and P2. If P2 has a “credential”, issued by P3

showing that P2 is considered trustworthy by P3, it is
reasonable that P1 should trust P2 at a certain level.
This is effectively the same as P1 asking P3 about P2’s
trustworthiness; however, with a credential P1 does not
need to communicate with P3 directly as P1 can cryp-
tographically verify that P2’s credential is issued by
P3.

A detailed discussion of the combination of trust ne-
gotiation and reputation system is beyond the scope of
this paper. However, we believe a unified system can
provide more flexible and comprehensive support for
trust management.

5. Experimental Results
We have conducted several experiments in a simu-

lated P2P environment to justify our ideas about how
LTTPs can help peers in trust negotiations. The simu-
lations were run on a dual 2.8GHz Xeon processor ma-
chine with 1GB of memory running Red Hat Linux 9.
We simulated P2P systems at different scales: 1000,
5000 and 10000 nodes. In all the experiments we have
conducted, we have achieved similar results. In this pa-
per we present only the results from a 1000-node P2P
system that address the following two questions:

• Are LTTPs helpful in trust negotiations?

• How do different LTTP table sizes and mainte-
nance algorithms affect trust negotiations?

In our simulation, every peer has a unique resource
and a randomly chosen number of credentials (from 10
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Figure 1. Benefits of using LTTPs

to 20). Every peer has randomly generated access pol-
icy rules, which are composed of local and remote cre-
dentials, to protect the access to the resource. All peers
have same understanding of the credentials. If a peer
Pi has a rule: CPi

1 ←− CP∗
2 , another peer Pj knows

that CP∗
2 is mapped to its local credential C

Pj

2 . There
are 1 to 3 unprotected local credentials for each peer.
Each peer implicitly has a deny rule for any creden-
tial that it does not possess. All the peers use the ea-
ger negotiation strategy.

For each trust negotiation, we randomly choose two
peers Pi and Pj , i 6= j, letting Pi initiates a request
to Pj ’s resource. Trust negotiation between the two
peers is conducted using the negotiation strategy de-
scribed in Section 3.1 and the result of the negotiation
is recorded. Each simulation consisted of 10,000 nego-
tiations. We divided these 10,000 negotiations into 50
rounds, and calculated the number of successful nego-
tiations in every round. Each data point in the follow-
ing figures represents the average of 20 simulation runs
with different random seeds.

Figure 1 shows the result when an LTTP is used in
the trust negotiation. The number of successful nego-
tiations increases remarkably, even when only a small
LTTP table (10 entries) is used. We noted that given
unlimited space for LTTP table entries, the maximum
number of table entries observed in each simulation was
on average 195.3, while the average length of the table
was 123.1.

Next we compare the use of different algorithms
(Random, MRU, MRA, LRU, LRA) to maintain 20-
entry and 40-entry LTTP tables. The results are shown
in Figure 2, which shows that the performance of the
different algorithms is quite similar. However, Table 1,
which summarizes the total number of successful ne-
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LT Size Random MRA LRA
10 707329 714886 696012
20 900080 927127 890735
30 1091527 1107103 1066629
40 1206062 1225697 1198674
50 1267546 1282535 1268283
60 1304435 1297785 1297467

Table 1. Total number of successful negotiations
using different LTTP tables and different main-
tenance algorithms

gotiations in the 20 simulations, does reveal some mi-
nor differences between algorithms4. Of the three algo-
rithms MRA shows the best performance, with LRA
performing the worst, although the difference is less
than 5%. However, when LTTP table size is 60, Ran-
dom surprisingly becomes the best algorithm.

Finally we compare the effects of different LTTP ta-
ble sizes, as shown in Figure 3. Because of the sim-
ilar results reported above using different LTTP ta-
ble maintenance algorithms, we only show the results
when MRA was used. Figure 3 shows that an LTTP ta-
ble with unlimited size behaves almost the same as a
table with size 50 or 60. Thus, under the conditions we
simulated a peer can use a 40-entry LTTP table and
achieve relatively good performance.

It should be noted that the above results are based
on the assumptions that each peer making a request

4 The data for MRU and LRU are not shown since they are al-
most the same as for MRA and LRA, respectively.
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Figure 3. Comparison of LTTP tables with differ-
ent sizes

randomly selects its target and that every peer has
a randomly generated credential disclosure policy. We
are currently conducting experiments using a different
resource request model, namely a power law model,
that has been observed in real P2P systems [13]. We
are also working toward a more realistic way to gener-
ate credential disclosure policies. For more experimen-
tal results and analysis, please refer to [2].

6. Related Work

Many reputation systems [8, 4, 19, 7, 3] have been
proposed to manage trust in distributed systems such
as P2P. In these systems, peers build trust with each
other by conducting resource sharing transactions and
exchanging their trust evaluations about others. It has
been widely accepted that reputation systems require
some form of persistent node identification, such as a
verifiable real-world identity [11, 10].

Automated trust negotiation (ATN) [20, 18, 14] was
proposed as an approach to support access control
and authentication in open and distributed systems
through exchange of digitally signed certificates. Sev-
eral vulnerability-related issues have been investigated,
such as protecting sensitive policies [15, 22] and sensi-
tive attributes [15, 17, 16, 21]. Recently Li et al. [9] pro-
posed a mutual signature verification scheme called the
Oblivious Envelope-Based System (OEBS) to solve the
problem of cyclic policy interdependency in trust ne-
gotiation. However, this solution requires that the two
parties’ credentials are issued by the same certification
authority; collaborative trust negotiation proposed in
this paper does not have this constraint.



7. Conclusion

In this paper we present a collaborative trust ne-
gotiation scheme, which is an initial step to apply-
ing trust negotiation in P2P systems. In our scheme,
peers build trust with each other through the exchange
of digital credentials. We introduce the concept of lo-
cally trusted third parties(LTTPs) to enable collabora-
tive trust negotiation and solve the problem of cyclic
credential disclosure policy interdependencies. Our ex-
perimental simulation results show that LTTPs sub-
stantially improve the number of successful trust nego-
tiations, even with a limited size LTTP table. We be-
lieve the combination of trust negotiation and reputa-
tion systems will lead to a promising solution to trust
management.
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