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Abstract. Robot sensors are usually subject to error. Since in many
practical scenarios a probabilistic error model is not available, sen-
sor readings are often dealt with in a hard-coded, heuristic fashion.
In this paper, we propose a logic to address the problem from a KR
perspective. In this logic the epistemic effect of sensing actions is
deferred to so-called fusion actions, which may resolve discrepan-
cies and inconsistencies of recent sensing results. Moreover, a local
closed world assumption can be applied dynamically. When needed,
this assumption can be revoked and fusions can be undone using a
form of forgetting.

1 INTRODUCTION

Even for supposedly straightforward tasks a robot needs to perform
complex perception to gather sufficient knowledge about the envi-
ronment and objects. Imagine a robot the with the goal of retrieving
a mug from a table. Now the mug is not necessarily the only object
on the table. In this example, we assume there are also a coffee pot
and a sugar pack (as shown in Figure 1). The sensor is an RGB-D
camera which provides 3D position and color information for each
pixel, typically represented as a point cloud. Inherently such sensors
perceive only the parts of an object facing the camera. For example,
the mug, which has a handle, might be mistaken for a cup (without a
handle) from the perspective of the robot in Figure 1. But when fac-
ing the table from the short edge and combining the previous sensor
readings with the new ones, the robot can be certain about the object
type. In our scenario, the sugar pack is only visible from that loca-
tion, because it is otherwise occluded by the coffee pot. This example
shows that it is sometimes necessary for the robot to look from more
than just one perspective to understand a scene.

The reasoning formalism for high-level control must capture these
ambiguities to allow for a robot to reason about its current state of
knowledge about the world. This leads to active perception, that is to
automatically execute actions to acquire the information necessary
for the actual goal, or to reach certainty that it is not available.

In this paper, we address the outlined problem in the situation cal-
culus. We present the modal first-order logic £ESF, which is intended
to deal with incorrect and incompatible sensing results. In ESF, sens-
ing actions have no immediate effect to avoid inconsistent knowl-
edge. Instead, sensing results are memorized and then merged by
dedicated sensor fusion actions. Furthermore, actions may enforce
a local closed world assumption to solidify the agent’s opinion on
certain things. For example, after looking at the table from various
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Figure 1: A PR2 robot looking at a table. From the current perspective, the
sugar pack is occluded by the coffee pot and the handle of the mug is not vis-
ible, causing the robot to confuse it with a cup. From a different perspective,
however, the robot would see the sugar pack and recognize the mug correctly.
That is, sensings from different perspectives are inconsistent.

perspectives, the robot could fuse these sensings. Then it believes®
that some objects are on the table. After further closing the domain
of objects on the table, it believes that nothing else is on the table. To
undo the epistemic effects of actions, we incorporate a simple notion
of forgetting into ESF.

The paper is organized as follows. In the next section we present
the logic £ESF and show a few properties. In Section 3 we model two
different scenarios with ESF. While the first example is meant to fa-
miliarize with ESF, the second one discusses our motivating tabletop
scenario. After discussing related work in Section 4, we conclude.

2 THE LOGIC &F

ESF is a first-order modal logic for reasoning about actions and
knowledge. It is a variant of the logic &S proposed by Lakemeyer
and Levesque in [7]. While they recently proposed an extended ver-
sion in [8], we refer to the original logic to simplify the presentation.

2.1 The Language

The language ESF consists of fluent predicates and rigid terms. The
set of terms is the least set such that

e cvery first-order variable is a term;
e if f is a k-ary function symbol and ti,..
flti, ..., tg)is aterm.

3 In this paper we use the terms knowledge and belief interchangeably.

.,tr are terms,




The set of well-formed formulas is the least set such that

e if P is a k-ary predicate symbol and ¢4, ..
P(t1,...,t) is an (atomic) formula;

e if ¢1, to are terms, then (¢, = t2) is a formula;

e if «wand 3 are formulas and z is a variable, then (a A 3), ~a, Vz.a
are formulas;

e if v is a formula and ¢ is a term, [t]o and O are formulas;

e if o is a formula, n a natural number, and ¢ a term, then S} o, Ka,
Ocq are formulas.

., are terms, then

We read [t]c as “a holds after action ¢” and O« as “a holds after any
sequence of actions.” S}« is read as “« was sensed by the nth from
last occurrence of action t,” Ko as “« is known,” and O« as “« is
all that is known.”

We will use V, 3, D, =, False, True as the usual abbreviations. We
let Kira stand for KoV K—a, which is read as “it is known whether
or not a.” We often omit universal quantifiers with maximum scope.
When we omit brackets, connectives are ordered by increasing prece-
dence: (0, V, 3, =, D, V, A, Kir, K, O, ST, [t], —.

Instead of having different sorts of objects and actions, we lump
both sorts together and allow ourselves to use any term as an action
or as an object. There are three distinguished predicates:

e Poss(a) expresses that action a is executable;
e SR(a,x) holds if x is a sensing result of a;
e CW(a, z) represents the closed world assumption made by a.

We call a formula without free variables a sentence. of denotes
the result of substituting ¢ for the free variable x in . A formula
with no [t], O, S, K, or O is called a fluent formula. A formula
with a single free variable a and with no [¢], O, K, or O is called a
fusion formula. We denote fusion formulas by the letter ¢.

2.2 The Semantics

Truth of a sentence « after an action sequence z in ESF is defined
wrt a (real) world w, a set of possible worlds e, a sensing history
h, and a fusion formula ¢.* We write ¢, e, w, h, z |= « for truth of
a. The set of possible worlds e is called the epistemic state. In an
objective context, w is indeed the real world, which is replaced with
aw € ein a subjective context. A world is a function from the
ground atomic sentences and ground sequences of actions to {0, 1}.
Let R denote the set of ground terms and R™ the set of sequences
of ground terms, including the empty sequence (). Thus R can be
considered the fixed domain of discourse of ESF. A sensing history h
maps each non-empty action sequence z - to a set of worlds h(z, ),
which represents the worlds compatible with the sensing result of r
after z. Finally ¢ is a fusion formula which asserts that the current
world agrees on the fusion result of action a, the only free variable
in ¢. When writing ¢, e, w, h, z |= a, we may leave out parts of the
model irrelevant to a. For example, we often omit z and/or h if z is
(), and if « is a fluent sentence, we omit ¢, e, and h.

Each action r may in principle yield countably infinitely many
sensing results, namely those terms s such that SR(r, s) holds. The
epistemic state sensed by a ground action r after actions z is the
set of worlds compatible with the sensing results purported by the
real world w. We write h;">* for the sensing history h updated by

4 The fusion formula ¢ is part of the model for technical reasons. Unlike
&S [8] and the Scherl-Levesque [15] framework, we cannot use a single
predicate and thus keep ¢ in the theory, because truth of ¢ usually does not
depend on a single world but also on the sensing history, which is subject
to change over the course of action and in introspective contexts.

the sensing results of r after z, which is defined by h*"*(2',r") =
h(z',r") forall 2" - v’ # z - r and by:

e ®(z,r) = {w' | W' [SR(r, s), 2] = w[SR(r, s),2] forall s € R}

We use h!;” as a shorthand for h updated with the sensing results
throughout 2z’ € R*. We define ho(z, 1) to be the set of all worlds
for all z and 7.

Sensing results of  do not affect knowledge before they are fused
by some action 7. The idea is that ' may fuse the (possibly con-
tradicting) results of the n latest occurrences of r. We write |z| for
the length of a sequence z, and |z|, for the number of occurrences
of r in z. We define z|} to be the longest prefix of z which does
not contain the most recent n occurrences of action r. For example,
(r,s,7,8,7)|2 = (r,s). (In case that |z|, < n, the expression |z| is
undefined.)

Now we are ready to define the objective semantics:

d,e,w,hyz = P(r,...,rm) ff w[P(r1,...,7m), 2] =1
¢, e,w, h,z = (r = s) iff r and s are identical
o,e,w, h,z = (anB)iff g, e,w,h,z = aand ¢, e, w, h,z = S
¢,e,w, h, z = -aiff g, e,w, h, z £ o
o,e,w, h,z EVr.aiff ¢, e,w, h,z |E of forallr € R
o,e,w, h, z = [rlaiff g, e,w, b %z -1 Ea
é,e,w, h,z = Daiff ¢,e,w,hly*, z- 2 = aforall 2’ € R
¢,e,w, h,z |= SFaiff |z, > n and for all w’,

ifw' € enh(z|},r), then p,e,w’ h,z E «
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Notice that [t] and O update the sensing history h accordingly. The
sensing history is used in rule 8, which defines S}« as truth of « in
the epistemic state of the nth last occurrence of r. Observe that the
sensed epistemic state is intersected with e and « is evaluated wrt 2.
This guarantees that sensing results are adequately projected into the
current situation. Note that S2c refers to the epistemic state sensed
by r in the current situation. If there is no nth last occurrence of r
yet, Sy True is false.

To characterize what is known when a sequence of actions z with
sensing history h and fusion formula ¢ is performed in an epistemic
state e, we define e |*™*. Intuitively, e | ™7 retains those worlds
from e which agree with the sensing results from h after fusion ac-
cording to ¢ and z and are compatible with the local CWA through-
out z.°> These conditions translate to the following definition:

o w €el®Viffw €e;
o w €el®METiff
(@) w € el
(b) e,w’, h,z = ¢%, and
(c) forall s € R, for all wi,ws € e¢¢‘h’z,

if wi[CW(r, s), 2] # w2[CW(r, 5), 2], then w'[CW(r, s), 2] = 0.

For an example of a fusion formula, suppose a fluent predicate D(d)
expresses that a robot’s distance to a wall currently is d. The robot
senses the distance through the action s and the action f shall fuse the
latest two sensings by taking their average. The corresponding fusion
formulais a = f D 3d;, dQ.Sle(dl) A S?D(dg) A D(%). Then
only those worlds are kept in e [*""*f where the robot’s distance is
the average of the latest sensed distances. For an example of a CWA,
suppose a robot looks at a table for objects and On(o) holds iff object
ois on the table. After inspecting the table from every angle, the robot
may want to assume it has seen every object on it. This is reflected by
an action ¢ which has no physical effect but makes a CWA on On(o)
through CW(c, 0) = On(o0). We give more examples in Section 3.

5 &S uses a relation ~, for a similar purpose.



The subjective semantics follows:

9. ¢,e,w,h,z | Kaiff for all w’,

ifw € e|®™* then ¢, e,w’ h,z =
10. ¢, e,w,h, z = O« iff for all w’,

w €el®MFiff e, w' bz = a

A set of sentences X entails o wrt a fusion formula ¢ (written
Y ¢ ) iff for all e and w, if ¢, e, w, ho, () = o forallo € %,
then &, e, w, ho, () = a. A set of sentences X entails a sentence o
(written 2 = «) iff for all fusion formulas ¢, ¥ =4 «. A sentence
o is valid wrt ¢ (written =4 ) iff {} F¢ . A sentence is valid
(written = o) iff {} E a.

For the rest of the subsection, we investigate introspection and the
local CWA in ESF. To begin with, ESF is fully introspective:

Theorem 1 | OKa D KKa and E O-Ka D K-Ka.

Proof. Both properties hold because e | *"* for (—)K is the same
as for K(-)Ka. O

The following theorem expresses that after executing an action r,
for each s either CW(r, s) is known or ~CW(r, s) is known. For the
aforementioned example this means that after action ¢, we know for
each object s whether or not On(s) is true, that is, if s is on the table
or not. Proviso for the theorem is that r has no physical effect on
truth of CW(r, s):

Theorem 2 |= OK([a]CW(a,z) = CW(a,z)) D [a]KirCW(a, x).

Proof. Let ¢, e,w,hy, z = K([r]CW(r,s) = CW(r,s)).

If ¢, e,w, h?,z = KCW(r, s), condition (c) in e |*"=~*" has
no effect. Since e¢¢’h?-r’z'r - eﬁ”h;ﬂ’z and r does not change
CW(r, s), it follows ¢, e, w, hY.,., z - = KCW(r, s).

Now suppose ¢, e, w, hy,z = —=KCW(r, s). Then condition (c)
requires w’[CW(r, s), z] = Oforallw’ € e [#"=*" Asr does not
change CW(r, s), it follows ¢, e, w, hy.,.,z - r = K=-CW(r,s). O

2.3 Basic Action Theories

We define the ESF variant of Reiter’s basic action theories [14]. A
basic action theory (BAT) over a finite set of fluents F contains sen-
tences which describe the initial situation, action preconditions, and
both the actions’ physical and epistemic effects. In ESF we distin-
guish between the objective BAT ¥ and the BAT ¥’ subjectively
known to the agent:

Y= 20 uJ Zpre U Zpoxt U ernse and
E/ = 26 U Zpre U Epost U E;ense U Ei‘lose

The components of ¥ and ¥’ are as follows:®

Yo is a set of fluent sentences which hold initially;

¥ is a set of fluent sentences the agent believes to be true;
Ypre is a singleton sentence of the form OPoss(a) = a;

Y post contains for every F' € F a sentence U[a] F(Z) = o
Ysense 18 @ singleton sentence of the form SR (a, s) D «;
Yfense 18 a singleton sentence of the form OISR (a, s) = «;
Yl j0se 18 @ singleton sentence of the form OCW(a, ) = «;

6 We abuse notation and do not distinguish finite sets of sentences from con-
junctions.

where all o’s are fluent formulas. The sentences in X,y are called
successor state axioms (SSAs). They follow the simple pattern
OaF (%) = i (a, %) V F(Z) A ~yp (a, ) where v (a, ) cap-
ture the positive and negative effects of a on F'(Z). This pattern is
key to Reiter’s solution to the frame problem [14]. Observe that >
and X’ not only differ in Xy and X{, (as is common in &S), but also
in Xyense and X,,,.. The idea is that e merely constrains the pos-
sible sensing results to rule out implausible values.

Intuitively, the fusion formula ¢ should be part of the BATs, too,
as it is intended to fuse sensing results. For technical reasons, ¢ must
be a parameter of the semantics, though.

For example BAT's we refer to Section 3.

2.4 Forgetting

In many settings it may be desirable to forget some information, for
example, to revoke a sensor fusion or a local CWA. Rajaratnam et
al. [12] proposed an extension of the Scherl-Levesque approach [15]
to knowledge in the situation calculus. We adopt their ideas for our
logic ESF in this subsection.

The action forget(r) undoes the epistemic effect of the last occur-
rence of 7. We replace condition (a) of e | ®"*" with

’
@) w' € el®™* where 2’ is z with the last occurrence of s re-
moved if r = forget(s) for some s, otherwise 2’ is just 2.

We show that if r has no physical effect on « but through its epis-
temic effect (may it be sensing or a CWA) tells the agent that « holds,
then this awareness of « can be revoked with the action forget(r). Of
course, this only holds if forget(r) itself has no physical effect on
and does not itself remove any possible worlds through sensing or a
CWA. This proviso is expressed by £ in the following theorem:

Theorem 3 Ler ¢ be a fusion formula and B stand for ([ala =
a)Ala]([forget(a)la = a) Ala]Pioget(a) A [a]Vo.CW(forget(a), x).
Then =4 OKS A =Ka A [a]Ka D [a][forget(a)] - Ko

Proof. Suppose ¢,e,w,hy,z = KpB&. Then ¢,e,w’ h¥, 2z
[r][forget(r)]a = a for all w’ € e|®"=* Thus we only need
to show that e | #"1=-r forget(r) = 7 foret () — o | @522 Thig holds be-
cause condition (a’) skips action conditions (b) and (c) for r, and
conditions (b) and (c) are satisfied for forget(r) trivially for all
w' € e P2, O

This is a simplified version of a theorem from [12]. It is straight-
forward to generalize to more actions between r and forget(r).

We remark that our definition is simpler than the one in [12]. The
reason is that Rajaratnam et al. cannot drop actions from situations
terms without confusing their accessibility relations.

3 EXAMPLES

In this section we model two scenarios as BATs and show a few prop-
erties. To begin with, we apply ESF to a variant of the running ex-
ample of [8]. This example shows how the fused sensing result can
differ from the sensings to be fused. More precisely, we will fuse
two sensings by their disjunction, which would not be possible in the
Scherl-Levesque framework and &S due to their monotonic nature
[15, 8]. Afterwards, we model a tabletop perception scene. There we
show how to deal with an unknown number of objects and exemplify
use of the CWA.



3.1 Distance to the Wall

Imagine a robot moving towards a wall. The robot’s initial distance
to the wall is 5 units (written as D(5)), but it does not know this fact.
By I' we denote an axiomatization of the rational numbers, which we
need to work with distances. Thus we have for the initial situation:

Yo={D(d)=d=5}UT
0 = {3d.D(d), vd,d' .D(d) AD(d') Dd=d}uTl

The robot may move one unit towards the wall (through action m).’
The appropriate precondition axiom and SSA are:

Ypre = {0OPoss(a) = (a = m D —-D(0))}
Sposr = {0OD(d) = 3d .a=mADd)Ad=d —1V
D(d) AN a # m}

The robot is equipped with a sonar sensor (action s), which yields
intervals of possible distances. This is captured by Ygense, While X,
expresses which possible worlds agree on a specific distance:

Ysense = {DSR(CL, J?) D (a =sD Hdl, do.x = [dh dg])}
Srense = {OSR(a, z) = (a = s D 3dy,de.x = [d1,d2] A
3d.D(d) Nd1 < d < ds2)}

Notice that a sensing result [d1, d2] represents disjunctive informa-
tion. Disjunctive information must be encoded within such a single
sensing result, as opposed to a set of sensing results like SR(s, d) for
all di < d < d». This is because the set of sensing results is inter-
preted conjunctively: a world is compatible with a sensing only if it
agrees with all sensing results.

Since the robot mistrusts its own sensor, it takes the fusion (action f)
of two sensings to be the union of the reported intervals. That is, a
possible world’s distance must be considered possible in one of the
last sensings. Thus we use as fusion formula

¢ =a="f>3dD(d) A (=SI-D(d) vV —SZ-D(d))

Notice that =S2—D(d) expresses that d was not ruled out by the last
sensing of s.
We do not use the local CWA here, so we define:

Ei‘luse = {DCW(U,, 33) = True}

Now we can reason about what is entailed by this BAT. Let e, w be
such that ¢, e, w | SAOY and w |= SR(s, [4, 7]) A[s]SR(s, [3, 6]),
that is, the first s reports the interval [4, 7] and a subsequent s reports
[3, 6]. We show the following properties:

L g,e,w,h b= [([SIK(D(d) = 3 < d < 7)
The robot believes the distance is in [3, 7]:
Let g stand for h{ ¢ and let w' € e [?95f)  Then

e,w',g,(s,s) = & due to condition (b) for e [?9 &= that
is, e,w’, g, (s,s) = 3d.D(d) A (—S=D(d) v =S2Z-D(d)). We
have e, g, (s,s) |= ~S2-D(d) iff w’[D(d), {s,s)] = 1 for some
w € en{w' | w[SR(s,7),{)] = w[SR(s,r), ()] forall r € R}
iff 4 < d < 7. Analogously e,g,(s,s) = —Si-D(d) iff
3 < d < 6. Thus the property follows.

2. ge,w,h = (S|l ImFIK(D(d) =2 < d < 6)
Fusion projects the sensed distances by one unit towards the wall
due to the m action:
The proof is analogous to the previous one except that (s,s) is
replaced with (s, s, m), which leads to intervals [2,5] and [3, 6]
instead of 3, 6] and [4, 7].

7 We use different typefaces to distinguish action function symbols from other
terms: action vs ferm.

3.2 Tabletop Object Search

In our previous work [11], we presented a system for active percep-
tion where a robot navigates around a table in order to detect specific
objects on it. Our approach highlighted the importance of merging
sensor data from multiple perspectives to overcome problems like
occlusions. In the current system, the robot perceives point clouds
of the table scene with its Kinect camera. From this it extracts ob-
ject clusters which are each assigned a unique object ID. These IDs
remain stable among different perspectives. Additionally, it matches
features extracted from available 3D object models to those com-
puted from the depth image of the scene. Both kinds of observations
are then combined, yielding a — possibly empty — type distribution
for each object. The type detection, however, highly depends on the
perspective of the camera. For example, the robot cannot necessarily
distinguish a mug (with a handle) from a cup (without a handle) if
the handle is not visible from the current perspective. This ambiguity
must be resolved by observing the scene from multiple perspectives.

We now model this scenario in ESF. The aforementioned stable
object IDs allow us to use rigid terms to refer to the same object in
different situations. We use the predicate On(o) to express that object
o is on the table and Is(o, t) to say that o is of type t. For example, an
object might have the type Mug (with handle) or Cup (without han-
dle). To simplify matters, we only consider two perspectives: The
robot either stands at the long (L) or the short side of the table (—L)
and it can move from either position to the other (through action m).
The robot may look on the table (action s) to see some objects and
possibly recognize their type. Note that we do not deal with confi-
dence values for type hypotheses in this work. Lastly there is an ac-
tion to solidify the robot’s view on what is on the table by enforcing
a local CWA (c).

We proceed to define the objective and subjective BATs X and 3'.
Initially the robot is located at the long side and is aware of this fact.
For the sake of simplicity in this example we further axiomatize that
any object has exactly one type:

Yo = X4 = {L, 3t.Is(o,t), Is(o,t) ANIs(o,t") Dt =1t}
There are no specific preconditions in this scenario:
Ypre = {0OPoss(a) = True}
Only the physical value of L may change due to actions:
Spost ={0[a]L=(a=mA-L)V(LAa#m),
Ola]ls(o,t) = Is(o, t),
Ola]On(o) = On(o)}

Now we turn to Syense and Xy,,... We know that the sensor only re-
ports types, so we constrain the reported sensor values accordingly:

Ysense = {OSR(a,z) D (a =s D Jo.x = obj(o) V
Jo, t.x = type(o,t))}

The subjective SR axioms shall express when a possible world agrees
with sensing results:

Yrense = {OSR(a, z) = (a = s D Jo.x = obj(o) A On(o) V
Jo, t.x = type(o,t) A Is(o,t))}
We use the following fusion scheme:

o If an object was seen on the table in either of the last two sensings,
then the robot believes that it is on the table. That is, all worlds
where that object is not on the table are considered impossible.



Perspective P-1
Long Edge, L

Perspective P-2
Short Edge, =L

Figure 2: Tabletop with a mug M, a sugar box .S, and a coffee pot C' from
two different perspectives. Light gray cones denote horizontal viewing angle,
dark gray regions represent sensor shadows. From the first perspective, .S is
partly occluded by C'. M’s handle is only visible from the second perspective.

e If an object was recognized as a t in either sensing, we believe it is
a t, modulo one constraint: if ¢ is Cup, then it must not be recog-
nized as Mug in the other sensing. The idea behind this constraint
is that often a Mug is mistaken for a Cup because its handle is
not visible. In other words, sensing results Mug override sensing
results Cup.

We translate this scheme to ESF formulas:
o = VY0.8.0n(0) v S20n(0) D On(o)
B =Vo,t.(SiIs(o,t) A (t = Cup D =S2Is(0, Mug)) v
SZIs(o,t) A (t = Cup D —=S{Is(o, Mug))) D Is(o,t)
Then we define our fusion formula as
p=a=fDaAp

The action c shall have the effect that the robot believes it has seen
everything on the table, therefore we define:

Yiiose = {0CW(a,z) = (a = ¢ D On(z))}

Suppose ¢, e,w, h = ¥ A O for the remainder of this subsec-
tion. Imagine that the real world w is as depicted in Figure 2 with
three objects M, C, S on the table, where M is a mug (with a han-
dle), C' is a large coffee pot, and S is a sugar box:

w = On(M) A On(C) A On(S) A
Is(M, Mug) N Is(C, Coffee) N Is(S, Sugar)
However, the robot correctly identifies the mug only when positioned
at the table’s short side, otherwise it does not see the mug’s handle
and thus mistakes it for a cup. Furthermore the sugar box is hidden
by the coffee pot when the robot is standing on the long edge. Except
for the case when the robot does not see the mug’s handle, the sensed
position is correct. In logic:
w = OSR(s,z) =z = obj(M) V
x = obj(C) Vv
x = type(C, Coffee) V
(LA @ = type(M, Cup)) v
(=L A (z = 0obj(S) Vv
x = type(M,Mug) V
x = type(S, Sugar)))

In this scenario, the following properties hold:

Figure 3: The point cloud as seen by the robot in Figure 1 and in the first
perspective in Figure 2. The dark edge is the long edge of the table faced by
the robot. Black color indicates shadow areas. Note that the sugar pack and
mug handle are not visible.

1. ¢,e,w,h |= [s][f]KIs(M, Cup)
After sensing only from the long side, the robot erroneously thinks
M is a Cup:
Let g stand for hig . We have e, g, (s) = Slis(M, Cup) and
e, g, (s) = S2Is(M, Mug) since there is just one sensing. This and
the definition of ¢¢ give that we have w'[Is(M, Cup), (s)] = 1 for
allw’ € e [#90,

2. ¢,e,w, h = [s][f][m][s][forget(f)][f]KIs(M, Mug)
After sensing from both sides and forgetting the first fusion, the
robot correctly believes M is a Mug:
Observe that e]? 9 (sfmsforeet®).f)
where g stands for A ¢ o forger(r) fy» DECause condition (a’)
means that forget(f) undoes the epistemic effects of the first
f. Furthermore we have e, g, (s,m,s) = SiIs(M,Mug). Thus
w'[Is(M, Mug), (s)] = 1 forall w’ € e [#9&msf)

3. ¢,e,w,h = [8][f|"K(z = M Vz=C = On(z))
After sensing once and fusing, the robot does not believe that M
and C are the only objects on the table:
There is some w’ € esuchthatw’ |= (x = MVz =CVx =r D
On(s)) NIs(M, Cup) AIs(C, Coffee) for an arbitrary ¢ {M, C'}.

ey (sF)

LR

Since w’ agrees to the fused sensing results, w’ € e [
Hence (x = M V x = C = On(x)) is not known.

4. ¢,e,w,h |= [s][f][c]K(x = M Va=C = On(x))

After additionally closing the domain, the robot thinks M and C'
are the only objects on the table:
Let g stand for h{ ¢ . Notice that for all w' € e |9 (sfe)
w',(s,f,c) = On(M) A On(C) holds because otherwise
condition (b) for e[?9 " would be violated. To see that
w'[0n(r), (s,f,c)] = 0 forall » ¢ {M, C}, suppose w1, w2 €
e 1?90 and wi [On(r), (s,f)] # wa[On(r), (s,f)]. Such w;
and wo exist as argued in the previous property. Then due to con-
dition (c) of e | #9594/ [CW(c,T), (s, f)] = 0, which implies
that w'[On(r), (s, f)] = 0.

5. ¢,e,w,h = [s][m][s][f][K(z=MVz=CVzx=S D On(zx))
After inspecting the table from both sides and fusing these sens-
ings, the robot believes that M, C, .S are on the table:

Let g stand for hi, ., q. For each » € {M,C,S} we
have e,g,(s,m,s) | Sl!On(r) and thus by condition (b),
w'[On(r), (s,m,s, f)] = 1 for each w’ € e [#9Emh)

4 RELATED WORK

Reiter’s situation calculus in its original form [14] does not account
for sensing actions and the agent’s knowledge or belief. An epistemic



extension [15] by Scherl and Levesque added a possible worlds se-
mantics within classical first-order logic. Lakemeyer and Levesque
[8] gave a semantic account of that in the modal first-order logic &S,
which itself is the basis of ESF. In both, the original Scherl-Levesque
framework and &S, actions have binary sensing results and after such
a sensing action, the agent knows the sensing result immediately.

Other action formalisms like SADL [6], the event calculus [5], and
the fluent calculus [18] have or can be extended to have a notion of
knowledge, too, but they do not address the problem of contradictory
sensing results and their fusion.

An extension of the epistemic situation calculus by Bacchus et al.
[1] incorporates Bayesian belief update. This requires an error model
in the form of an action likelihood function that formalizes the gap
between reality and the robot’s mind. For example, it may express
that the actual result of a sonar sensor is normally distributed around
the real distance. Action likelihoods give rise to a probability distri-
bution of the possible worlds. While this distribution is discrete in
[1], Belle et al.’s variant [2] allows for continuous ones. In scenarios
we have in mind for ESF, however, such a precise error model is not
known.

Our sensing histories are somewhat related to IndiGolog’s [3] con-
cept of histories. It differs, however, in that we interpret sensings as
epistemic states and have a notion of sensor fusion, whereas Indi-
Golog assumes correct sensors and adds the their binary results to
the theory during on-line execution.

Shapiro et al. [16] presented a theory for belief change in the sit-
uation calculus. They specify initial beliefs with a = operator in the
spirit of counterfactuals. Sensing results then trigger belief change.
This concept could be applied to the cup vs mug problem: we believe
an object is a cup until we see it has a handle, in which case we be-
lieve it is a mug. In [16] sensing results are assumed to be correct,
though. We allow for incompatible sensing results by deferring their
epistemic effect to a fusion action. A belief revision scheme to deal
with contradictory fusion results remains future work.

The closed world assumption was introduced by Reiter [13]. Et-
zioni et al. [4] applied a local closed world assumption in a dynamic
environment. They also account for loss of closed world information,
which we in a way allow by forgetting.

The forgetting mechanism of ESF is essentially the same as the
one proposed by Rajaratnam et al. [12]. This notion of forgetting is
fundamentally different from Lin and Reiter’s logical forgetting [10].
We refer to [12] for the details.

KNOWROB [17] is a recent example for a robotic knowledge pro-
cessing system. It acts as a database providing virtual knowledge
bases which can be queried from the task reasoner. It gathers infor-
mation from various sources like ontological databases or sensors.
Each sensor detection is stored as a new instance. Queries then aim
at retrieving the latest information, rather than fusing information and
dealing with inconsistencies explicitly. Active perception is not per-
formed by the system itself, but relies on an executive to orchestrate
the proper action sequence.

5 CONCLUSION AND FUTURE WORK

In this paper we presented a logic for reasoning about knowledge in
the presence of actions which may yield incorrect and incompatible
sensing results. This addresses a real need we encounter in our work
with robotics. To deal with this problem, our logic differs in several
ways from most previous approaches. Firstly, it allows to sense an
unbounded number of objects and the purported sensing results to
vary over the course of action, contradicting themselves and reality.

We remark that this does not necessitate second-order logic. Rea-
soning can be done by inspecting specific real worlds which specify
certain (incorrect) sensing results. Secondly, sensing actions do not
affect knowledge immediately. Instead, this effect is deferred to a fu-
sion action. Thirdly, actions can apply a local closed world assump-
tion to solidify the agent’s episteme. Finally, the forgetting mecha-
nism allows to mitigate the epistemic effects of preceding actions.

The next step is to extend ESF to deal with uncertainties in sens-
ing results. We also plan to deploy a decidable subset in the spirit of
ESL [9] on our robots. Lastly, we aim to integrate a theory of belief
so that incompatible sensor fusions do not make the agent’s knowl-
edge inconsistent but revise his beliefs appropriately. In the context
of a larger project on hybrid reasoning® we plan to make use of the
concepts of ESF for active perception.
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