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Abstract—Cooperative vehicular systems have the potential
to significantly increase traffic efficiency and safety. However,
they also raise the question of to what extent information that
is received from other vehicles can be trusted. In this paper
we present a novel approach for increasing the trustworthiness
of cooperative driving through a model-based approach for
verifying membership views in vehicular platoons. We define a
formal model for platoon membership, cooperative awareness
claims, and membership verification mechanisms. With the help
of a satisfiability solver, we are able to quantitatively analyse
the impact of different system parameters on the verifiability of
received information. Our results demonstrate the importance of
cross validating received messages, as well as the surprising diffi-
culty in establishing correct membership views despite powerful
verification mechanisms.

I. INTRODUCTION

Platoons of vehicles represent an instance of cooperative
intelligent vehicles that have reached a relatively high matu-
rity level [4]. Already today, vehicles are able to use radar
technology to maintain a constant distance to the vehicle in
front and thereby reduce fuel consumption. Moreover, an inter-
vehicle communication standard for platooning is currently
being developed by ETSI [10].

We argue that secure group membership is a crucial com-
ponent for future vehicular coordination systems. Accurate
and up-to-date membership views are needed in platoons for
two main reasons, (1) reliable group communication (2) for
the leader to make safe and appropriate driving decisions.
The key challenges to implementing accurate membership for
vehicular environments are the unreliable nature of wireless
communication, the high level of dynamism in vehicle move-
ments, interaction with non-automated vehicles [22], and the
increased security risks associated with external communica-
tion interfaces.

Current vehicular systems have been shown to be vulnerable
to unauthorised remote access [6]. Automotive manufacturers
compete with features ranging from advanced driver assistance
to social networking and third party applications (e.g., Ford
Sync), thereby further increasing the attack surfaces. Potential
incentives for attacks can range from financial gain (blackmail-
ing) to political motives and vandalism. In addition to security
measures that prevent core systems from being compromised,
the philosophy of defence in depth tells us that we should
also design cooperative algorithms to be robust in presence of
compromised (or faulty) vehicles. Therefore, we consider an

arbitrary (or Byzantine) node fault model which includes both
unintentional and intentional (malicious) faults. Note that a
vehicle can be faulty due to harmful code without the driver’s
knowledge.

The problem of platoon membership views is very much
related to the concept of membership in distributed sys-
tems [7], but there are also differences. Consider the scenario
depicted in Fig. 1. There are three vehicles A,B,D travelling
in a formation. However, the last vehicle D has received its
membership view from another faulty vehicle C. If we were
to ignore the vehicular domain and consider this system as
just four nodes in a distributed system, this could be seen
as two separate groups, AB and CD (since D joined the
group announced by C). However, in the vehicular domain
this situation is potentially dangerous since the braking action
of A might not be properly propagated to vehicle D. This
shows that it is desirable for the platoon membership view to
correspond to the physical formation of vehicles.
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Fig. 1. Scenario with an incorrect platoon membership view

This scenario can be prevented in several ways. One option
is that platoon groups are formed manually by drivers that
have reason to trust each other (e.g., if employed by the same
company). Another option is to allow dynamic formation of
platoon groups, but require a human to supervise and verify
all membership changes. A third option would be to prevent
the possibility of any vehicles ever acting maliciously (e.g., by
requiring certified software and trusted platform modules [12]
to prevent execution of unauthorised code). However, this does
not prevent cases where the incorrect membership view is a
result of a non-malicious fault. It also requires that encryption
keys are properly managed and are not compromised as seems
to have happened in other domains [20]. Finally, specific
mechanisms can be used to detect false position informa-
tion [15] under some circumstances.

In this paper we ask the question: under which conditions
is it possible for a vehicle in a platoon to automatically verify
that the membership view that it has received from the platoon
leader corresponds to the physical formation of vehicles?



The purpose of this investigation is to assess the conceptual
mechanisms that can be used to verify the correctness of
membership views. Moreover, we believe that the ability to
reason about membership views in a stringent manner could
also be useful as component in a security framework, similar
to what has been done in other fields [18].

Our approach is based on the idea of performing a case-
based analysis of the information that is received by a vehicle.
Consider the situation depicted in Fig. 2. We perform the rea-
soning from the point of view of one particular vehicle called
the ego vehicle (i.e., the vehicle for which the assessment is
performed). The use of an ego vehicle is a common method
for modelling behaviour of vehicles interactions (e.g., see [1]).
The ego vehicle is not to be considered a special vehicle,
but as a representative of any vehicle capable of participating
in a vehicular platoon. Vehicles receive information from
surrounding vehicles through cooperative awareness claims,
and platoon members receive a platoon membership view
from the platoon leader. The vehicles will also have some on-
board sensors like distance radar and cameras. In Section II
we describe an abstract and formal model of such a system.
The information received by the ego vehicle should normally
be consistent, but there might be cases where erroneous data
is received. To detect such cases, it is reasonable to have
verification mechanisms that can be used to ensure that the
received information is indeed correct. In Section III we
describe six verification mechanisms for this purpose.
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Fig. 2. Conceptual view of the information received by the ego vehicle

However, even if the verification tests are passed, the
membership view might still be incorrect if some of the
vehicles in the vicinity are faulty, thereby causing them to
convey false information. Thus, if the ego vehicle is suspicious
(as it should be), it could potentially consider a number of
cases that all match the received information but where the
membership view is incorrect (depicted in the figure as the set
of matching scenarios). In Section IV we present a modelling
framework that provides this type of reasoning. In particular,
for a given set of inputs, this framework can enumerate all
the scenarios that match the input. The more information that
can be gathered and verified about the environment, the fewer
matching scenarios will be found. In the ideal case, there is just
one possible scenario (i.e., the membership view is correct by
necessity). In Section V we show how the various verification
mechanisms impact the number of matching solutions.

To summarise, the contributions in this paper are threefold.

o A formalisation of platoon membership views and ver-
ification mechanisms with which a vehicle can validate
these views.

« A basic constraint-based framework for enumerating all
physical solutions that match the information available to
a vehicle.

« An experimental evaluation of how factors such as length
of membership views, and different verification mecha-
nisms affect how confident a vehicle can be that its view
of the world is indeed correct.

II. SYSTEM MODEL

In this section we present the system model and explain our
basic assumptions. We have consciously avoided making the
model very complex in terms of time and space. Our focus
is on the basic properties of membership views and how a
vehicle can verify that the view is correct. On a high level we
model the system as a tuple (V, M, A, P,C) as follows.

e VV - an unbounded set of vehicles

e M - an unbounded set of membership views

o A - an unbounded set of cooperative awareness claims
e F' - a set of functions

o C - a set of constraints

The sets V, M, A represent the subjects in the model. The
model also includes constants' of these types with special
meaning, like the ego vehicle e € V. The functions in
F' allows Boolean predicates and composite properties to
be defined for the object domains, for example the model
contains a Boolean predicate correct(v) that denotes whether
a vehicle v is correct or faulty. Finally, the set C' contains the
constraints which can be used to include factual statements
and assumptions in the model. For example, our model include
the constraint correct(e), where e is the ego vehicle, which
means that the ego vehicle is assumed to be non-faulty. The
constraints are expressed as formulae in first-order predicate
logic.

We now proceed to give a more detailed explanation of
the model, by considering vehicles, membership views and
cooperative awareness claims separately.

A. Vehicles

Constants In this paper we are interested in a fairly specific
scenario, namely a vehicle which is part of a platoon that
wishes to verify that the membership view it has received is
correct. In addition to the ego vehicle e introduced above,
the model includes an array of vehicles f = [v1,...,v,],
that represent the physical formation which the ego vehicle
belongs to. The vehicles that are not part of the formation
f can also be formed in platoons, but we do not model this
explicitly. Finally, there is a constant nil € V' which is used
when representing arrays with variable length.

Functions There are essentially four functions related to the
vehicle domain V.

Iformally a function with arity 0



e absolutePos: V' — N, denotes the longitudinal position
of the vehicle. We have chosen a discrete value domain,
as it suffices for our high-level analysis of the problem.

e vehicleInFront: V — V, if a vehicle is part of the
formation, this function denotes the vehicle in front of it.
For the leader vehicle the value is of this function is nil.

e vehicleBehind: V — V, if a vehicle is part of the
formation, this function denotes the vehicle behind it. For
the last vehicle the value of this function is nil.

e correct: V. — {0,1}, denotes whether a vehicle is
correct or faulty.

Constraints The model includes a number of physical
constraints that ensure that the vehicles in the formation have
physical positions that are consistent with respect to each
other, that there is no overlap between vehicle positions, and
no other vehicles drive too close to the formation. Other than
this, there are no constraints on the positions of vehicles not
in the formation. We conceptually consider them all to be in
another lane.

As previously mentioned the ego vehicle is assumed to
be correct. Moreover, the ego vehicle is always part of the
formation f.

B. Membership views

The membership views provide the participating vehicles
with information of the platoon configuration. In our current
model, these views always originate from the platoon leader.
Moreover, we do not consider the process of actually forming
membership views, see [13], [22] for more on this topic.

Functions There are five functions related to the member-
ship views.

e member: M x N — V, denotes the actual members in
the view. We model this as a binary function, that results
in nil for all positions that are outside the range [1,n]
where n is an integer number that represents the length
of the membership view.

e sender: M — V, denotes the sender of the view. In the
current model sender(m) = member(m,1), meaning
that the sender is always the platoon leader.

e believedView: V — M, denotes the membership view
that a particular vehicle believes to be true.

o consistentView: M — {0,1}, this function checks
whether a membership view is well-formed. For example,
all vehicles should be distinct, and the view should
contain at least one vehicle.

e honestView: M — {0,1}, this function asserts that the
view is consistent with all the information known by the
sender of the view.

Constraints There are two basic constraints related to
membership views in our model:

e All correct vehicles in the formation f has a
believedView that satisfies consistentView and
where it is a member.

o If the sender of a membership view is correct, then
the membership view satisfies honestView.

C. Cooperative awareness claims

The cooperative awareness claims represent an abstraction
of the cooperative awareness messages that are part of the
ETSI ITS standard [10] for inter-vehicle communication. Sim-
ilarly to the membership views, we do not explicitly model
time. A claim can be seen as the combination of all messages
that have been received from a particular vehicle and that can
still be considered as temporally valid.

Constants The model contains a single awareness claim
constant nilClaim € A, which represent lost messages (i.e.,
there are no recent enough messages that can be used as a
claim).

Functions There are five functions related to awareness
claims.

e sender: A — V, denotes the sender of the awareness
claim.

o myAbsolutePos: A — N, the claimed physical position
of the sender.

e myPlatoonPos: A — N, the logical position in the
platoon if the sender claims to be part of one.

o myPlatoonLeader: A — V, the leader of the platoon
that the sender claims to be part of.

e receivedClaim: V x V' — A, denotes the awareness
claim received by one vehicle from another. Note that
this can be the nilClaim to allow for message loss.

Constraints The constraints related to cooperate awareness
claims state that the information associated with a claim
coming from a correct vehicle will also be correct.

D. Additional assumptions

In additions to the assumptions given as constraints in the
basic model described above, we have added some constraints
that can be seen as basic verification mechanisms.

o A correct vehicle knows if it is the first or last vehicle in
a formation.

o All claims are signed so a vehicle cannot pretend to be
another vehicle. This is consistent with the ETSI ITS
standard that includes signed messages.

o A vehicle cannot send two conflicting claims.

We are well aware of the fact these are strong assumptions
(in particular the third assumption) that themselves require ap-
propriate security mechanisms. Relaxing them means opening
up for even more attacks than what is already possible in our
current model. Our objective is not to propose some particular
mechanism that will solve all security problems related to
platoon membership. Instead, we are assessing the relative
strength of various verification mechanisms and demonstrate
that even with strong assumptions on secure communication,
it is difficult to completely rule out the possibility of incorrect
membership views. Therefore, we believe that these assump-
tions are warranted.

Note that while these assumptions prevent sybil attacks [24],
the fact that model allows for unbounded number of vehicles,
one can easily mimic a sybil-attack in this model by adding
more vehicles.



III. VERIFICATION MECHANISMS

In the ideal case, each vehicle has enough information from
on-board sensors and surrounding vehicles to be able to verify
and validate that the membership view it has received from
the platoon leader is trustworthy. However, if the vehicle is
not able to verify the trustworthiness of surrounding vehicles,
and lacks high-quality information of its surroundings, then it
might not be able to conclude that the membership view is
really correct.

In this section we discuss six different mechanisms which
a vehicle can employ to verify that a membership view
is correct and trustworthy. Each of the mechanisms have
different hardware requirements and might or might not be
straightforward to implement in a real system.

A. Claim consistency and completeness

a) Verification of claim consistency: In our model a
vehicle receives claims from surrounding vehicles and a mem-
bership view from the platoon leader. This claim consistency
verification requirement dictates that for all the claims received
by the ego vehicle, they match the membership view. In
particular, the claimed position (both absolute position and
platoon position) and the claimed platoon leader must match
the membership view.

b) Verification of completeness: Given a membership
view, the property of verified completeness holds if for every
member of the view there is an awareness claim c that have
been received by the ego vehicle. Note that this verification
mechanism only ensures that the ego vehicle has received a
claim from every vehicle in the membership view, not that
their content is consistent.

Having this mechanism does not necessarily come without
cost. With the current communication technologies and restric-
tions on antenna placement on vehicles, direct communication
between all platoon members might not be possible with
reasonable quality. To ensure full functionality, it has been
proposed that messages from the platoon leader is propagated
in a multi-hop fashion. In such a scenario, it would be much
more expensive to ensure that all members receive continuous
updates from all other members.

B. Verification of vehicle identity

Many instances of erroneous membership views can be
prevented if the participating vehicles are able to check the
identity of the vehicles around them. This could for example
be achieved with the help of cameras and automatic license
plate recognition. While there are many ways this particular
technology could be compromised (e.g., false license plates)
our focus is not primarily on the underlying technology but
rather the effect of being able to identify vehicles.

We consider the ability to identify the vehicle in front and
the vehicle behind as two separate mechanisms. This can for
example be motivated by the fact that the trailer of a heavy-
duty vehicle is a separate entity which is potentially owned
by a different company than the truck owner.

C. Position-based verification

The third an final category of verification mechanisms
that we have investigated relates to the physical position of
vehicles. As vehicles are moving along the road, we are
primarily interested in their relative position to each other.

c) Verification of distance to correct vehicles: Given a
membership view m this mechanism verifies that for every
pair of correct vehicles v;,v; in the view, the actual physical
distance between v; and v; is the same as the distance between
the claimed positions of the two vehicles.

d) Verification of inter-platoon distance: One of the at-
tack types against platoon membership is that given a physical
formation f = [vy,...,v,], multiple membership views are
sent out, e.g., containing [v1, ... v;] and [V;41,. .. V). Assum-
ing that vehicles are able to receive membership views from
nearby platoons, they can verify that for any two membership
views, m; and mao, the vehicles in those views are separated
by a minimum distance. This also means that the vehicle
would need to be able to overhear membership views of nearby
platoons.

IV. MODELLING FRAMEWORK

In this section we briefly describe the architecture and
design of our modelling framework.

A. System overview

Fig. 3 shows the structural overview of our software frame-
work, which is implemented using the Python language. The
core of the framework is an assessment module. The input to
this module is the system model constraints described in Sec-
tion II, the verification mechanisms described in Section III,
and finally what we chose to call a knowledge base. The
knowledge base captures all the specific auxiliary information
that is known about the system. For example, if we are
interested in a scenario where the ego vehicle has received
a membership view with two members, then we encode this
as a constraint and add it to the knowledge base.

Given these inputs, the assessment module uses the Mi-
crosoft Z3 constraint solver to systematically reason about the
existence of solutions that match the given constraints. The
assessment module can be used both to count the number of
matching solutions, as well as to generate a specific scenario
and visualise it using the Matplotlib library.

B. Potential use cases

The purpose of our proposed modelling framework is
twofold. First, it is useful as a research and design exploration
tool to investigate the impact of various system design choices
with regards to system trustworthiness. In this paper we use
it primarily to evaluate the impact of various membership
verification mechanisms.

We also envisage how this tool can be used as an integrated
component in a platoon membership management software.
In such a case, the “Knowledge base” described in Fig. 3 is
dynamically instantiated with the actual information contained
in messages received by a vehicle. Querying the model for
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Fig. 3. Modelling framework overview

possible solutions that match the available information, there
would be three possible outcomes:

o There are exactly O possible solutions. This means that
the vehicle has received conflicting information, meaning
that a fault or attack has occurred.

o There is exactly 1 possible solution. The vehicle has
reason to trust the membership view. Provided that the
modelling assumptions hold, there is no way that an
attacker could have corrupted the membership view.

e There are more than 1 possible solutions. There is no
obvious conflict that have been observed, but there is a
possibility that the membership view is incorrect. Further
action to rule out faults or attacks is recommended.

V. EVALUATION

In this section we use the modelling framework to quantita-
tively assess the impact of varying key system parameters on
the number of possible (faulty) scenarios. We begin the section
by describing the experimental setup and the quantitative met-
rics we have used. We then consider three parameter types, the
length of the membership views (as defined in Section II-B),
the verification mechanisms and finally the number of faulty
vehicles in the system.

A. Experimental setup

We configured the system to count the number of solutions
that matched a given set of inputs. As detailed in the following
subsection, we counted the number of solutions for different
physical formation lengths and positions of the ego vehicle. In
theory a formation can be of unbounded length, but in practice
platoons cannot be arbitrarily long. Thus, we put a limit of the
length of the physical formation to 7.

Unless otherwise stated, we performed these experiments
with the assumption that the ego vehicle has received a
membership view of length 3 and that the ego vehicle itself
is in second position. Moreover, the default setting in the
experiments is that the number of faulty vehicles is limited
to 2. Table I provides a summary of these default parameters.

B. Evaluation metrics

We now proceed to explain the metrics we used in the
evaluation since they are in themselves quite complex.

TABLE I
DEFAULT EVALUATION PARAMETERS

Parameter Value

Max formation length 7
Membership view length 3
Ego position in membership view 2
Max number of faulty vehicles 2

Number of solutions For a given set of constraints, the
constraint solver will either find a solution or not. By varying
some of the input constraints that represent the physical reality
in a systematic manner we can count how many representative
scenarios there exist for a given configuration. In particular, we
consider as input different lengths of the physical formation
and the location of the ego vehicle within the formation. If
we let n = |f| be the length of the physical formation and
p € [1,n] be real position of the ego vehicle within the
formation, then a scenario is represented by the pair (n,p).
We count the total number of solutions when varying (n, p).
For a given maximum formation length N = 7 as we used
in this evaluation, there can be at most N(N + 1)/2 = 28
solutions.

While there might be many possible model instances (in
some cases infinite) for a given pair (n,p), we only count 1
or 0, depending on whether there is at least one solution or
not.

Number of microscopic solutions As a variation to the
metric above, scenarios can be further differentiated. In ad-
dition to the parameters n and p, we add a mapping c :
{1,...,n} — {0, 1}, that for each vehicle in the formation
denotes whether that vehicle is correct (non-faulty). A scenario
is thus represented by the triple (n, p, ¢). We define the number
of microscopic solutions by varying this triple and counting
how many of them that have a solution. Given that the ego
vehicle is always correct, the total number of microscopic
solutions for N =7 is Zf\il 2071 = 769.

Shapley value Finally, we introduce a metric specifically
to assess the various verification mechanisms. The problem
is that the different mechanisms interact with each other in
complex ways, meaning that one cannot easily evaluate them
separately. To overcome this pedagogical challenge, we make
use of a concept from game theory where the contribution
of different players in a game can be quantified in a “fair”
manner. In our case the players correspond to the verification
mechanisms described in Section III. The Shapley value ¢;
for a verification mechanism (or player) ¢ can be defined as:

o= > PR E=Rusua - o) o
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where V is the set of all six verification mechanisms, v(S)
denotes the number of solutions that can be ruled out with the
help of the subset of verification mechanisms S. Intuitively,
the Shapley value calculates the average marginal contribution
of each player for all possible orders of adding players. This
formulation can be shown to have a number of desirable



properties for fairly dividing some particular cost. However,
for the purpose of this paper, we are interested in this concept
simply as a metric to assess the impact of a given verification
mechanism to the ability to verify trustworthiness of member-
ship views.

C. Membership view length

The first experiment is designed to investigate how the
length of the membership view and position of the ego vehicle
in the view affects the number of solutions that matches the
information currently known by the ego vehicle. Fig. 4 shows
the number of solutions for five different view lengths and all
the possible positions of the ego vehicle for each view length.
The y-axis shows the number of distinct solutions in each case.

20 TT T T T

Membership Membership Membership
view view view Membership
length 3 length 4 length 5 view
length 6
15
I
c
o
=1
=3
°
a
s 10 I\/!embership B
5 view
o length 2
1S
=3
=
| ‘ ‘ |
0
12 123 1234 12345 123456

Position of ego vehicle

Fig. 4. The number of matching solutions for various platoon membership
view lengths and position of the ego vehicle within those views.

The first thing to note in this figure is that if a vehicle is
the head or tail of a membership view, then there are fewer
solutions that would match what is currently known by the
ego vehicle. This can be directly attributed to our assumption
that a vehicle knows when it is at the head or tail of a platoon
by the virtue of its on-board sensors.

The second phenomena that can be seen in the figure is
that longer membership views correspond to slightly fewer
solutions. While this might first seem counter-intuitive it can
be explained by one of the experiment parameters which limit
the number of faulty vehicles to 2. A longer false membership
view requires more vehicles to be faulty, so there are fewer
solutions when there are at most 2 faulty vehicles.

Note that even if the ego vehicle (which is assumed to
be correct) is the platoon leader, there is still a possibility
of erroneous membership views. This can happen since the
platoon leader needs information from the platoon members
to form a membership view. If the platoon leader receives
incorrect information, the resulting membership view can also
become incorrect even if the platoon leader is correct.

D. Verification mechanisms

One of the main research questions that motivates this work
is to systematically find out how powerful different verification
mechanisms are in terms of avoiding false membership views.

We designed an experiment with six distinct verification
mechanisms as described in Section III. We then ran the model
with all 26 = 64 possible combinations of mechanisms and
logged the number of solutions possible for each combination.
Each of the mechanisms can be shown to have an effect in at
least some combination with other mechanisms, but some are
stronger than others.

Fig. 5 shows the Shapley value for each of the six veri-
fication mechanisms for the scenario of a membership view
of 3 vehicles and the ego vehicles is in second position. This
particular choice of parameters is chosen since it maximises
the potential number of solutions (cf. the first configuration
with 15 solutions in Fig. 4). The sum of all Shapley values in
this case is 12 which corresponds to the number of solutions
that can be ruled out given that all verification mechanisms
are activated (there are 3 solutions that cannot be ruled out,
15 -3 =12).

Shapley value
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Identity
behind
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to correct distance
vehicles

consistency in front

Verification mechanism
Fig. 5. The relative strength of the different verification mechanisms.

The first thing to note is that all verification mechanisms
have a non-zero Shapley value which means that there is
at least one configuration where that particular detection
capability has an impact. Secondly, we see that there are
three mechanisms that are significantly more powerful than
the three least effective mechanisms. Starting with the most
powerful capability, the requirement that claims are received
from all members in a membership view clearly rules out
many solutions in which the view can be false. Surprisingly,
this capability is even more powerful than the ability with
second highest Shapley value, which is to cross-check all the
received claims and membership views to make sure that there
are no contradictions. The third most powerful capability in
this ordering is the ability to verify distances to other platoons
in the system which can be used to rule out two platoons that
drive so close as to be a single formation.

The other three verification mechanisms all received a
Shapley of 0.375 for this particular parameter setting. This
seems to indicate that they are less effective methods in
terms of pure number of solutions that can be ruled out.
However, further analysis is probably needed, since we have
not considered the fact that some solutions could potentially
be more dangerous than others.



E. Fault cardinality

In a cooperation where the majority of the involved mem-
bers are faulty, it can be difficult to ensure information
accuracy. This holds true also for platoon membership views.
The final experiment is intended to find out exactly how the
number of attackers impact the ability of an correct vehicle
to have confidence in its membership view. In Fig. 6 the
number of possible physical solutions for a given membership
view is shown for varying number of attackers and verification
mechanisms. The red bars in the figure represent the number
of solutions when only the basic verification mechanisms are
available, and the green bars correspond to the case when the
vehicle has all of the verification mechanisms from Section III.
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Fig. 6. The number of matching solutions for varying number of faulty
vehicles.

If only the basic verification mechanisms are available,
even a single attacker can corrupt the membership view of
another vehicle. In contrast, if all the detection mechanisms
are available then a single attacker cannot impose a false
membership view on the other vehicles in the platoon (this
is represented in the figure by the single solution indicated
by the first green bar). With two colluding attackers, there are
some cases of false membership views that cannot be detected.

Somewhat unexpectedly, if the number of attackers is unlim-
ited, then there are just as many false membership solutions
possible with and without verification mechanisms. Another
way to put it is that with enough colluding attackers, there is no
way to protect oneself against false membership information.

There are two interesting questions that arise from this
negative result. The first question is how likely is a scenario
where there are more than two attacking entities that try to
disrupt platoon membership views? The second questions is
whether the detection mechanisms discussed in this paper are
really worthless in such a case, or whether there is a way
forward even in this worst-case scenario. We will not try to
answer the first question in this paper, as it is outside our
current scope, but we consider it as an interesting topic for
further work. With regard to the second question, there are
some insights that can be gained by considering the number
of microscopic solution metric discussed above. Given this
way of counting solutions is shown in Fig. 7.
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Fig. 7. The number of matching microscopic solutions for varying number
of faulty vehicles.

Obviously, this way of counting results in a significantly
higher number of solutions. The reason we are interested in
this (otherwise slightly esoteric) metric is the case of unlimited
number of attackers. Whereas in Fig. 6 there was no difference
between having no extra verification mechanisms, and having
the full set, Fig. 7 shows a drastic difference. This tells us
that even if a vehicle might not be able to rule out false
membership view in the case of multiple colluding attackers,
it seems realistic that additional verification mechanisms could
help.

VI. RELATED WORK

There is a wealth of research related to security in vehicular
networks, see [9] for a recent survey. Given the legacy from
research on MANETs many of the earlier works focused on
security issues with regards to routing [15]. As the technology
of inter-vehicle communication matured and became standard-
ised, the focus shifted to warning systems and how to prevent
spreading of false information [5].

There are several works that propose security measures
based on some kind of data-verification. Dietzel et al. [8] use
clustering to filter out false information in an aggregation-
based protocol for information on vehicle speed in an area.
Jaeger et al. [14] use Kalman filters to predict mobility move-
ments of surrounding vehicles and compare that with the ac-
tually received information. This allows the system to identify
non-plausible vehicle movements. Generally, verification can
only be done if there are two independent information sources
that can be compared. Aslam et al. [2] explore mechanisms to
forward data using independent groups of vehicles, either by
separation in space or by separation in time.

Our work touches on the problem of how to achieve
agreement between cooperating vehicles in presence of failures
(e.g., [11]). A key difference is that we are mainly concerned
with how to determine the appropriate group (that correspond
to physical reality) in which consensus can be reached.

Security in the context of vehicular platoons have been
investigated by Studer et al. [23] who employ a combination
of ensuring validity of data over time to verify that a vehicle is



travelling in the same convoy, and distance-based verification
using time-of-flight of messages and MAC-layer timestamps.
Lyamin et al. [16] present an algorithm for detecting jamming
of messages in a platoon. Papadimitratos et al. [19] investigate
the cost of security mechanisms on the communication perfor-
mance and the implications for safety in an extreme platoon
scenario with 100 vehicles.

Compared to the above approaches, our work can be seen as
largely orthogonal. Our focus is not to provide a mechanism
for intrusion detection, but provide the possibility to reason
about such mechanisms in a formal manner. As a preliminary
step in our analysis of security of platoon membership we
performed manual analysis on some security measures [3].

VII. CONCLUSION AND FUTURE WORK

We have presented a model-based approach for reasoning
about correctness of platoon membership views. We presented
a basic model with the bare minimum in terms of cooperative
awareness claims, membership views and physical positions of
vehicles. Still, this model allows us to automatically generate
attack scenarios in a manner that would require significant
manual effort even for the basic cases.

In our evaluation of how effective various verification mech-
anisms are in ruling out the possibility of scenarios with er-
roneous membership information, there were two unexpected
outcomes. First, while we expected that having complete
information from all platoon members would be important, the
fact that it was much more important than actually checking
claim consistency was a surprise. Second, we expected the
ability to verify the identity of vehicles in front or behind to
be more important than the quantitative analysis suggests.

While we believe the approach presented in this paper
could potentially be valuable as a component in a security
framework (e.g., [21]), there are some limitations that war-
rant further investigation. Obviously, the information being
exchanged between the vehicles can be extended with more
details about position, speed and various other sensor data
readings. Moreover, while our framework allows a vehicle to
explicitly trust one or more neighbouring vehicles, it would
be interesting to allow multiple trust levels [17] that can be
based on historical interactions.

Our assessment of verification mechanisms in this paper is
purely quantitative in terms of counting how many scenarios
with erroneous membership views that can be ruled out. It
would be interesting to rank these scenarios according to
severity and likelihood. Having 10 possible scenarios that are
all low-risk scenarios would probably be preferable to having
3 possible scenarios associated with high risk.

In ongoing work we are integrating our framework as a
component in a platoon membership protocol to assess its
behaviour in a simulation environment with varying traffic
conditions.
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