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This work studies the energy and quality of service (QoS) trade-off in the context of mobile
devices with two communication interfaces (a high energy and a low energy interface). We
propose an optimisation scheme during underload scenarios where proxy groups are
dynamically formed exploiting both interfaces. The scheme integrates a reward mecha-
nism that compensates a proxy while carrying other group members’ traffic, and deals with
churn (joining and leaving of nodes) in a cell area. For traffic flows that approximate
knowledge about current services we show that the scheme can achieve energy savings
of 60% for all mobile nodes as whole. We also demonstrate the impact on disruption-sen-
sitive flows as a function of the traffic mix, and that the use of rewards for selection of prox-
ies is a fair mechanism in the long term.
� 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction

Networking is intertwined with the fabric of social and
professional activities and reliance on mobile communica-
tion infrastructures, such as 3rd generation cellular commu-
nication (3G), WiFi access points, and future generations of
these technologies seems indispensable. Seamless mobility
is supported by the cellular infrastructures, which have tra-
ditionally been designed with load maximisation and high
availability in focus. Ubiquity of smart devices (phones,
pads, phablets) has made the above quality of service
(QoS) requirements more vivid. The call for sustainable
information and communication technology (ICT) has, how-
ever, added another dimension to the equation, namely the
need for optimising energy consumption.

Several major works focus on reducing the energy foot-
print of the infrastructure nodes (e.g., [1–3]), which by
some estimates constituted 90% of the total communica-
tion energy a few years ago [4]. However, with 50 billion
devices stipulated to be connected all the time [5], the
device energy becomes an important part of the overall
energy optimisation. Although device energy use may be
small for each unit, with a system perspective, it makes a
considerable sum in total.

On top of this contributing factor to the ICT carbon foot-
print we have an Internet user service availability aspect
meaning that the length of uninterrupted use of a device
should be maximised for a given user. This essentially
amounts to optimising the use of battery resources. From
a communication perspective the saving can be achieved
in the device within different layers: hardware and firm-
ware (interface card, battery technology), but also software
residing in transport and application/session layer (app
development, flow management). While vendors will
continuously reduce the hardware footprint they cannot
optimise energy at packet/flow level since the device is
application agnostic. This paper focuses on the communica-
tion energy optimisation at the device level. Other energy
saving measures managed within the infrastructure
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(e.g., a base station) are complementary to the approach
we propose.

We start by asking the question: under which circum-
stances can energy be reduced with no major impact on
service? The paper starts from the premise that energy
savings are possible during intervals of time that a (sub)
network is underloaded. In general, usage scenarios consist
of periods of underload followed by periods of overload,
each demanding their own optimisation regime (one may
focus on energy whereas the other typically prioritises
throughput). Focusing on periods during which energy
savings are possible allows a smart combination of the best
of two worlds. A system continues to reap the benefits of
accessibility of a high energy access node (AN) within a cell
during overloads. However, during underloads, we form
multi-user coalitions in that cell using a low energy inter-
face in order to reduce the overall energy in these
intervals.1

Our approach includes dynamic formation of proxy
groups whereby one node acts as a proxy which is con-
nected to the high energy interface, and relays the traffic
received from/sent to members in the proxy group using
a low energy interface. In order to compensate the current
proxy for the additional energy used to transmit other
nodes’ packets, we create a reward-based sharing scheme
in which the proxy role rotates in the group. This guaran-
tees some notion of fairness among the nodes in the proxy
groups in the long term.

During overloads the bandwidth of an existing proxy
group towards the AN will not suffice, requiring reconfigu-
ration of the proxy group formations. This paper addresses
the problem of periodic (re)formation of proxy groups such
that the overall energy consumed due to data communica-
tion is optimised. The local switches within a cell, merging
proxy groups when they are underloaded and splitting into
more proxy groups when one is overloaded, are automati-
cally dealt with as part of the optimisation algorithm. Note
that the degenerate case becomes where all the nodes are
their own proxy and carry (only) their own traffic at the
high energy interface.

Since variations in load are unpredictable one needs to
perform these self-organisations based on the knowledge
of the current traffic characteristics. Our system treats
those flows that are disruption sensitive different from
those that have a more relaxed QoS requirement.

The main challenges that need to be addressed are
churn (new nodes coming into the cell or leaving the cell),
fairness (the node acting as a proxy and thereby spending
additional energy is fairly selected over a long time span),
and maintained quality of service (coalition switches
should preferably not disrupt flows that are sensitive to
reconfiguration).

If we compare the classic schemes typically deployed to
cope with these issues within networking layers, rotation
1 Note that we intentionally use the term access node to be technology
agnostic. This is a node that is connected to the existing infrastructure and
which has a relatively high energy consumption for transmissions, com-
pared to other technologies in the scenario. For example, this is a 3G base
station in the model used for evaluations in Section 4, and not a WiFi access
point.
can be considered as a choice of the forwarding node (at
IP/routing layer), while proxy group merge/split can be
considered as a means of admission control for maintain-
ing proxy load, or congestion control (at transport layer).
Addition of churn to the problem upsets both of these
schemes.

First, a fair rotation scheme may not work if the
addition of nodes is faster than the rate of feasible rotation.
Second, the overhead of frequent reconfiguring (merges
and splits) will wipe out the benefits of making coalitions
in the first place. Our first attempt at resolving these issues
is to characterise a system model under which optimisa-
tion can indeed be formulated. This scheme makes attain-
ability of energy savings (at an acceptable level of QoS
disruptions) the deciding factor. That is, reconfigurations
will only be made if overall energy savings are possible.

The contributions of the paper are as follows:

� An optimisation scheme for dynamically forming proxy
groups, that combines a high energy interface used by
proxies and low energy interfaces used by proxy group
members.
� An integrated rotation scheme, based on accrued

rewards and their expenditure, so that the proxy role
is shared in a fair manner in a dynamic load scenario.
� A scheme for reconfiguring proxy groups upon load

changes that acts as an implicit admission control for
the proxy using the high energy interface. Both recon-
figuring and rotation (under items 1 and 2 above) take
account of disruption sensitivity of flows, thereby
minimising disruption to flows that are configuration-
sensitive.

In general, the contribution of devices to the energy
consumption dynamically changes based on (a) user con-
nections to Internet services – creating non-deterministic
flow dynamics, and (b) embedded devices which do not
send predetermined packet flows in a time-driven fashion
– considered in machine-to-machine or Internet-of-Things
scenarios – creating traffic that is event-based and
dynamic.

In our traffic model we characterise 4 flow classes
covering the current services used by mobile users, and
simulate a network that implements the optimisation
scheme within a cell. The traffic flows cover applications
with soft or hard real-time constraints, or no timing
constraints.

Our evaluations (based on 3G and WiFi energy models)
show an energy saving of over 60% for all the nodes in the
system on average. We then go on to study the usefulness
of the reward mechanism as a means of implementing a
fairness criteria, and find it to be as intended within a
28 day envelope of operation (i.e., level of unfairness tends
to reduce over time). Next we characterise the degree of
disturbance to QoS levels offered in a wide range of traffic
mixes finding the mixes of traffic for which our scheme
makes a valuable trade-off between energy and QoS during
underloads.

The structure of the paper is as follows. Section 2 docu-
ments the assumptions in our optimisation scheme for the
overall energy vs. QoS trade-off. Section 3 describes the
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optimisation scheme combined with the rotation mecha-
nism. Section 4 is devoted to experimental evaluation of
the proposed techniques in a simulated environment and
Section 5 discusses potential deployment issues. Related
works are presented in Section 6, and Section 7 sums up
the conclusions as well as some future directions for work.

2. System model

Our system model is composed of a set N of mobile
devices with multiple wireless communication interfaces.
These devices are able to use local low energy interfaces
to communicate with nearby nodes, as well as the high
energy interface to communicate via an access node (AN)
which provides Internet connectivity. A proxy group is
defined as a group of mobile devices where one of them
acts as a proxy for the others. By forming optimal
energy-saving proxy groups, the mobile devices are able
to reduce their overall communication energy consump-
tion over time.

Our optimisation framework acts on the level of a single
AN cell (i.e., where communication is managed by the
same AN). The overall scheme can be replicated across an
entire infrastructure network, but for the sake of clarity
we focus on a single cell in our mathematical model as well
as in the evaluation. The optimisation logic and the rota-
tion scheme reside at the AN, which has knowledge of
the participating nodes and their current traffic demand.
Hence, at a cell level the optimisation is centralised, but
the traffic aggregation is dynamic and decentralised. In
the remainder of this section we describe the basic
assumptions which underpin this work in terms of mobil-
ity, proxy capability and traffic model.

2.1. Node mobility

Let At # N denote the dynamic but finite set of mobile
nodes that are active in the cell at time t. Nodes can enter
and leave the cell at any point in time as illustrated in
Fig. 1. A node which leaves the cell also has to leave its
energy-saving proxy group. This means that the ability of
the system to adapt to changes must match the mobility-
induced churn (rate of change for At).

Let l represent the average rate at which nodes depart
from the cell (i.e., the average time a node spends in the
cell is 1=l). We assume that this average departure rate
is bounded and not excessively high. Our proposed
Cell

AN

Fig. 1. Node mobility relative to a single cell.
approach adapts to the changing environment by periodi-
cally reconfiguring every Tstep seconds. This means that
the reconfiguration interval should be significantly smaller
than the average time a node stays in the system.

Tstep �
1
l

ð1Þ

To put this in context, in our evaluations we use 1 min as the
value for Tstep whereas Trestian et al. [6] based on a data set
of over 280,000 users report that the average time a node
stays with one base station in a 3G context is 40 min.

2.2. Proxy capability

The energy-saving scheme investigated in this paper
assumes that every node which participates in the scheme
is capable of acting as a proxy for other nearby nodes. Fig. 2
shows the general idea where the proxy nodes route data
to and from other nodes in the same cell.

For the purpose of formalisation and evaluation we
assume that all nodes within a single cell are able to
communicate with each other using the low energy wire-
less interface. Variations where only some nodes have
proxy-capability or shorter-range low-power interfaces
can be envisaged. However, we will not use node-to-node
communications other than the case where one node in
such a pair is a proxy. We are interested in the basic proxy
group mechanism and how to optimally form fair and
energy-efficient groups. Such principal results are neces-
sary in order to subsequently create derivative schemes
to deal with implementation-related problems.

We use the Boolean function pði; jÞ : At � At ! f0;1g to
denote whether j is the proxy for device i (in the figure
pð4;3Þ ¼ 1 whereas pð4;2Þ ¼ 0). Every node must be asso-
ciated with a proxy, and every proxy node must also be its
own proxy (e.g., pð3;3Þ ¼ 1; pð7;7Þ ¼ 1 and pð10;10Þ ¼ 1 in
Fig. 2). A trivial proxy is a node that is only its own proxy,
e.g., device 1 in Fig. 2 (pð1;1Þ ¼ 1).

Since our focus is on developing a general optimization
framework, we only consider high and low energy inter-
faces in the system model. This high-level abstraction is
motivated by the fact that the actual power consumption
is technology-dependent (and therefore differs between
Proxy node
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Fig. 2. Example configuration of the system with four proxy groups.
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different device models). For the purpose of configuring
proxy groups it suffices to assume that a node will con-
sume less energy using the low-energy interface. Thus,
the power models are only necessary for evaluation pur-
poses (described in Section 4.1).

Finally, for the proxy scheme to work, the time required
to establish a new proxy configuration needs to be signifi-
cantly smaller than the time between reconfigurations
(Tstep).
2.3. Traffic model

Our proposed approach is concerned with data traffic
which we model as bidirectional flows. Each flow is associ-
ated with a source node (the mobile device), a data rate,
and an expected duration. To reduce model complexity
we treat all traffic to and from one device as a single flow
(the modelled data rate is the sum of all the uplink and
downlink traffic), which means that a node i has at most
one flow lðiÞ representing the load for that node in the
model. All the generated and received traffic of the mobile
devices goes through the AN.

To account for variations on QoS requirements among
different flows we consider flows with some real-time con-
straints as sensitive which means that it is undesirable to
interrupt these flows even for a short duration (the change
of a proxy device is considered as an interruption in a
flow). Examples of this kind of flows may be live video
streaming and gaming applications. We use the Boolean
function sðiÞ : At ! f0;1g to denote whether a node is
transmitting or receiving a sensitive flow at time t. The fact
that a node is participating in a sensitive flow needs to be
known by the AN.

The nodes within a proxy group share the bandwidth B
provided by the high-energy interface of the proxy node.
We assume lðiÞ 6 B, considering that a node will not gener-
ate more traffic than B when using the low-energy inter-
face. A sudden increase in traffic load will affect the
ability of the proxy groups to meet the demand forcing
the system to reconfigure. Similarly, a reduction in load
will lead to under-utilisation which leads to energy waste.
However, when a single node experiences sudden changes
in load, by aggregating the load in a proxy group, the
impact of these changes is reduced. Given that a per-node
load estimate lðiÞ is maintained for node i during a forecast
window T for, the system will be able to adapt to changes in
traffic load as long as the reconfiguration interval is not
longer than the forecast window: Tstep 6 T for.
3. Algorithm design

This section presents POEM (Proxy for Optimal Energy
saving in Mobile devices), an algorithm which periodically
determines a fair, energy and QoS-optimal proxy group con-
figuration. The input to the algorithm is the set of nodes At

which are active within a cell at time t, the characteristics
of the activity they are performing in terms of load lðiÞ and
sensitivity sðiÞ, and the previous proxy group configuration
pprevði; jÞ. The output is a new optimal and fair proxy config-
uration p�ði; jÞ. The algorithm is composed of three steps:
1. Determine an optimal set of proxy groups which mini-
mise flow disruptions and overall energy consumption.

2. Calculate node rewards to reflect how much time each
node has spent acting as a proxy for other nodes.

3. Determine a new proxy device for each group using the
reward-based fairness scheme.

Finally, since the set of mobile nodes At is not static, the
system also needs to handle aperiodic events where nodes
arrive and depart from the cell between two reconfigura-
tion points. We now proceed to present the three algo-
rithm steps as well as the mechanism to deal with
aperiodic events.

3.1. Optimisation

Step 1 is clearly the core part of this algorithm since it
determines the optimal proxy group configuration for the
next time period. Our optimisation approach is based on
two main design principles. The first principle is to priori-
tise the minimisation of flow disruptions over energy
savings. The second principle is the general nature of the
algorithm, meaning that it can apply to any kind of devices
that present a low and a high-energy interface, without
requiring perfect knowledge of the energy characteristics
of every single device. As a consequence, the optimal
configuration is one with as few high-energy interfaces
as possible, i.e., as few and large groups as possible.

In order to perform the proxy group optimisation step,
it is necessary to have information about the current traffic
flows of the mobile devices. For each node i 2 At the load
estimate lðiÞ and sensitivity sðiÞ of the flow originating at
node i is an input to optimisation. Recall from Section 2.3,
that we assume the flow estimation to be approximately
valid for a forecast window of T for which should be greater
than the time to the next reconfiguration Tstep. Note that
the system is able to operate also with unreliable predic-
tions (in the evaluation in Section 4 we do not assume
the load to stay constant between reconfiguration steps).

The purpose of the optimisation step is to find the set of
proxy groups which first of all minimises the amount of
proxy switches for nodes with sensitive flows and as a sec-
ondary objective minimises the global energy consump-
tion. The outcome of the optimisation step is an optimal
but tentative proxy configuration poptði; jÞ. The final choice
of proxy within a proxy group can potentially be changed
in the subsequent steps of the algorithm to account for
the fairness requirement. However, this proxy rotation
does not affect the optimality with regards to energy con-
sumption and non-disruption of sensitive flows. The same
number of proxies are maintained and the same sensitive
flows are respected.

We formulate the optimisation problem as an Integer
Linear Programming (ILP) problem with the following
objective function:

Obj : min
X
i2At

sðiÞvðiÞ þ 1
Mt

pði; iÞ
� �

ð2Þ

where vðiÞ : At ! f0;1g is a function taking the value of 1
if the proxy of device i will change with respect to the



Table 1
Optimisation variables and parameters.

Attribute Domain Co-
domain

Description

lðiÞ At R0 Load estimate of device i 2 At

(input parameter)
sðiÞ At f0;1g 1 if the flow at node i 2 At is

sensitive to change of proxy (input
parameter)

pprevði; jÞ At � At f0;1g 1 if device j 2 At was the proxy of
device i 2 At in the previous
configuration (input parameter)

Mt n.a. N Constant to prioritise sensitive
flows, Mt > jAt j (input parameter)

B n.a. R0 Bandwidth of the high-energy
interface (input parameter)

vðiÞ At f0;1g 1 if the proxy will change for
device i 2 At with respect to the
current optimal configuration
(optimisation variable)

pði; jÞ At � At f0;1g 1 if device j 2 At is the proxy of
device i 2 At in the current
configuration (optimisation
variable)
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previous proxy configuration (i.e., this term minimises the
sensitive flow disruptions).

The second term of Eq. (2) minimises the number of
proxy groups (same as the number of devices which are
proxy of themselves, pði; iÞ), corresponding to a minimum
system energy consumption. This term is weighted with
a factor 1=Mt to guarantee that the first term is always pri-
oritised and reflect the strict preference towards solutions
with fewer proxy switches for devices with sensitive flows,
over solutions resulting in lower energy consumption but
disrupting flows. The maximum value that the second term
can assume is jAt j for the degenerate case, while the small-
est variation of the first factor is 1 unit. In order to strict
prioritise flow conservation over energy saving, Mt should
hence be bigger than jAt j. Since any choice of Mt > jAt j is
equivalent here, but a higher value of Mt slows down the
exploration of the solution space, Mt ¼ jAt j þ 1 represents
the best possible choice.

The objective function is subject to the following con-
straints: (see Table 1)

X
j2At

pði; jÞ ¼ 1 8i 2 At ð3Þ
X
j2At

pðj; iÞlðjÞ 6 B 8i 2 At ð4Þ
X
i2At

pði; jÞ 6 jAt j � pðj; jÞ 8j 2 At ð5Þ
X
j2At

jpði; jÞ � pprevði; jÞj ¼ 2vðiÞ 8i 2 At ð6Þ

where Eq. (3) ensures that each device is associated to
exactly one proxy. Eq. (4) checks that the total traffic of
each proxy group remains within the bandwidth capacity
of the high-energy interface of the proxy (i.e., B). Eq. (5)
ensures that if a node is acting as proxy for other nodes,
then it is acting as proxy also for itself. This is due to the
fact that the maximum value that the left side can assume
is jAt j. Finally, Eq. (6) guarantees that the variable vðiÞ
assumes the correct value, i.e., vðiÞ ¼ 1 if device i will
change its proxy node, vðiÞ ¼ 0 otherwise.

By solving this optimisation problem we obtain a
QoS-energy-optimal proxy group configuration poptði; jÞ.
However, the optimal solution is not necessarily unique.
Within each proxy group, there are several nodes which
could potentially act as proxy. We now continue to describe
the final steps of the algorithm which is concerned with a
fair proxy selection scheme.
3.2. Device reward

The nodes which act as proxies suffer temporarily from
an increased energy consumption due to relaying other
nodes’ data on their high-energy interface. To alleviate this
problem we use a reward mechanism to ensure long-term
fairness in the cooperation. This mechanism keeps track of
the time each device spends acting as proxy for other
nodes. Each device i is associated to a reward value rðiÞ
which is a cumulative variable (with an abstract value
domain on which increment and decrement are defined),
updated in the following way:

� For each time unit spent by a device as proxy of other
nodes, its reward value is increased by one unit;
� For each time unit spent by a device using another node

as proxy, its reward value is decreased by 1=ðG� 1Þ,
where G is the size of the proxy group which the node
belongs to.

Within each proxy group this reward policy always
sums to zero, so the global reward will tend to stay con-
stant over time. Consider a proxy group of size G, which
by definition has 1 proxy node and ðG� 1Þ non-proxy
nodes. The sum of the reward in the group will be
1� ðG� 1Þ � 1=ðG� 1Þ ¼ 1� 1 ¼ 0. This holds true also for
singular proxy groups where devices act as proxy for them-
selves and for no other nodes (i.e., not participating in a
larger proxy group results in zero reward).

This reward scheme is strictly based on how long time
nodes spend as proxies and non-proxies. Other factors such
as bandwidth usage or energy cost can be envisaged. How-
ever, the energy-cost is not proportional to bandwidth
usage and requires complex technology-dependent models
to be accurately represented [7].
3.3. Proxy rotation scheme

The defined reward function allows the design of a fair
rotation scheme for the role of proxy among devices in a
proxy group. The designed rotation scheme starts from
the proxy configuration obtained through the optimisation
step leading to poptði; jÞ and works as follows: (i) Every time
a reconfiguration is considered, for each proxy group, a
check is performed to guarantee that no proxy rotation is
applied if some devices in the group have sensitive flows.
(ii) If there are no devices with sensitive flows, the device
with the lowest value of rðiÞ inside the group is selected
as proxy. The choice is driven by the higher priority we
set for not affecting sensitive activities, over reducing the
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energy consumption. At the same time, the designed
reward scheme guarantees a fair rotation in the long term.

When all proxy groups have been considered for a pos-
sible non-disruptive proxy switch, the resulting fair and
optimal proxy configuration p�ði; jÞ can be applied by the
mobile devices in the system.2

Note that our current model is agnostic to the current
energy level in a device. In an implementation it would
be possible to adopt a scheme whereby the nodes that
are connected to a power source are prioritised when
choosing a proxy (though not interesting in evaluations
here since our focus is on saving battery charge in mobile
scenarios). It would also be possible to use the reading of
the current charge level as an input to the selection of
the proxy. However, it is worth pointing out that (a) to
evaluate that scheme our evaluation here would have to
include a generic discharge model for all devices (which
is not easy to establish), and (b) the highest-charge node
prioritisation would be similar to works that use energy
harvesting (in essence opposing the current fairness we
achieve in our scheme).

3.4. Aperiodic events

Apart from the periodic reconfiguration, special care is
needed to handle the cases of devices arriving or leaving
the cell. In particular, when a device arrives in the cell, it
forms its own group (for which it is the proxy), and will be
normally considered in the system optimisation to join
another proxy group at the end of the current Tstep time win-
dow. When a device is leaving the cell, two cases are possi-
ble: (i) the device is not the proxy of its proxy group, or (ii)
the device is the proxy of its proxy group. In the first case,
the device can leave the proxy group without problems
and the rest of the configuration is kept until the end of
the current Tstep time window. In the second case, the other
devices in the proxy group remain in the same proxy group
and a new proxy is selected among them following the rules
listed in Section 3.3 (i.e., the device with the lowest reward
rðiÞwill be selected as proxy). Note that in case (ii) some sen-
sitive flows may inevitably be disrupted. However, this will
not be due to optimisation-induced changes in the group
but rather due to a node physically leaving a cell (the effect
of which can be viewed as similar to cellular handover). We
will return to this issue in Section 4.2.

4. Evaluation

We evaluate the POEM algorithm in terms of energy
savings, degree of QoS assurance and fairness. This section
describes the evaluation methodology and settings, and
presents the results.

4.1. Evaluation methodology

In order to evaluate the algorithm performance under
the specified system model, we define realistic mobility,
2 Note that p�ði; jÞ is an optimal solution equivalent to poptði; jÞ, as it fulfils
the same set of constraints and has the same values for sðiÞvðiÞ and the
same number of proxy groups, i.e., nodes i for which pði; iÞ ¼ 1.
traffic and energy consumption models. These are plugged
into our modular simulation environment. The models are
described below.
4.1.1. Mobility model
The proposed algorithm has been evaluated considering

a system composed of a single AN cell and a population of
devices entering and leaving the system. We consider
devices entering the cell following a Poisson process with
arrival rate k ¼ 25� 10�3 Hz, and leaving the system after
an exponentially distributed time period with mean
1=l ¼ 900 s. The selected mean period that a device stays
in the cell is lower than the mean values reported in the
literature (40 min in a 3G context [6]), which is chosen to
further stress the system in terms of disruptions.
4.1.2. Traffic model
Modelling traffic flows in terms of duration and band-

width utilisation in a realistic manner is a difficult task
as historical traffic models and characterisations quickly
become outdated with the fast evolution of devices. For
example, the rapid increase of mobile applications is
replacing some of the traffic previously associated with
‘‘browsing’’, thereby changing the traffic characteristics.

We define five distinct groupings of user/application
activities on mobile devices leading to five traffic classes.
The first classification groups activities leading to traffic
flows which are delay-sensitive, like VoIP, live radio, etc.
The second grouping models the off-screen communication,
including background traffic, notifications, cloud synchro-
nisation, software updates, etc. This class of flows has no
time-constrained characteristics. The third activity type
captures interactive delay-tolerant traffic sources, like web
browsing, instant messaging, applications like Facebook
or weather forecast, delay-tolerant games, etc. This class
has some application-dependent latency requirements
but the nature of the requirements is such that a (short
enough) disruption in the flow does not significantly
reduce the service quality. The fourth class covers the
delay-constrained communications. This class describes
activities which can tolerate delay up to a point, due to a
given buffer policy (e.g., Youtube or Spotify) or to specific
timing limitations (e.g., purchasing activities or some
games) but the applications are by nature delay-sensitive
beyond the toleration point. Finally, the fifth activity type
models the periods of inactivity of the device denoted by
the silent class.

We model each activity in terms of duration, data rate,
and the proportion of time a node will spend with this
activity on average. The details are reported in Table 2,
where ‘‘Prop.’’ indicates the average proportion of time
spent by each device performing the different activities,
‘‘Duration’’ indicates the minimum and maximum dura-
tion of the activity, ‘‘Data rate’’ indicates the minimum
and maximum data rates, and ‘‘Flow sens.’’ indicates
whether the traffic flow is sensitive to changes of the proxy
(1 denoting sensitivity). For each activity a data rate value
is selected at random as uniformly distributed between
minimum and maximum of the indicated interval. Also
a duration value is selected at random as uniformly



Table 2
User application activities and resulting flows.

Activity description Prop.
(%)

Duration
(s)

Data rate
(kbps)

Flow
sens.

Delay-sensitive 5 30–600 30–100 1
Off-screen communication 25 3–20 1–500 0
Delay-tolerant interactive 20 60–3600 50–2000 0
Delay-constrained

interactive
10 60–3600 500–

2000
1

Silent 40 1–900 – –

3 A Gurobi Python interface is available and documented in [16].
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distributed between minimum and maximum of the indi-
cated interval.

Data rate and duration values of the different activities
have been selected in order to be representative of all the
possible categories included in the groups. As an example,
the interactive delay-tolerant group includes activities
such as instant messaging or web browsing, which can
be characterised by durations as short as one minute, up
to durations as long as one hour. At the same time, these
activities can result in bandwidth request as low as
50 kbps (e.g., consulting a web page low in media contents)
or as high as 2 Mbps (e.g., consulting a web page including
videos). Note that bandwidth requests are average values
over the activity duration. Instantaneous values can hence
include lower minima and higher maxima.

The proportion of time spent by devices performing the
different activities has been selected in order to represent
the typical behaviour of a user in a non-office, non-home
environment. Such behaviour is usually dominated by
non-interactive activities (i.e., silent and off-screen), while
we consider a mix of the interactive activities mainly
including delay-tolerant activities (e.g., delay-tolerant
games or Facebook) and a smaller portion of delay-sensi-
tive activities (e.g., live radio or VoIP).

4.1.3. Energy model
Even though the optimization framework is general and

does not rely on technology-dependent energy models, we
still need to compute the energy savings of our approach.
Two widespread wireless interfaces are selected for the
evaluation: 3G as the high-energy interface, and WiFi as
the low-energy interface. We use a basic energy model in
the evaluation to compute the communication energy
based on the data rate of the flows resulting from the user
activities. A flow represents both the transmitted and the
received data.

The communication energy depends on various aspects,
such as network inactivity timers, power saving modes or
digital modulation schemes [8]. Power consumption per
bit decreases when the data rate increases [9], and the
energy consumption is not proportional to the amount of
data sent [10]. The current state-of-the-art energy models
profile the transmission energy at packet level [11–13],
which does not satisfy our modelling requirements which
requires a flow-based energy model for the evaluation.

The flow-based model is a simplification which esti-
mates the resulting energy consumption for a given traffic
flow (composed by duration and average data rate). The
model uses parameters based on measurement data [12]
together with earlier packet level modelling work [7].
The average power consumption for a flow is modelled
as a linear function of its data rate (which for a node i is
the same as the traffic load lðiÞ). Eqs. (7) and (8) show
the relationship between load and average power con-
sumption for the high and low interfaces (3G and WiFi)
respectively. The energy consumption of the flow is calcu-
lated by multiplying the average power by the flow
duration.

PH
i ¼ 800þ 20 � lðiÞ ½mW� ð7Þ

PL
i ¼ 100þ 90 � lðiÞ ½mW� ð8Þ

Since the proxy is receiving data from all the other devices
in the proxy group, we also account for the energy cost of
its WiFi interface during receiving intervals. This model
reflects the energy cost of a typical WiFi software access
point running in a mobile device [14].

Finally, it is important to note that the absolute values
used in the model are not decisive since the energy savings
depend on the proportional difference between the high
and low energy interfaces. However, earlier physical
energy measurements in an implementation of a proxy
group in real devices [15], shows that the results are in
the same orders of magnitude.

4.1.4. Simulation environment
Our cooperative proxy scheme and system model have

been implemented in a custom event-based simulator
written in the Python language. This simulator schedules
and treats discrete events occurring in the system (e.g.,
device arrival/departure). Events are scheduled over con-
tinuous time. The algorithm execution event happens
every Tstep, while all other events are asynchronous
(according to the mobility and traffic models). The simula-
tor has been designed in a modular way so that other opti-
misation engines can be plugged in, as well as other traffic
flow, mobility and energy models.

The implementation of the POEM algorithm uses the
Gurobi optimisation engine3 to find the optimal proxy
group configurations. The simulations have been executed
on a MacBook Pro retina (2.7 GHz Intel Core i7 processor,
16 GB of DDR3 RAM and OS X 10.8.3).

4.2. Simulation results

We compare the proposed solution against a non-coop-
erative scenario where each device is independently con-
nected to the AN using its high-energy interface. The
solution was tested over an 18 h period. The simulation
parameters are summarised in Table 3. The time unit used
for calculating the reward is seconds.

Fig. 3 (Top) is reporting the variation over time of the
total traffic generated by the active devices in the cell. Hor-
izontal black dashed lines represent the capacity of a high
energy interface, so that the first such line over the traffic
curve represents a lower bound on the number of proxy
groups needed at a given time instant. Fig. 3 (Bottom)
reports the variation over time of the number of devices



Table 3
Simulation parameters.

Parameter Symbol Value Description

Simulation time T 18 h Total simulated time
Reconfiguration period Tstep 60 s Determines how often the algorithm is run
Device population jNj 200 Total number of distinct devices considered
Arrival rate k 25 mHz Arrival rate of devices in the cell
Average time in the cell 1=l 900 s Average time spent by devices in the cell
Interface bandwidth B 2 Mbps Bandwidth of the high energy interface of the devices

304 A.P. Bianzino et al. / Computer Networks 75 (2014) 297–312
in the considered cell, with an average between 20 and 25
devices and peaks of more than 35 devices.
4.2.1. Energy saving
Fig. 4 (Left) reports the variation over time of the total

power consumption in one run, accounting for all the
active devices in the cell, both for the non-cooperative case
and for the POEM case. As we can see, cooperative proxy
grouping considerably reduces the overall power con-
sumption of devices. To better quantify the average energy
saving, Fig. 4 (Right) reports the average normalised total
energy consumption for 10 different runs of the simula-
tion, together with the corresponding standard deviation.
The 10 runs are obtained by varying the random seed,
i.e., we change the traffic and mobility pattern for the dif-
ferent devices, while keeping the statistical values for traf-
fic profiles constant. The POEM algorithm leads to an
energy saving of over 60% of the total energy consumed
by the devices.
4.2.2. QoS considerations
Saving energy with no concern for QoS is easy. An infi-

nite delay of a service trivially saves a lot of energy. This
section presents our balanced approach to QoS treatment.
As an indicator of the QoS for the proposed solution we
look at the number of times in which a device’s proxy is
changed while it is performing a sensitive activity. This
can happen in two cases: (i) the proxy leaves the cell
(‘‘Proxy Mobility’’), or (ii) the total traffic of the proxy
group increases and the proxy is no longer able to carry
it with the previous configuration, thus a group split has
to take place (‘‘Reconfiguration’’). In the latter case, the
algorithm naturally prefers new configurations in which
devices performing non-sensitive activities are relocated
to another proxy group, but this is not always possible.
The left bar of Fig. 5 reports the total number devices fac-
ing a proxy change while performing a sensitive activity,
considering all devices and over the entire simulation per-
iod in the run depicted in Fig. 5 (Left).

In order to better understand how this metric compares
to other mobility-related events we contrast it to the
occurrences of devices leaving the cell while performing
a sensitive activity (‘‘DeviceMobility’’, right bar of Fig. 5).
This phenomenon is not affected by the algorithm and hap-
pens due to the mobility of devices themselves. We thus
observe that the proxy changes for sensitive activities
introduced by the algorithm are mainly due to device
mobility, and similar in number to the occurrences of
devices leaving the cell while performing sensitive activi-
ties (typically requiring a handover from one AN to
another).
4.2.3. Fairness considerations
As an indicator for the fairness of the rotation mecha-

nism in the proposed algorithm, we look at the distribution
of the reward among the devices in the device population.
Fig. 6 reports the evolution in time for the analysed distri-
bution, starting from a uniform distribution – ‘‘Initial’’ in
Fig. 6. The x-axis reports the bottom reward value of each
one-hour bin of the distribution, while the y-axis reports
the percentage of devices in each bin. As we can see, the
algorithm tends to reduce the variation of reward values
by forcing the devices with low reward to act as proxy
and avoiding devices with high reward to act as proxy. A
measure of the change of the reward distribution is given
by the standard deviation of the devices’ reward, reported
as ‘‘std’’ in the graphs in Fig. 6. The standard deviation stea-
dily decreases over time indicating that the reward values
progressively concentrate around the average value.
4.2.4. Traffic mix variations
The presence of sensitive flows in the system limits the

ability to make arbitrary changes to the proxy group con-
figurations. Therefore, it is interesting to evaluate how
the trade-off between energy savings and QoS is affected
by the proportion of sensitive flows. For this reason, we
evaluate the algorithm with different mixes of the traffic
types described in Table 2. In particular, we vary the sum
of the sensitive activities (i.e., ‘‘Delay-sensitive’’ and
‘‘Delay-constrained’’) from 0% to 100%, while maintaining
their internal proportion, as well as maintaining propor-
tion among the non-sensitive activities.

The corresponding variation in terms of energy saving
and proxy changes for sensitive flows is reported in
Fig. 7. We can observe that the energy saving accomplished
by POEM is slightly decreasing for increasing amounts of
sensitive flows until they form around 50% of the total traf-
fic. For higher amounts of sensitive flows in the traffic mix,
the energy saving decreases faster down to no savings for
100% of sensitive flows. This behaviour is due to the
decreasing freedom in grouping devices with increasing
constraints due to sensitive flows.

The number of proxy changes (shown as bars in Fig. 7)
for sensitive activities is increasing for growing amounts of
sensitive activities, as can be expected. The increase levels
off when there is around 80% sensitive flows in the traffic
mix due to the fact that only small or singular proxy groups
are formed under these circumstances.
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We can hence conclude that the energy saving achieved
by our scheme is just slightly reduced by the QoS con-
straints which prevent sensitive flows from suffering
unwarranted proxy changes, and this holds true as long
as sensitive flows do not represent the majority of the traf-
fic. At the same time, our scheme can achieve considerable
energy savings even when the flows are mostly sensitive.

4.2.5. Prioritisation factor
To further verify that the relative cost of upholding QoS

does not decrease the total energy savings, we consider a
variation of the original optimisation problem. Clearly,
the case where the energy is prioritised over disrupting
sensitive flows is not interesting if the energy savings are
comparable, and in general both users and network opera-
tors will strictly prioritise QoS over energy saving.

Nevertheless, for completeness of the analysis, the pri-
ority between factors in the optimisation function may
be tuned by introducing a parameter a (with values
between 0 and 1) in Eq. (2). The objective function will
thus change as follows:
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While keeping Mt constant at Mt ¼ jAt j þ 1, when a ¼ 1, Eq.
(9) is identical to the original objective function (Eq. (2)),
i.e., minimizing the number of disrupted sensitive flows
is prioritised over the energy consumption. When a ¼ 0
no prioritisation is performed. We compute the average
number of disruptions and energy savings for three differ-
ent values of a. The results based on 300 optimizations for
each a value are reported in Fig. 8.
This shows that the average energy savings stay nearly
constant while the disruptions are increased compared to
the original case (a ¼ 1). Thus, the optimisation with lower
values of a is inferior to the original POEM approach where
QoS is prioritised over energy savings.

5. Potentials for deployment

This section discusses some practical implementation
aspects of our proposed scheme.

Our evaluation set up exploited energy models from 3G
cellular and WiFi. Other possibilities exist and the basic



Fig. 8. Average energy savings and sensitive flow disruption for different
a values.

4 The average optimisation execution time has been computed over the
1080 optimisations executed in the 18 h of simulated time.
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optimisation is orthogonal to those choices. Example of
potential technologies for enabling the proxy group are
WiFi-Direct [17], Bluetooth Personal Area Networks (PANs)
[18] or LTE device-to-device communication [19]. The
proxy group management overhead depends on the
selected technology (i.e., signalling bandwidth and energy,
reconfiguration time). An implementation based on
Android phones has provided a preliminary evaluation
showing that a simple rotation (i.e., just the proxy switch
operation) in a proxy group of 2 phones uses 1.56 J of
energy due to signalling in the device which is going to
be proxy, and 0.8 J of energy due to signalling in the other
device. Thus, there are indications that the approach would
be worthwhile pursuing in practical evaluations [10].

How to elaborate the cooperation between the devices
and the AN in a practical setting is a technological aspect.
There exist technologies that allow traffic routing through
a relay node, such as software access points already avail-
able in mobile devices [20]. Seamless management of the
proxy role change requires an extension to the current
technology. A possible solution may consist of a virtual
access point in each device which is remotely activated
and configured by the AN with the optimal operational
settings.

The long term accounting and management of rewards
is also an aspect that needs attention in a future deploy-
ment. The reward level of the different devices needs to
be maintained by a service provider. Per device informa-
tion is already stored in the home location register data-
base (HLR) in cellular networks. This can be extended to
include the reward information.

In cellular networks of today, per node traffic measure-
ments (which are used when allocating radio resources)
are already available at the base station by the Radio Link
Control protocol [21]. Thus, we do not envisage major
issues with tracking current classification of sensitive/
not-sensitive traffic.

Another issue worthy of attention in an optimisation
setting is the convergence time. The time to run the algo-
rithm and compute the optimal configuration should be
much smaller than the time for which the configuration
is kept (i.e., Tstep). In our general purpose simulation envi-
ronment, the optimisation execution time has been on
average 162.24 ms, with a standard deviation of
59.15 ms. This is much smaller than the Tstep ¼ 60 s we
consider.4

Finally, an important issue to consider is the time taken
for each reconfiguration. The reconfiguration time should
be much smaller than the time for which the configuration
is kept (i.e., Tstep). A practical implementation of a band-
width sharing mechanism has been described in [10],
which is using off-the-shelf technologies and results in a
reconfiguration time of about 4 s (with no effort towards
making the implementation optimised at all). This is one
order of magnitude smaller than the Tstep ¼ 60 s we
consider.
6. Related works

In recent years energy awareness has become an sub-
stantial concern in networking, notably driven by econom-
ical, environmental and marketing factors. Considerable
amount of effort has been directed towards the reduction
of unnecessary energy consumption in fixed networks.
Bianzino et al. [22] survey the main approaches in wired
networks such as on–off techniques for routing devices
and ports, adaptive-link rate or energy-aware routing. Sim-
ilarly, optical networks have attracted a great deal of atten-
tion [23,24].
6.1. Energy-efficient cellular networks

Mobile network operators are naturally interested in
saving energy, mostly due to the increasing operational
cost of their networks [25,26]. New proposals often adopt
infrastructure-centric approaches rather than considering
the energy consumption of user terminals [1–4,27]. A com-
prehensive description of the challenges on the infrastruc-
ture side of green cellular networks is provided on a survey
by Hasan et al. [28]. Several works employ optimisation
methods (e.g., integer linear programming or meta-heuris-
tics) to reduce the energy consumption of the infrastruc-
ture in different contexts (e.g., wireless mesh networks
[29], cellular network planning [30], WLANs [31] or cellu-
lar networks [32,33]). Most approaches combine on–off
schemes for infrastructure nodes (e.g., access points) con-
sidering capacity demand and user association. The work
by Mahapatra et al. [34] proposes a general framework to
manage green communications in heterogeneous net-
works with different radio access technologies. These
works could act in a complementary manner to our work
where association of a proxy to an access node (as opposed
to another) would be subjected to additional optimisation
on the infrastructure side. We believe that handset energy
is also worthwhile to optimise and that works like ours are
needed as a first step towards a holistic approach to green
communication.

The focus of our work is on reducing the communica-
tion energy consumption of multiple nodes leveraging a
second lower power interface. The readers interested in
other energy aspects than communication for single



Table 4
Summary of the works considering cooperative techniques for mobile devices.

Ref. Context Approach Technology Evaluation method Metric Results

[48] Clustering Game theory (iterative Prisoner’s
Dilemma)

GPRS/WiFi Simulation (Netlogo) Energy
savings

56%

[43] Web
download

Divide the list of Web items to
download among nodes

Cellular/
Bluetooth

Testbed (Nokia N70) Reduced
download
time

47%

[45] Content
distribution

Distribute the content via P2P
communication in the cluster

LTE/device-to-
device (D2D)

Simulation Energy
savings

0–59%

[46] Content
distribution
(streaming)

Cooperative cellular P2P streaming via
clustering

3G/WiFi ad hoc
and 3G/Bluetooth

Simulation (3G/WiFi ad
hoc), Testbed (3G/
Bluetooth)

Extended
system
lifetime

8 times
(simulated),
27% (measured)

[47] Content
distribution

Opportunistic cellular data offload via
target-set selection

Cellular/short-
range (WiFi or
Bluetooth)

Simulation and prototype Energy is
not the
focus

–

[18] Clustering Protocol for WiFi creating Bluetooth
clusters based on heuristics

WiFi/Bluetooth Simulation and testbed Energy
savings

48–61%

[10] Clustering Preliminary energy studies for a node
clustering architecture

3G/WiFi Packet-level simulation
(real traffic traces and
operator settings)

Energy
savings

12–68%

[49] Cellular
overloads

Schedulers for uplink packet forwarding
during overloads

LTE/WiFi Numerical Energy
savings

Up to a factor of
2.5

[50] Hotspot
creation

An hotspot architecture to reduce data
via a cloud proxy and mobile
cooperative download

3G/WiFi Testbed Energy
savings

38–71%

[15] Clustering Physical measurements 3G/short-range
(WiFi or
Bluetooth)

Testbed (LG Nexus 4 E960) Energy
savings

55–63%
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mobile devices are referred to the survey by Vallina–
Rodriguez and Crowcroft [35].

6.2. Wireless ad hoc networks

While forming ad hoc configurations as opposed to
using an existing infrastructure is a widely studied topic
[36,37], energy consumption in idle listening mode is so
far the Achilles’ heel of ad hoc communication [38,39].
Thus, most cooperative techniques employ clustering
methods resulting in one-hop communication in a star
topology.

6.3. Energy-efficient clustering

Wireless Sensor Networks (WSN) is the area in which
the energy efficiency within clustering has been deeply
studied. Compared to the WSN literature [40–42], mobile
nodes in a cellular network lack a common goal (in
contrast to data collection in WSN). This necessitates
mechanisms to ensure fairness and incentives to cooperate
such as our reward-scheme. Moreover, the footprint char-
acteristics of the different interfaces and the traffic load for
the individual nodes is different and unpredictable.

Cooperative techniques considering mobile devices
often employ a mix of wireless interfaces with different
energy footprint characteristics, and reduce the aggregated
energy consumption of multiple nodes. Table 4 summa-
rises main aspects of the works categorised as cooperative
techniques, which are further described below.

Several works employ clustering assuming that the
nodes are interested in the same content. Perrucci et al.
[43] present a cooperative mobile web browsing approach
combining short-range and cellular networks. The mobile
phones cooperatively use their unutilised cellular links to
increase the downlink data rate using the user thinking
times. The work focuses on reducing download time,
claiming that it reduces the total energy consumption as
well. Al-Kanj et al. [44] extend the previous work by ana-
lytically studying the impact of network parameters on
the energy consumption and group formation of nodes
interested in the same content. Yaacoub et al. [45] group
mobile devices in clusters using device-to-device (D2D)
communications to share content of common interest.
Chen et al. [46] propose a cooperative video streaming
system which reduces the number of cellular links and
redundant transmissions by sharing the downloaded data
via short-range interfaces. The work by Han et al. [47]
proposes to employ long and short-range interfaces to
opportunistically perform information delivery with the
goal of cellular traffic offloading. The information is first
delivered to a target set of users using the long-range inter-
face, which is opportunistically propagated to the rest via
the short-range interface. We believe our work is the first
instance of cooperative schemes for energy saving and
with unrelated user traffic or goals.

Yoo et al. [18] present a cooperative approach to reduce
the energy consumption of WiFi creating Bluetooth clusters.
The clusters are created based on heuristics given the avail-
able bandwidth per node. Our work has a similar aspiration,
but minimises the energy consumption considering also the
impact on sensitive flows. Perrucci et al. [48] introduce a
MAC layer scheme to improve the energy efficiency of coop-
eration in wireless communication. Earlier work by two of
the present authors [10] experimentally studies the energy
savings in node coalitions using real user traces. The current
work generalises the scheme to organise the proxy groups
and minimise the total energy cost as well as incorporating
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the QoS considerations. A short exposure to experimental
evaluation of cluster head scheduling (uplink packet for-
warding) within a bi-radio (WiFi–LTE) scenario is provided
by Asadi et al. [49], which assumes fully utilised links. This
preliminary study indicates that an optimising scheme like
ours with a reward-based sharing scheme is worthwhile
to pursue in a LTE setting.

Cool-Tether [50] is a WiFi hotspot that offloads the
energy burden of the WiFi AP from mobile devices to a lap-
top, and uses a cloud-based server to reduce the amount of
data sent. Our work minimises the total reduction of
energy reserve of mobile nodes, including QoS and churn
considerations.

Some works [51,52] focus on improving the perfor-
mance in terms of bandwidth, allowing the nodes experi-
encing good link quality relay the traffic from the poorly
connected ones. This results in saving energy by shortening
the transmission times and improving the media access.

Although not strictly related to our optimisation frame-
work, the following groups of works are related to the use
of several interfaces or relaying traffic e.g., by software
access points:

6.4. Link selection algorithms

Several works consider the problem of selecting the
most efficient interface at a certain point in time based
on energy [53–55] or QoS criteria [56–58]. These works
are orthogonal to our scheme since the link selection algo-
rithms run in each user device, and do not consider coop-
eration among devices.

6.5. Energy-efficient software access points

Recent mobile devices are able to set up on-the-fly soft-
ware access points (SoftAP) leading to clustering. Since the
AP coordinates the communication, the clients can employ
power saving mechanisms. The techniques to reduce the
cost of the AP are typically similar to the infrastructure-
centric techniques. DozyAP [14] focuses on reducing the
energy consumption of WiFi tethering and shows that
the WiFi interface of a SoftAP can sleep up to 88% of the
time. Camps-Mur et al. [17] study and propose power
management protocols to reduce the energy consumption
of SoftAP using WiFi Direct. Keshav et al. [59] focus their
efforts on coordinating the power saving techniques pro-
vided by the cellular wireless communication to the ones
provided by WiFi to extend the battery life of the SoftAP.
These techniques complement our work by reducing the
energy cost of the proxy in our scheme.

6.6. Cognitive radio

Radwan et al. [60] present the main scheme of the
C2POWER project based on the intersection of cooperation,
heterogeneous networks and advanced short range com-
munication, using the context information provided by
cognitive radios. Our work does not consider cognitive
radio, but the interested reader is directed to the available
surveys, e.g., [61,62].
6.7. Security and privacy

While the energy saving potential of cooperative tech-
niques is promising, security and privacy issues are com-
monly the main impediments that hold back the
applicability of the techniques. So far, we have addressed
the fairness and the incentives for engaging in a coopera-
tive scheme. In this context, Lei et al. [63] analyse the busi-
ness models in the case of operator controlled peer-to-peer
communication in combination with LTE.

To sum up, compared to the other works our work pro-
poses a novel optimal algorithm that greatly reduces the
energy consumption of user terminals while considering
the impact of sensitive flows.
7. Conclusions

Techniques for energy efficiency range over those that
minimise the energy footprint of computations, and those
that minimise the impact of communication. With respect
to the latter, earlier approaches have focused on how one
device can maximise the use of the available channels by
elaborate channel allocation schemes and efficient utilisa-
tion of bandwidth. Paradoxically, more efficient channel
utilisations together with the advent of smart phones also
encourages massive data transmissions with high energy
consumption. Our work has distinguished the need to (a)
focus on energy saving potentials during intervals that sys-
tems are underloaded, and (b) act cooperatively so that the
reduced energy saving can be used for the benefit of all.
Both of these are in line with the current philosophies of
participatory action.

The novelty of our work is to show that a scheme
whereby multiple radio interfaces are optimally exploited
in a proxy group creates both energy efficiency and account-
ability of the share of each device by allocation of rewards
and expenditure of them. A major aspect of our work has
been to include the QoS requirements as first class citizens
in the optimisation criteria and to illustrate that mobility
(churn) and avoidance of flow disruptions can be accommo-
dated in the scheme. Our conclusion is that flows with soft or
hard real-time requirements do not need to be disrupted
with this cooperative scheme, any more than they would
in current scenarios where churn essentially disrupts the
flows if not managed by a cellular handover. We have also
shown that fairness can be achieved in sharing the individ-
ual devices’ battery resources for the benefit of all, leading to
a 60% energy saving.

The proposed algorithm can be implemented in opera-
tor networks and is compatible with the signalling data
collection with respect flow types and charging structures.
Furthermore, an extension of the described mechanism to
work across multiple cells is straightforward and allows
full operability across a provider network.
7.1. Future works

Extensions of the work would need to evaluate the
energy footprint of the scheme more thoroughly, although
our preliminary studies look promising [10,15]. Enriching
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the energy model by adding the impact of mobility on sig-
nal strength would be a direct extension. Extending the
current results to a network level with different cells is also
interesting.

Other directions of work would try to limit the level of
disruptions further by special schemes that differentiate
the nature of current flows in more detail, e.g., by consid-
ering not only the lost flow as a single ‘‘call drop’’ but in
terms of its accumulated utility over time (along the lines
of earlier work [64]).

New variations of the reward scheme would be inter-
esting to study, including voluntarily acting as a proxy to
gain rewards, or considering other handset factors in
determining the next proxy. Comparing with fairness-
oblivious schemes that resemble energy harvesting mech-
anisms, whereby a node with a higher current charge in
the battery (or indeed connected to a power source) would
be preferred when choosing a proxy, is an interesting exer-
cise to pursue. Our current reward scheme which is time-
based could be extended with more elaborate schemes
taking into account bandwidth usage and contribution to
the energy cost of the proxy. It remains a challenge to
design such a scheme which is both sufficiently general
and which would be perceived by users as fair.

Furthermore, fully distributed schemes are worthy of
detailed studies, both in terms of the comparative over-
head with the current AN-based scheme, and for combin-
ing with more elaborate reward schemes, e.g., those
based on social networking.

Further studies can also theoretically consider the limits
of the energy-QoS trade-off, i.e., the conditions under
which the dynamic reconfiguration would not manage to
save (enough) energy at an acceptable cost to QoS.
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