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Abstract

Ontologies are an important technology for the Semantic Web. In dif-

ferent areas ontologies have already been developed and many of these

ontologies contain overlapping information. Often we would therefore

want to be able to use multiple ontologies. To obtain good results, we

need to find the relationships between terms in the different ontologies,

i.e. we need to align them. Currently, there exist a number of systems

that support users in aligning ontologies, but not many comparative eval-

uations have been performed and there exists little support to perform

such evaluations. However, the study of the properties, the evaluation and

comparison of the alignment strategies and their combinations, would give

us valuable insight in how the strategies could be used in the best way. In

this paper we propose the KitAMO framework for comparative evaluation

of ontology alignment strategies and their combinations and present our

current implementation. We evaluate the implementation with respect to

performance. We also illustrate how the system can be used to evaluate

and compare alignment strategies and their combinations in terms of per-

formance and quality of the proposed alignments. Further, we show how

the results can be analyzed to obtain deeper insights into the properties

of the strategies.

1 Introduction

Intuitively, ontologies (e.g. [22, 14]) can be seen as defining the basic terms
and relations of a domain of interest, as well as the rules for combining these
terms and relations. They are considered to be an important technology for
the Semantic Web. Ontologies are used for communication between people and
organizations by providing a common terminology over a domain. They provide
the basis for interoperability between systems. They can be used for making
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the content in information sources explicit and serve as an index to a repository
of information. Further, they can be used as a basis for integration of informa-
tion sources and as a query model for information sources. They also support
clearly separating domain knowledge from application-based knowledge as well
as validation of data sources. The benefits of using ontologies include reuse,
sharing and portability of knowledge across platforms, and improved maintain-
ability, documentation, maintenance, and reliability. Overall, ontologies lead to
a better understanding of a field and to more effective and efficient handling of
information in that field. In the field of bioinformatics, for instance, the work on
ontologies is recognized as essential in some of the grand challenges of genomics
research [4] and there is much international research cooperation for the devel-
opment of ontologies (e.g. the Gene Ontology (GO) [13] and Open Biomedical
Ontologies (OBO) [33] efforts) and the use of ontologies for the Semantic Web
(e.g. the EU Network of Excellence REWERSE [36, 37]).

Many ontologies have already been developed and many of these ontologies
contain overlapping information. Often we would therefore want to be able to
use multiple ontologies. For instance, companies may want to use community
standard ontologies and use them together with company-specific ontologies.
Applications may need to use ontologies from different areas or from different
views on one area. Ontology builders may want to use already existing ontolo-
gies as the basis for the creation of new ontologies by extending the existing
ontologies or by combining knowledge from different smaller ontologies. In each
of these cases it is important to know the relationships between the terms in
the different ontologies. We say that we align two ontologies when we define the
relationships between terms in the different ontologies. We merge two ontologies
when we, based on the alignment relations between the ontologies, create a new
ontology containing the knowledge included in the source ontologies.

Ontology alignment and merging is recognized as an important step in ontol-
ogy engineering that needs more extensive research (e.g. [34]). Currently, there
exist a number of systems that support users in aligning or merging ontologies
in the same domain. These systems use different techniques, but it is not clear
how well these techniques perform for different types of ontologies. Also, it is
not clear whether and how different techniques could be combined to provide
better alignments. The study of the properties, the evaluation and comparison
of the alignment strategies and their combinations, would give us valuable in-
sight in how the strategies could be used in the best way. It would also lead
to recommendations on how to improve the alignment techniques. However,
relatively few comparative evaluations on ontology merging and alignment have
been performed [23, 24, 25, 26, 34, 10, 17] and no advanced tools for supporting
these kinds of evaluations exist yet [20]. To be able to study the properties of
the alignment techniques and their combinations and to compare them, we need
tools that allow us to evaluate them in different settings. Such tools should allow
us to apply the techniques and different combinations of techniques to different
types of ontologies. The tools should also support evaluation and comparison of
the techniques and their combinations in terms of e.g. performance and quality
of the alignment. Further, we need support to analyze the evaluation results in
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different ways.
In this paper we propose a tool for evaluating ontology alignment strategies

and their combinations. The tool covers the non-interactive part of the gen-
eral framework for aligning ontologies as described in [25]. In section 3 we first
describe the KitAMO1 framework for evaluating ontology alignment strategies
and then describe the current implementation. In section 4 the implementation
is evaluated with respect to performance. We also show how the tool can be
used to evaluate and compare strategies and their combinations in terms of per-
formance and quality of the proposed alignment relationships. Further, we show
how the results can be analyzed to examine the advantages and disadvantages
of the strategies in more details. Related work is discussed in section 5 and
the paper concludes in section 6. In the next section we provide some back-
ground on (biomedical) ontologies, ontology alignment systems and evaluations
of ontology alignment strategies.

2 Background

2.1 Ontologies

Ontologies differ regarding the kind of information they can represent. From a
knowledge representation point of view ontologies can have the following com-
ponents (e.g. [22, 38]). Concepts represent sets or classes of entities in a domain.
Instances represent the actual entities. They are, however, often not represented
in ontologies. Further, there are many types of relations. Finally, axioms rep-
resent facts that are always true in the topic area of the ontology. These can
be such things as domain restrictions, cardinality restrictions or disjointness
restrictions. Depending on which of the components are represented and the
kind of information that can be represented, we can distinguish between dif-
ferent kinds of ontologies such as controlled vocabularies, taxonomies, thesauri,
data models, frame-based ontologies and knowledge-based ontologies. These
different types of ontologies can be represented in a spectrum of representa-
tion formalisms ranging from very informal to strictly formal. For instance,
some of the most expressive representation formalisms in use for ontologies are
description logic-based languages such as DAML+OIL and OWL.

2.2 Biomedical ontologies

In this paper we have chosen to use test cases based on biomedical ontologies
(e.g. [22]). There are several reasons for this. Research in biomedical ontologies
is recognized as essential in some of the grand challenges of genomics research
[4]. The field has also matured enough to develop standardization efforts. An
example of this is the organization of the first conference on Standards and On-
tologies for Functional Genomics (SOFG) in 2002 and the development of the
SOFG resource on ontologies. Further, there exist ontologies that have reached

1toolKit for Aligning and Merging Ontologies.
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the status of de facto standard and are being used extensively for annotation
of databases. Also, OBO was started as an umbrella web address for ontologies
for use within the genomics and proteomics domains. Many biomedical ontolo-
gies are already available via OBO. There are also many overlapping ontologies
available in the field.

The ontologies that we use in this paper are GO ontologies, Signal-Ontology
(SigO) [43], Medical Subject Headings (MeSH) [28] and the Adult Mouse Anatom-
ical Dictionary (MA) [16]. The GO Consortium is a joint project which goal is to
produce a structured, precisely defined, common and dynamic controlled vocab-
ulary that describes the roles of genes and proteins in all organisms. Currently,
there are three independent ontologies publicly available over the Internet: bio-
logical process, molecular function and cellular component. The GO ontologies
are a de facto standard and many different bio-databases are today annotated
with GO terms. The terms in GO are arranged as nodes in a directed acyclic
graph, where multiple inheritance is allowed. The purpose of the SigO project
is to extract common features of cell signaling in the model organisms, try to
understand what cell signaling is and how cell signaling systems can be modeled.
SigO is based on the knowledge of the Cell Signaling Networks data source [41]
and treats complex knowledge of living cells such as pathways, networks and
causal relationships among molecules. The ontology consists of a flow diagram
of signal transduction and a conceptual hierarchy of biochemical attributes of
signaling molecules. MeSH is a controlled vocabulary produced by the American
National Library of Medicine and used for indexing, cataloging, and searching
for biomedical and health-related information and documents. It consists of sets
of terms naming descriptors in a hierarchical structure. These descriptors are
organized in 15 categories, such as the category for anatomic terms, which is
the category we use. The purpose of MA is to provide an ontology for anno-
tating and integrating different types of data pertinent to anatomy. It is based
on the Mouse Embryo Anatomy Nomenclature Database [2] and will be inte-
grated with the Anatomical Dictionary for Mouse Development to generate an
anatomy ontology covering the entire lifespan of the laboratory mouse. The
ontology contains more than 2400 anatomical terms. They are structured as
directed acyclic graphs across is-a and part-of relationships. The hierarchy of
the ontology is organized in both spatial and functional ways.

2.3 Ontology alignment systems

There exist a number of ontology alignment systems that support users in finding
inter-ontology relationships. Some of these systems are also ontology merge
systems. Many ontology alignment systems can be described as instantiations
of the general framework defined in [25, 26] (figure 1).

In our framework an alignment system receives as input two source ontolo-
gies. The system can be seen as being composed of two major parts. The
first part (I in figure 1) computes alignment suggestions. The second part (II)
interacts with the user to decide on the final alignments.

An alignment system can include several matchers. These matchers calcu-
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Figure 1: A general alignment strategy [25].
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late similarities between the terms from the different source ontologies. The
matchers can implement strategies based on linguistic matching, structure-
based strategies, constraint-based approaches, instance-based strategies, strate-
gies that use auxiliary information or a combination of these. Strategies based
on linguistic matching make use of textual descriptions of the concepts and rela-
tions such as names, synonyms and definitions. The similarity measure between
concepts is based on comparisons of the textual descriptions. Structure-based
strategies use the structure of the ontologies to provide suggestions. For in-
stance, previously accepted alignments can be used to influence the similarity
values between the sub- and super-concepts of already aligned concepts. Other
approaches use paths between already aligned concepts to generate new align-
ment suggestions. In the constraint-based approaches the axioms are used to
provide suggestions. For instance, knowing that the range and domain of two
relations are the same, may be an indication that there is a relationship between
the relations. On their own these approaches may not be sufficient to provide
high quality suggestions, but they may complement other approaches to reduce
the number of irrelevant suggestions. In some cases instances are available di-
rectly or can be obtained. When instances are available, they may be used in
defining similarities between concepts. Further, dictionaries and thesauri repre-
senting general or domain knowledge, or intermediate ontologies may be used to
enhance the alignment process. Table 1 gives an overview of the used strategies
per alignment system. For more information we refer to [26].

Alignment suggestions are then determined by combining and filtering the
results generated by one or more matchers. Although most systems combine
different approaches, not much research is done on the applicability and per-
formance of these combinations. In the current systems similarity values are
often combined using a weighted sum. In most systems the filtering consists of
retaining the pairs of terms with a similarity value above a certain threshold
as alignment suggestions. Recently, some more advanced filtering methods are
proposed, such as in [3] where the structure of the ontologies is used to filter
out alignment suggestions. By using different matchers and combining them
and filtering in different ways we obtain different alignment strategies.

The interactive component of the alignment system presents the suggestions
to the user who accepts or rejects them. The acceptance and rejection of a
suggestion may influence further suggestions. Also, some matchers (e.g. some
structural matchers as in [32, 24]) require as input already accepted suggestions.
Further, a conflict checker is used to avoid conflicts introduced by the alignment
relationships. The output of the alignment algorithm is a set of alignment
relationships between terms from the source ontologies.

Figure 2 shows a simple merging algorithm. A new ontology is computed
from the source ontologies and their identified alignment. The checker is used
to avoid conflicts as well as to detect unsatisfiable concepts and, if so desired by
the user, to remove redundancy.
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linguistic structure constraints instances auxiliary
ArtGen name parents, children domain-specific WordNet
[30] documents
ASCO name, label, parents, children, WordNet
[27] description siblings,

path from root
Chimaera name parents, children
[29]
FCA-Merge name domain-specific
[39] documents
FOAM name, parents, children equivalence
[12, 6] label
GLUE name neighborhood instances
[5]
HCONE name parents, children WordNet
[21]
IF-Map instances a reference
[19] ontology
iMapper leaf, non-leaf, domain, instances WordNet
[40] children, range

related node
OntoMapper name parents, children documents
[35]
(Anchor-) name direct graphs
PROMPT
[32]
SAMBO name, is-a and part-of, domain-specific WordNet,
[24, 25, 26] synonym descendants documents UMLS

and ancestors
S-Match label path from root semantic WordNet
[15] relations

codified
in labels

Table 1: Strategies used by alignment systems [26].
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Figure 2: A general merging algorithm [25].

2.4 Evaluation of ontology alignment strategies

To date comparative evaluations of ontology alignment and merge systems have
been performed by some groups ([34], [23, 24, 25, 26] and the EON and I3CON
contests). The EU OntoWeb project [34] evaluated the systems PROMPT [31]
based on Protégé (with extension Anchor-PROMPT [32]), Chimaera [29] (de-
scribed, not evaluated), FCA-Merge [39] and ODEMerge. This evaluation fo-
cused on such things as functionality, interoperability and visualization, but did
not include tests on the quality of the alignment. In [23, 24, 26] PROMPT,
Chimaera, FOAM and an early version of SAMBO were evaluated in terms of
the quality of the alignment as well as the time it takes to align ontologies with
these tools. Different alignment algorithms and their combinations were evalu-
ated in [25, 26]. The test cases were biomedical ontologies and ontologies about
academia.

In 2004, two different experiments for the evaluation of the alignment tools
were launched: the ontology alignment contest held by the International Work-
shop on the Evaluation of Ontology-based Tools (EON) [10] and the evaluation
of ontology alignment tools organized by the Information Interpretation and
Integration Conference (I3CON) [17]. Their main goals were to show how it is
possible to evaluate ontology alignment tools and provide a framework for the
evaluation of the alignment tools. In 2005 EON and I3CON organized a unique
evaluation campaign. Its outcome is presented in [9]. In this experiment there
were 7 participants. The participants were provided pairs of ontologies (OWL)
and their expected results (RDF/XML). The participants submitted to the or-
ganizers their best alignment results which were generated under the same set of
parameters. The alignment algorithms were to be performed without interven-
tion. The test cases were from three topics, including bibliographic ontologies,
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ontologies constructed from Google, Yahoo and Looksmart web directories, and
anatomy models FMA and OpenGalen. Not all participants finished all these
tests. The organizers evaluated the results submitted by the participants and
compared them. The evaluation measures were precision and recall.

3 KitAMO

In this section we present the KitAMO framework for evaluating ontology align-
ment strategies and present the current implementation. KitAMO supports the
study, evaluation and comparison of alignment strategies and their combina-
tions based on their performance and the quality of their alignments on test
cases. This corresponds to the evaluation of the non-interactive alignment com-
ponents (part I in figure 1) in an ontology alignment system. KitAMO also
provides support for the analysis of the evaluation results.

3.1 Framework

Figure 3 illustrates the KitAMO framework for comparative evaluation of the
different alignment components. KitAMO receives as input different alignment
components that we want to evaluate, e.g. various matchers, filters and com-
bination algorithms. KitAMO contains a database of evaluation cases which is
built in advance. Each case consists of two ontologies and their expected align-
ments produced by experts on the topic area of the ontologies. The alignment
components are evaluated using these cases.

The evaluation tool in the framework provides the wrapper which allows the
alignment components to work on the ontologies in the database of evaluation
cases, and provides the interface where the user can decide, e.g. which evaluation
cases are used, and how these alignment components cooperate. The evaluation
tool also has the responsibility to save the similarity values generated by the
alignment components to the similarity database, and retrieves these similarity
values from the database when required by the analysis tool.

The analysis tool receives as input data from the database of evaluation
cases, similarity values retrieved by the evaluation tool from the similarity
database, and possibly previously generated data from the analysis database.
The analysis tool allows a user to analyze different properties of the evaluated
alignment components and their combinations. For instance, it is possible to an-
alyze such things as the similarity values between terms from different matchers,
the performance of the matchers, and the quality of the alignment suggestions
generated by different matchers and their combinations with different filters.
Through the analysis tool the user can also save the evaluation results into the
analysis database and produce an evaluation report.
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3.2 Implementation

In the current implementation of KitAMO we have focused on the evaluation
of matchers. Instead of allowing different combination and filtering strategies
as input, currently we implemented the most used strategies in KitAMO, i.e. a
weighted sum as combination strategy and filtering based on a threshold value.

The matchers are added to KitAMO as plug-ins. Each matcher needs to
implement the plug-in interface where similarity values between terms in on-
tologies are computed. When new matchers are added, the system is restarted
in order to pick up the new plug-ins, and to take the change in configuration
into account.

The current database of evaluation cases consists of five test cases based on
two groups of biomedical ontologies. These cases were previously used in the
evaluations in [25, 26, 42]. For the first two cases we use a part of a GO ontol-
ogy together with a part of SigO. The first case, behavior (B), contains 57 terms
from GO and 10 terms from SigO. The second case, immune defense (ID), con-
tains 73 terms from GO and 15 terms from SigO. We used more terms from GO
than from SigO because the granularity of GO is higher than the granularity of
SigO for these topics. The other cases are based on MeSH (anatomy category)
and MA. The three cases used in our test are: nose (containing 15 terms from
MeSH and 18 terms from MA), ear (containing 39 terms from MeSH and 77
terms from MA), and eye (containing 45 terms from MeSH and 112 terms from
MA). We translated the ontologies from the GO flat file format to OWL retain-
ing identifiers, names, synonyms, definitions and is-a and part-of relationships.
The alignments for these test cases were provided to us by biologists. In this
implementation of the database we only considered equivalence and is-a rela-
tions between terms as alignment relationships. For each case we also stored the
expected suggestions and the inferred suggestions. The expected suggestions is
the minimal set of alignment suggestions that matchers are expected to generate
for a perfect recall. This set does not include the inferred suggestions. Inferred
suggestions can be inferred by a merging algorithm. An example of an inferred
suggestion is that incus is-a ear ossicle. In this case we know that auditory bone
(MA) is equivalent to ear ossicle (MeSH), and incus is-a auditory bone in MA.
Then the system should derive that incus is-a ear ossicle.

The user starts the evaluation process by choosing an evaluation case. Then
the user decides which matchers should be used in the evaluation from the
list of matcher plug-ins configured in KitAMO. For instance, figure 4 shows
that we have 4 matcher plug-ins (UMLSKSearch, TermWN, TermBasic and
BayesLearning) and that we decided to perform the evaluations on the first
two matchers. The selected matchers calculate similarity values between the
terms in the chosen evaluation case, and the results are written to the similarity
database. For the combination each matcher can be assigned a weight (weight in
figure 5). The similarity values generated by the combination, i.e. the weighted
sum, can also be saved to the similarity database by the user. For the filter the
user can assign threshold values for individual matchers and the combination
(threshold in figure 5).
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Figure 4: The list of matcher plug-ins.

Figure 5: The weights and thresholds assignment.

Figure 6: The analysis result.
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KitAMO shows the result of an evaluation for a group of weights and thresh-
olds in the form of a table as illustrated in figure 6. In the example we see
that the number of expected suggestions (ES) is 27 for the evaluation case.
UMLSKSearch found 23 correct alignments, 2 wrong suggestions and 1 inferred
suggestion for the threshold 0.6. For the combination with weight 1.0 for UML-
SKSearch and weight 1.2 for TermWN we found 24 correct suggestions, 2 wrong
suggestions and no inferred suggestions for threshold 0.5. The user can save this
data to the analysis database and at any time the user can look at previously
saved data (figure 7). The table with previously saved data can be sorted ac-
cording to each column. The user can also look at the actual similarity values
between the pairs of terms in the ontologies of the evaluation case. For in-
stance, figure 8 shows a table with the terms in the ontologies together with
the similarity values generated by the analyzed matchers and combinations. It
also shows whether the pair is a correct alignment, an inferred suggestion or a
wrong suggestion. The table can be sorted according to each column. Further,
the user can look at the time needed by the matchers for the computation of
similarity values as illustrated in figure 9.

The user can always restart the evaluation process with a different group of
matchers or with different combinations and thresholds. Finally, the user can
export the similarity and analysis data to Excel files.

KitAMO is implemented in Java. It relies on the Jena ontology API [18] for
parsing OWL files. MySQL is used for the databases in KitAMO.

Figure 7: The previously saved analysis results.

4 Evaluation and discussion

In this section we evaluate the performance of the system using our test cases.
This gives us an indication of the extra amount of time that KitAMO needs to
process the alignment evaluations. This extra amount of time should be com-
pared to the time it takes to manually analyze the similarity results generated
by different matchers. We also give an example use of the system.
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Figure 8: The similarity table.

Figure 9: The performance table.
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Case I/O Setup Analysis
B 2.4 2.4 0.3
ID 2.6 4.4 0.3
nose 2.9 1.7 0.4
ear 3.0 8.3 0.7
eye 3.4 14.5 1.1

Table 2: Time for evaluation (in seconds).

Case TermBasic TermWN UMLSKSearch BayesLearning
B 0.7 11.0 33.6 50.9
ID 3.0 37.0 37.6 90.6
nose 0.6 7.3 44.1 24.5
ear 3.8 37.9 105.8 114.2
eye 8.0 60.4 132.2 173.1

Table 3: Average time for computation of similarity values based on 5 runs (in
seconds).

4.1 Performance of the system

We have run KitAMO using our test cases on a PC with 128Mb memory and
an AMD Athlon 64 processor. We divide the time needed for an evaluation
task into four parts. The first part includes the time for loading the ontologies
and for generating the final evaluation reports as output (I/O in table 2). The
second part is the time needed by each matcher to calculate the similarity values
(table 3). This is an inherent property of the matchers and is outside KitAMO’s
control. However, we note that KitAMO actually measures this time as part of
an evaluation (e.g. figure 9). The third part is the time necessary to set up the
evaluation (Setup in table 2). This includes the creation and initial set-up of
the similarity database, the insertion of the similarity values into the database,
and the creation of the analysis database. The fourth part is the time needed
by the analysis tool for one evaluation given the selected matchers, weights and
threshold (Analysis in table 2). The first, second and third parts are done only
once per evaluation. The fourth part is repeated for each new analysis.

As expected, the larger the ontologies, the more time the evaluation takes.
With respect to the parts under KitAMO’s control, the initial set-up takes the
most time. Also this is expected as a number of databases needs to be created.
However, the part that usually takes the most time is outside KitAMO’s control,
i.e. the calculation of the similarity values by the matchers. Both the initial
set-up and the running of the matchers is performed only once. The actual
analysis is fast and can be repeated to create new analysis results.

In the past we have run analysis experiments on the implemented test cases
using the matchers in SAMBO (e.g. [25, 26, 42]). The time needed by each
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matcher to calculate the similarity values was similar to the time it takes in
KitAMO. The analysis process was done manually and partly using Excel. This
process needed to be repeated for each new analysis. While KitAMO generates
the analysis results in seconds, this process was previously time-consuming and
error-prone.

4.2 Example use

In this part we show how we can use KitAMO for evaluating matchers and
analyzing the results. We use the ear case to evaluate two matcher plug-ins
TermWN and UMLSKSearch. The experiments are similar to the ones in [26].

TermWN [26] is a terminological matcher combined with the general the-
saurus WordNet. The terminological matcher is a combination matcher based
on the textual descriptions (names and synonyms) of concepts and relations.
In the current implementation, the matcher combines two approximate string
matching algorithms (n-gram and edit distance) and a linguistic algorithm. A n-
gram is a set of n consecutive characters extracted from a string. Similar strings
will have a high proportion of n-grams in common. Edit distance is defined as
the number of deletions, insertions, or substitutions required to transform one
string into the other. The greater the edit distance, the more different the
strings are. The linguistic algorithm computes the similarity of the terms by
comparing the lists of words of which the terms are composed. Similar terms
have a high proportion of words in common in the lists. A Porter stemming al-
gorithm is employed to each word. Further, the similarity measure is enhanced
by looking up the hypernym relationships of the pairs of words in the terms in
WordNet [45].

UMLSKSearch [26] uses domain knowledge. We utilize the Metathesaurus
in the Unified Medical Language System (UMLS) [44] which contains more
than 100 biomedical and health-related vocabularies. The Metathesaurus is
organized using concepts. The concepts may have synonyms which are the terms
in the different vocabularies in the Metathesaurus that have the same intended
meaning. The similarity of two terms in the source ontologies is determined by
their relationship in UMLS. In our experiments we use the UMLS Knowledge
Source Server to query the Metathesaurus with source ontology terms. As a
result we obtain concepts that have the source ontology term as their synonym.
We assign a similarity value of 1 for exact matches of query results for the two
terms, 0.6 if the source ontology terms are synonyms of the same concept and
0 otherwise.

We decide to experiment with thresholds 0.4, 0.5, 0.6, 0.7 and 0.8 for the two
individual matchers, and different weights for the combination for the threshold
0.5. The analysis results are shown in figure 10. We have sorted the results
according to the matchers and their thresholds. This allows us to analyze the
influence of the thresholds for the matchers. For TermWN we see that the
quality of the results differs significantly for the different thresholds. Although
the number of correct suggestions is almost the same (25 or 26), the number of
wrong suggestions goes from 3 to 8, 19, 65 and 110 when the threshold decreases.
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Figure 10: The analysis results for the ear case.
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Also the number of inferred suggestions increases when the threshold decreases.
This would suggest to use a high threshold for TermWN for this case. For
UMLSKSearch the quality of results stays similar when the threshold changes.

For the combination the threshold is the same, but we have varied the weights
for the matchers in the combination. In addition to comparing the different com-
binations to each other (e.g. the combinations with weights (1,1.4) and (1,1.6)
give good results), we can also compare the combinations with the individual
matchers. We note, for instance, that TermWN finds the correct suggestions
that the combinations find. However, the combination finds fewer wrong sugges-
tions. In the combination UMLSKSearch can be seen as the contributing factor
to filter out the wrong and inferred suggestions. This is reasonable since the
similarity values from UMLSKSearch can only be 1, 0.6 and 0. It also suggests
that the available domain knowledge in UMLS has good quality.

We can also sort the table with respect to the threshold. This allows us to
compare the influence of the threshold between the different matchers. We can
also sort the table with respect to the number of correct suggestions. In the best
case this gives us the best alignment situation. Otherwise, when there are also
many wrong suggestions, it may give a good starting point for combining with
other algorithms (as TermWN in the example) or for applying a more advanced
filtering technique as in [3].

To examine the matchers in more detail we can use the similarity table
as in figure 8. By sorting the table with respect to TermWN and looking at
the pairs with similarity values above a certain threshold we can analyze the
properties of TermWN. For instance, we observe that TermWN finds suggestions
where the names of terms are slightly different, e.g. (stapes, stape). As the
test ontologies contain a large number of synonyms, also suggestions where the
names of terms are completely different can be found, e.g. (inner ear, labyrinth),
where inner ear has labyrinth as synonym. By using WordNet, TermWN finds
suggestions such as (perilymphatic channel, cochlear aqueduct) where cochlear
aqueduct has perilymphatic duct as synonym, and duct is a synonym of channel
in WordNet. On the other hand, since endothelium is a kind of epithelium in
WordNet, TermWN generates a wrong suggestion (corneal endothelium, corneal
epithelium). Sorting the table with respect to UMLSKSearch we can analyze the
properties of that matcher. As the similarity values assigned by UMLSKSearch
can only be 1, 0.6 and 0, we obtain good results for the threshold 0.6. (This
was already clear from the table in figure 10.) The matcher finds suggestions
of which the terms have completely different names and synonyms, or have no
synonyms at all, e.g. (external acoustic meatus, ear canal). The matcher works
for some terms with slightly different names, e.g. (optic disc, optic disk), which
are mapped to the concept optic disc in UMLS, but does not work for others,
e.g. (stapes, stape), which are mapped to different concepts in UMLS.

The number of expected suggestions for the ear case is 27 (see figure 6).
To find out the expected suggestion that is not found by any of the matchers
we can check the similarity table as in figure 8. By sorting the similarity table
according to the similarity values of a matcher, and looking at the values below
the thresholds we will easily find that the only pair marked with ’C’ in the
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’Sug’ column is (auricle, ear cartilage). This pair receives a very low similarity
value from TermWN as the strings are very different and also the synonyms in
WordNet are very different. We can also see that the terms are not synonyms
in UMLS.

The similarity table can also be sorted with respect to the terms in the first
ontology or the terms in the second ontology. This allows for checking for a term
in one ontology which term in the other ontology is closest related according to
the different matchers.

An advantage of using a system like KitAMO is that we can experiment with
different (combinations of) strategies and different (combinations of) types of
ontologies. For instance, the evaluation in our example may give an indication
about what (combinations of) strategies may work well for aligning ontologies
with similar properties as our test ontologies. However, when choosing a strategy
other factors, such as time, may also play a role. For instance, KitAMO shows
that UMLSKSearch is more time consuming than TermWN.

5 Related work

The experiments for EON and I3CON used tools in the evaluations [11, 1].
An API for ontology alignment for EON is described in [11, 7]. In the API
the interface AlignmentProcess provides the method align which needs to be
implemented to perform the computation of the alignments. The alignment
algorithms should not require user intervention. In the API there are sev-
eral linguistic-based alignment algorithms implemented that compute similarity
values between terms. The different components of ontologies, e.g. concepts,
instances and relations can be aligned. The API also allows to choose a filter
method out of a few predefined methods, such as threshold-based filtering or
retaining the n % pairs with highest similarity values. The evaluator is the inter-
face for the evaluation of two alignment results. In the API two evaluators are
implemented. One computes the precision, recall, fallout and f-measure of an
alignment result. The other produces a weighted symmetric difference between
two alignments. The API supports source ontologies in OWL, and expected
alignments which are represented in RDF/XML. The alignment results can be
output as RDF, OWL, XSLT, SWRL and COWL files. The evaluation results
are reported in a RDF/XML file.

OLA [8] is a GUI application implemented on top of the API. OLA supports
ontologies represented in OWL-Lite. The ontologies can be visualized as graphs.
After loading two ontologies, choosing an alignment algorithm, and specifying
the parameters for alignment (e.g. a threshold), the system runs the alignment
algorithm. After the computation the alignments and their similarity values can
be presented in a table and output as an XML file. Further, OLA provides a tool
for alignment comparison. After loading two alignments in the form of XML
files which were the results of the alignment tool, the precision, recall, fallout
and f-measure of the alignments are computed. The results are displayed and
the user can compare them. The evaluation results can also be saved as an XML
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file.
Both the EON tools and KitAMO focus on the non-interactive part of the

alignment framework. KitAMO provides an integrated system for comparative
evaluation of alignment strategies and their combinations. In KitAMO after the
computation of the similarity values, the evaluations can be performed for dif-
ferent alignment algorithms with different thresholds, and also for different com-
binations with different algorithms, weights and thresholds. The EON tools do
not support the evaluation of the combination of different alignment algorithms.
Also, to evaluate different alignment algorithms and different thresholds, batch
programs in Java based on the API need to be implemented. OLA can also
only compare two alignment results. While OLA presents the alignment results
to the user, KitAMO presents the alignment results as well as the similarity
values for all pairs of terms. KitAMO also allows to sort the table according to
the different columns which gives the user the opportunity to analyze the prop-
erties of the alignment strategies. In OLA the tool for alignment comparison
computes the precision, recall, fallout and f-measure of the alignments, while
KitAMO presents the number of the correct, wrong and inferred suggestions to
the user in a table. The measures presented by OLA can be easily computed
and we intend to add these to the interface. KitAMO also allows to store the
evaluation results from different matchers and combinations, and with differ-
ent thresholds. This allows for a deeper comparison of the strategies. Further,
KitAMO computes the performance of the strategies.

6 Conclusions

In this paper we proposed the KitAMO framework for comparative evaluation
of the non-interactive alignment components, including alignment algorithms,
combination algorithms and filters. We presented our current implementation
of the framework. In this implementation we focused on the evaluation of dif-
ferent alignment algorithms and implemented the most used combination and
filter methods. We evaluated the implementation with respect to performance.
We also showed how the system can be used to evaluate and compare align-
ment algorithms and their combinations in terms of performance and quality of
the proposed alignments and how these results lead to deeper insights into the
properties of the strategies.

In the future we will test the scalability of KitAMO. We will also further
develop different aspects of KitAMO. First, we will provide support for the
evaluation of combination and filter methods. We will also use the framework
as a basis for implementing and testing new alignment components. For the
evaluation cases ontologies from different topic areas and with different repre-
sentational complexity should be included. The current test cases are small
pieces from larger ontologies. Although the expected alignments for large ’real
life’ ontologies are hard to obtain, they are necessary for better evaluations.
Further, we will add different ways of visualizing the alignment and evaluation
results.
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