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1. INTRODUCTION

This paper considers the problem of efficiently delivering large
files on-demand from a server to pdentialy large numbers of
regquesting clients, using scdable download protocols that employ
either IP or applicaion-level multicast. Previously proposed and
new scdable download protocols are evaluated against bounds we
develop that quantify the best achievable performance

We onsider the problem of how to minimize the average server
bandwidth required to achieve agiven average or maximum client
delay (download time), or equivaently how the aerage
bandwidth alocaed to deliver a given file shoud be used to
minimize the average or maximum client delay. Due to space
limitations, results are described here for maximum client delay
only. Policies and bound for average delay are provided in the
full version o the paper.

It is assumed that ead reguesting client downloads the entirefil e
i.e., clients never depart while waiting for delivery to commence
or after having receved only a portion d the file. We do nd
model padet loss recovery, dthowgh ou analyses and protocols
are ompatible with erasure mded data. We assume that ead
client has siccesdully recaved the file once it has listened to
server transmisgon o an amourt of data equal to the file size
Poisson request arrivals are ssaumed, although generalizaions are
straightforward in several cases. In Sedions 2, 3, and 4 it is
asumed that all clients have the same maximum sustainable
recgtionrate. Sedion 5relaxes this assumption.

2. BASELINE PROTOCOLS

Previous scdable protocols for downloading large, popuar files
from a single server include batching and cyclic multicast.
Consider first batching protocols in which the server multicasts
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Table1: Notation

Symbol | Definition
A Fil e request rate
L Filesize
b Maximum sustainable dient reception rate
r Transmisson rate on amulti cast channel (r < b)
B Required server bandwidth
D Maximum client delay
A Batching delay parameter

the entire file to those dients that have requested it since it was
last multicast. Any client whose request arrives while amulti cast
isin progress simply waits until the next multicast begins. Here,
we onsider the batching protocol that achieves the minimum
value of maximum client delay for a given average server
bandwidth. Letting T denote the time & which some fil e multi cast
begins, the server will begin the next multicast at time T+a+A,
where a denotes the duration o the time interval from T until the
next request arrival, and A is a parameter of the protocol. Using
the notation cefined in Table 1, it is draightforward to derive the
server bandwidth and maximum client delay for this batching with
constant batch delay (bcd) protocol, as foll ows:

_L .
A+1/)]

Note that the optimal value of the multicest transmisgonrater is
equal to the maximum sustainable dient receptionrate b.

Bocd = Dyeg =A+L/r.

In contrast to batching protocols, cyclic multi cast all ows clients to
join an ongoing multicast and begin receaving file data
immediately (e.g., [1][2][3]). Perhaps the simplest protocol of
this type is to continually multicast file data & afixed rater ona
single multicast channel, regardless of whether or not there ae
any clients listening. Here we cnsider a more dficient cyclic
multi cast protocol that turns off the multicast when noclients are
listening. The performance metrics for this protocol, cydic/turn
off idle (c/ti), are given as foll ows:

Beti = r(l_e_M'/r);

The rate r is the only protocol parameter, and determines the
tradeoff between server bandwidth usage and client delay.

D¢ =L/r .

3. LOWER BOUNDS

For a spedfied client reception rate b and maximum delay D, the
average server bandwidth is minimized by a g/clic send aslate as
possble (sp) protocol. The slp protocol cyclicdly multicasts file
data & rate b whenever there is at least one adive dient that has
no “dadk” with resped to the delay boundD.
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Figure 1. Palicy Performance Comparisons. Maximum Delay Relativeto Lower Bound (L =1, A= 1)

A very acarate gproximation for the average server bandwidth
with the slp protocol is given by

(“’b 1%+D L/bHL
S 1) p-Lb D

Exhaustive comparisons against simulation results indicae that
the dove gproximation hes relative arors under 4% in absolute
value. It cen also be shown that the goproximationis exad for all
boundry cases (i.e, A - O,A - o0, D - oo, L - 0,b - o, and
D = L/b, hdding other parameters fixed in ead case).

4. NEAR-OPTIMAL PROTOCOLS

The gsclic dp protocol can result in fragmented transmisson
schedules. Thus, also o interest are simpler, yet nea-optimal,
protocols. Spedficdly, we mnsider protocols that have dients
begin listening to an ongoing multicest at the times of their
requests, but aso limit server transmissons to time periods in
which (probabili sticdly) more dients are listening. We wnsider
first a hybrid of batching and cyclic multicast, in which a gyclic
multicest is initiated orly after a batching delay, and terminates
when there ae no remaining clients with oustanding requests.
The aerage server bandwidth and maximum client delay
adhieved with this cydic constant delay turn on'turn of idle
(caditi) protocol, with constant batching delay parameter A and
transmissonrater (r < b), are given by

I’—O )
O+1U/A+A"

Here O denctes the expeded duation o a channel on time,

(€™ -1)/5.. Optima settings of r and A can be obtained
numericdly. Interestingly, the optimal r isnot necessarily r = b.

A higher performance protocol, cdled here cydic constant delay
turn on turn off gated (ccd/tg), can be devised by using a better
policy for when to stop transmitting. The key observation is that
although clients that make requests while amulticast is dready in
progress $oud listen to this multicast, they have some slad for
recaving the full file, given that the performance metric of
interest is maximum (rather than average) client delay. Thus, the
multicast can be dlowed to terminate dter the dients whose
requests arrived before commencement of the multicast have
receved the full file. Any clientsremaining at this point will have
experienced no channd idle time, and thus the oyclic multicast

Becdrti = Decdri =A+L/r.

shoud be resumed after a delay of duration A. If there ae no

such clients, the g/clic multicast can be restarted after adelay of A
following the next request arrival.

Note that for the cad/tg protocol, ead client obtains the entire file
in either one busy period, or in two busy periods separated by an
idle period o length A. Observing that the optimal value for r is
the maximum possble (b), a key advantage of cod/tg is that it has
just one parameter (A), which is chosen based on the desired
trade-off between maximum delay and bandwidth usage rather
than by numericd optimizaion. As illustrated in Figure 1,
simulation results suggest that the performance of this protocol is
within 18% of the lower bound povided by the dp protocol.
Note that the dhoices of L and A for this figure serve only to fix
the units for data volume and time, withou lossof generality.

5. HETEROGENEOUSCLIENTS

Consider now different clases of clients that have different
adhievable receptionrates. In ou full paper, comparison against a
conjedured lower bound suggests that the best of the new
protocols that we develop for this case leares only modest room
for further improvement. In this best new protocol, the server
transmits on multiple channels, using on eah a modificaion o
the nea-optima cydic constant delay turn on turn off gated
protocol. In general, it isimportant to achieve ahigh performance
trade-off between the use of higher aggregate server transmisson
rates, which enable improved batching oppatunities for the
clients that can receve & those rates, and low aggregate rates that
maximize the sharing of server transmissons among clients of
different classes. Our protocol balances these two fadors when
determining how much data a dient receves on ead channel.
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