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Abstract—As more and more organizations rely on the Internet
for their daily operation, Internet security becomes increasingly
critical. Unfortunately, the vast resources available on the In-
ternet are attracting many malicious users and organizations,
including organized crime syndicates. With such organizations
disguising their activity by operating from the machines owned
and operated by legitimate organizations, we argue that re-
sponsible organizations could improve overall Internet security
by strengthening their own. By improving their organizational
etiquette, legitimate organizations will make it more difficult for
malicious users and organizations to hide. Towards this goal, we
propose a system to identify and eliminate malicious activity on
edge networks. We use a year-long trace of activity from an edge
network to characterize the malicious activity at an edge network
and demonstrate the potential effectiveness of our system.

I. I NTRODUCTION

Improving systems and network security has been an impor-
tant topic since the Internet was created. Organizations (such
as Enterprises, Internet Service Providers, Universities, etc.)
connected to the Internet face a continuous battle for control
of their IT assets. As organizations increasingly rely on the
Internet for their daily operation, Internet security willbecome
even more critical. Improved security could also lower the
carbon footprint of the Internet, by removing non-productive
or malicious workloads [12].

It is a challenge for organizations to protect their IT as-
sets. Internet crime is becoming more prevalent and better
organized. Malicious users and organizations (“miscreants”)
use increasingly sophisticated techniques, and leverage geo-
graphical and legal boundaries to their advantage. A weakness
in current Internet security practices is the primary focuson
what others are doing to your resources, rather than giving
equal consideration to what your resources are doing to
others. We argue that responsible organizations must strive to
improve theirorganizational etiquette; i.e., reduce the negative
impact the machines (and users) on its domain(s) have on
other organizations. As part of this goal, organizations should
also help other (trusted) organizations achieve the same goal,
primarily through systematic sharing of useful information.

In this paper, we propose a system, called the OE (after
“Organizational Etiquette”), for reducing the negative impact
an organization and its machines may have on others. We
discuss how OE can systematically identify and eliminate
malicious activity on edge networks, and exchange non-
sensitive information to enable other organizations running OE

to achieve the same goal. A key argument of our design is that
organizations need to take greater responsibility for the traffic
that leaves their edge network(s) for other destinations onthe
Internet. The design is based on the premise that “security
rests on host accountability” [18] and includes a novel solution
which allows machines to be moved between different security
planes, with different levels of Internet accessibility.

Our system builds upon the key insights that improving
organizational etiquette will make the Internet more secure,
and that non-negligible improvements could be obtained by
following five simple rules: don’t attack, don’t scan, don’t
intrude, don’t infect, and don’t spam. Using a year-long trace
of an edge network’s traffic, we demonstrate how such a sys-
tem could reduce the volume of malicious or non-productive
traffic that leaves the edge network, as well as improve the
security of the edge network itself. We characterize different
types of undesirable activity and introduce specific solutions
to these activities, and quantify the potential effectiveness of
our proposed solution. Our characterization also considers how
miscreants have achieved their current levels of success, and
use those insights to make it more difficult for miscreants to
achieve their various goals in the future.

While the qualitative benefits of improving local security
and information sharing are intuitive, little progress hasbeen
made on designing a solution. A contribution in this paper
is we quantify the benefits of our proposed solution using
extensive measurements from a network of a large organiza-
tion. Although we evaluate a single edge network, Metcalfe’s
Law (“the value of the system grows at approximately the
square of the number of users of the system”), indicates that
improved etiquette and sharing of information across a set of
organizations would have a much greater positive effect on
overall Internet security.

The remainder of the paper is organized as follows. Sec-
tion II describes the system design of OE. Section III provides
a motivating case study. Section IV provides a characterization
of the malicious (or non-productive) traffic and demonstrates
the effectiveness of OE. Section V discusses related work.
Lastly, Section VI summarizes our contributions.

II. OUR PROPOSEDMETHOD

There is an adage thatyou cannot manage what you cannot
measure. Unfortunately, this reflects the state of many edge
networks today. While the Internet has seen significant changes



Fig. 1. Organizational Etiquette (OE): A system to help organizations become
more responsible Internet citizens.

over time, the management of edge networks has transformed
very slowly and conservatively. Many tasks are still done
manually, which limits the number of events that can be
acted upon. Miscreants are aware of this, and use this to
their advantage. In particular, miscreants effectively leverage
automation to achieve their goals, while network managers
typically do not; this needs to change.

We propose a conceptually simple and intuitive system, the
OE, that could significantly improve the security of an edge
network, and if adopted more broadly, of the Internet as a
whole. Our system consists of three primary components:

• Information management: Actionable information is
critical for improving security. To gather reliable infor-
mation, our system relies on systematic monitoring, au-
tomatic information processing, and sharing with trusted
organizations.

• Security planes:Our solution relies on machines easily
being moved between different security planes, poten-
tially with different Internet accessibility and/or security
restrictions. We envision the security planes being imple-
mented as isolated virtual networks.

• OE manager: The OE manager is responsible for tak-
ing the information provided through the information
management process and applying policies to determine
which plane (or security restrictions) each machine on
the network should be assigned, at each point in time.

An overarching goal of our design is to automate as much
of the system operation as possible, including data gathering,
processing, and system management. In the following we
describe each of these components separately. An overview
of our system is provided in Figure 1.

A. Information management

The information management component of our system
maintains event-based activity records. The information is
gathered through systematic monitoring and information shar-
ing, and is automatically analyzed for immediate threats,
misbehaving machines, and suspicious events. The system
also retains data for evidence reports and/or post-processing

that may help identify machines under control (and/or under
attack) by stealthier miscreants. The information management
component leverage three design components.

Systematic monitoring: As with intrusion detection sys-
tems, systematic monitoring of traffic at strategic points in
the network is essential. In our work we assume that the
organization, in our case a university, can monitor the traffic
at the “outer edge”, just before traffic heads to the Internet,
and at the “inner edge”, just as it is sent from the local hosts.

Automation: With large volumes of traffic, automation of
mundane tasks is needed to deal with events in a timely
manner. We note that the monitoring system is essential in
facilitating automated management, and quickly identifying
and resolving problems. For this purpose, policies to identify
suspect traffic must be sufficiently simple that they do not
cause too much overhead on the monitoring system.

Sharing with friends: Organizations can help each other
by sharing non-sensitive but useful knowledge with specific,
trusted organizations (“friends”). For example, an organization
X can inform trusted organizationY that at timeT , a machine
with IP addressYi sent a spam message to the mail server
of X . OrganizationY need not believe organizationX , as it
can corroborate that “hint” with its own logs, to verify/refute
if there was any suspicious message sent fromYi at timeT .
This information can help other “ethical” organizations reduce
their negative impact on the Internet.

B. Security Planes

Since some organizations will have “mission critical” ser-
vices on their network, the OE system would not require all
systems to be part of the automated management. However,
we believe that most Internet security issues today occur with
non-critical systems, which account for many more, often self-
administered, systems. These systems would be subject to
automatic quarantining. Multiple “planes” in the network are
required, each implemented as an isolated virtual network,ei-
ther using VLANs [5] (supported by most modern networking
equipment), or via other mechanisms which may offer greater
functionality or scalability (e.g., [4]). At a minimum, we
believe such a system should have: atransit plane for normal
traffic, amanagementplane for dynamically reconfiguring the
IT environment, aquarantineplane to enable affected users
to repair affected hosts, and ahoneynetplane, to allow certain
suspicious activities to continue without affecting otherhosts
until the problem(s) can be identified (at which time the
machine may be moved to the quarantine plane).

C. OE Manager

Various policies can be implemented to determine which
plane to (re)assign each machine to. The OE manager makes
these policy decisions based on the information provided
through the information management component of the sys-
tem. To help individual clients improve their security so that
they can be moved to planes with greater accessibility without
requiring increased manual efforts, the OE manager can lever-
age additional services, such as our “self help” component.



Below, we discuss how the OE manager can identify sus-
picious traffic in the transit plane. The machines responsible
for this traffic can then be moved to either the quarantine
or honeynet plane, depending on the expected risks. With
false positives being unavoidable, we note that the usage
of planes can reduce the cost associated with the affected
machines. Systems that would have “expensive” false positives
(e.g., mission critical applications) would be addressed in the
traditional manual fashion.

Self-help service:To avert a substantial increase in support
desk workloads, the affected systems would not lose network
access, but would have reduced capability. Specifically, they
could access the self-help system, but no other system or
network; the organization may have to host a repository of
patches to enable this. A self-help service would inform users
why they have been moved off the transit plane, and enable
them to quickly repair (and verify to the management system)
their system to get back on the transit plane.

Management of essential resources:Current network en-
vironments tend to be very static; e.g., they block ports to
prevent certain types of activity from happening. However,
static policies can be worked around, and can actually make
things easier for miscreants. Blanket policies can penalize
all users on an edge network, rather than just the offending
parties. To ensure that only users (or hosts) responsible for the
malicious activity are affected, organizations need to manage
essential resources, such as IP addresses, more closely.

Threshold-based policies:While OE is not dependent on
any specific set of policies to automatically detect and identify
local machines from which malicious traffic is originating,
we show that relatively simple threshold-based policies (that
leverage knowledge of which essential resources should be in
use, for example) are able to detect the machines responsible
for much of the malicious traffic.

III. U NDERSTANDING M ISCREANTS

A. Our Data Set

We collected a year-long trace of network activity at the
University of Calgary. The university has a 400 Mbps full-
duplex link to the Internet. We use theconn feature of
the open-source Intrusion Detection Systembro1 to collect
summary information on each connection that traverses the
link. These summaries include information such as the IP
addresses of the source and destination of the connection, the
port numbers, and the end-state of the connection.2

For this study we analyzed data for the period April 1, 2008-
March 31, 2009. Our trace contains 39.3 billion connection
summaries. 52% of these connections wereoutbound. i.e.,
initiated from a host on campus and intended for a host
elsewhere on the Internet. 48% of connections wereinbound.

B. A Case Study

This section provides a case study that illustrates the op-
eration of a miscreant (or a set of miscreants) as observed

1http://www.bro-ids.org/
2The connection states are described at http://tinyurl.com/bro-conns.

 0

 100

 200

 300

 400

 500

 0  6  12  18  24  30  36

O
ut

bo
un

d 
S

S
H

C
on

ne
ct

io
ns

(1
00

0s
/h

ou
r)

Hours Since Local Host Compromised

Fig. 2. Scans by a compromised machine on campus.

from the campus network. This real-world example shows how
malicious users target and use other organizations machines for
extended periods of time, how seamlessly and systematically
malicious systems are operated, and how big an impact a few
compromised machines can have on overall Internet security.

Our case study starts with a host on the university network
being scanned at 10:23pm one Sunday night. From this single
contact, the scanner (a host in South Korea) was able to
determine that the local host was running an SSH server.
Several hours later, the same external host returned, and began
a password attack on the local host. Only 6 minutes and 258
connections later, the miscreant had successfully accessed an
account on the local system.

About four hours later, a host from Germany logged into
the compromised host. It uploaded some data to the local host,
which subsequently downloaded data (viaftp) from a server
in Virginia, followed by data (viahttp) from a server in the
Netherlands. The local host then began scanning external IP
addresses, searching for other SSH servers. Figure 2 shows the
network behavior of the local host following its compromise.
After 10 hours of scanning, the local host completed its
assigned workload. It then pinged a host in California. Less
than one hour later, the original scanner returned, to test
more passwords on the compromised host. Monday evening,
the local host pinged several additional hosts in the U.S. At
5:30am Tuesday, the host from Germany logged in once more,
and the local host resumed scanning external hosts.

On Tuesday afternoon, the scanning activity by the local
host was noticed by campus IT, and the host was disconnected
from the network. The local host remained offline for two
months, until it was repaired and reattached to the network.
Interestingly, three hosts, one in Romania, one in Japan, and a
third in South Korea, continued to probe for the compromised
local host periodically during this two month period. Within
two weeks of the local host coming back online, these ma-
chines noticed, and the host from Germany soon attempted to
login again. When it determined that it could no longer login,
the connection attempts stopped.

C. Discussion of Organizational “Don’ts”

The malicious activity is (typically) not the intention of
the local organization or its users, but rather of miscreants
using compromised machines. Thus, looking for evidence of
malicious activity can help identify the compromised ma-
chines, enabling them to be removed from the network, thus
improving Internet security. Overall, our system is designed
to help organizations become better Internet citizens.



As discussed in Section I, the Internet would be more
secure if edge networks applied the following intuitive rules:
don’t attack, don’t scan, don’t intrude, don’t infect, and don’t
spam. The above case study provides examples of how “local”
machines (either at the university, or within some other organi-
zation) attack, scan, and control/intrude on other organizations.

In our case study, the local organization acted responsibly
by identifying and removing a compromised machine from
the network. However, the process was largely manual, and
over 5.6 million SSH scans still occurred. By automatically
searching for “brute force” activities and quarantining the
responsible local hosts, over 99% of the SSH scans in the year
long data set could have been removed from the network. Few
false positives would be possible, as most of the scans were
conducted by only a handful of local machines.

IV. CHARACTERIZATION AND RESULTS

In this section we provide additional empirical examples of
miscreant behavior, and most importantly, we leverage these to
demonstrate how effectively our proposed system could work,
without limiting the actions of the majority of users.

A. DDoS Attacks

A commonly cited malicious activity is a Distributed Denial
of Service (DDoS) attack [15]. These are commonly launched
via a botnet - a set of compromised hosts (termedbots)
remotely managed by a singlecontroller, often via a set
of intermediaries to improve the scalability of the botnet
management. To make it difficult for the target to understand
where the attack originated from, the bots typically spoof
the source IP addresses. This works because the bots do not
intend to establish the connection, just prevent the targetfrom
establishing valid connections with other hosts.

A best practice for mitigating DDoS attacks is for edge
networks to useegressfiltering [15]. With this technique, the
edge network can drop outbound packets that do not have a
source IP address associated with the local organization. As
this best practice is used by the university, we originally did
not anticipate observing any DDoS attacks. Furthermore, we
expected that all source IP addresses on outbound connections
would belong to an active host. However, these proved to
be incorrect assumptions, and serve as motivation for several
attributes of our proposed system (e.g., continuous monitoring,
systematic control of resources like IP addresses).

Figure 3(a) provides initial evidence of DDoS attacks. It
shows that at least 1,000 (outbound) connections originating
from every possible IP address in the university’s /16 network
(65,536 possible addresses). We see that that slightly lessthan
2
15 hosts (or half the IP addresses assigned to the university)

had successfully established connections over the course of the
year. This indicates that the remaining (36,855) IP addresses
were used either inadvertently or inappropriately.

Figure 3(b) provides more compelling evidence of DDoS
incidents. This shows the six incidents involving the most
local IP addresses, all targeted at single external IP addresses.
Two of the events happen almost simultaneously in July,

and quickly use the majority of the 65,536 possible local
IP addresses. In August, three more significant DDoS events
occurred almost simultaneously. The sixth event is somewhat
different from the others, in that it takes a much longer
duration of time to use most of the local IP addresses.
The most intense of these attacks generated over 5 million
“connections” (in this case, only involving single packets).

Threshold-based policy:A straightforward policy for de-
tecting such events is to monitor unused (local) IP address
space. This is a similar approach to backscatter analysis [13],
but for traffic originating locally. Since the DDoS attack selects
the source address randomly from the local IP address range,
the probability of selecting an address from a given range can
be calculated. For a /24 prefix within a /16 IPv4 address space,
the probability is 1/256. Thus, we could potentially mitigate
the local participation in a DDoS attack within the first few
hundred packets, as without using knowledge of which local
addresses are in use, the bot(s) will quickly wander into “dark-
ness”. Using this method, we observed 48,294 potential DDoS
attacks that local addresses participated in, over the one year
period. These attack where distributed across 6,808 external IP
addresses (or 3,724 external /24 prefixes). Figure 3(c) shows
the number of connections from local machines associated
with each of these potential DDoS events. Clearly, there were
some external machines that had to endure repeated attacks.

Figure 3(d) shows the fraction of connections that could
have been avoided if the remainder of the local DDoS traffic
was eliminated once the first unused local addresses had been
observed, as well as the number of local IP addresses observed
before detection. Note that almost all connections in DDoS
events could be eliminated using this simple policy.

Management of essential resources:Relying on a static
darknet to detect such events is not a desirable strategy, as
miscreants likely would quickly adapt to it, as they have
with the egress filtering. A more sophisticated solution would
involve continuously monitoring the pool of inactive IP ad-
dresses, and filtering based on that. With this approach, the
probability of quickly observing local participation in a DDoS
event increases substantially.

A risk with automatically filtering all traffic to “targets”
identified in this manner is that miscreants could use it to
deny local users access to external services. Thus, the preferred
solution is to have the network devices at the “inner edge”
eliminate packets that were not sent from an authenticated
host. An additional reason to do this is removing the extra-
neous traffic from the network will make it easier to identify
other anomalous activities on the network.

B. Scans and Intrusions

As seen in Section III-B, scanning and intrusions often go
hand-in-hand. First, a machine scans targets at one or more
locations. The scan may search for specific vulnerabilitiesor
weaknesses. When a vulnerability is found, the miscreant may
attempt to exploit it directly, or hand it to another miscreant.

During the one year measurement period, local hosts ini-
tiated nearly 20 million SSH connections to external hosts.
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Fig. 3. Evidence of DDoS activity.

About 3% of these were from “inactive” local addresses.
The bulk of the attempts came from a handful of hosts, the
compromised host described earlier being one (5.6M). By
monitoring/searching for automated activity and “brute force”
behavior, it is possible to eliminate the bulk of this activity
without any significant side effects. A more effective policy
may be an opt-in policy, so that users needing SSH or other
network services must register to gain access. As part of
the registration process, best-practices could be enforced, to
minimize the chances of the host being compromised.

Figure 4 shows the number of SSH connections originating
from local machines. We note that 16 machines are account-
able for close to 90% of all the SSH connections; each of
these local hosts are responsible for at least 100,000 SSH
connections. As motivated by the 3% of connections generated
from “inactive” local addresses, we note that the flat tail of
the rank distribution likely is due to spoofed local addresses.

C. Infections

Infectious software like worms have strong similarities to
the scanning and intrusions/infiltrations described in Sec-
tion IV-B. A worm typically tries to quickly propagate itself,
and may combine the scanning and infiltration steps into one.
An underlying trait of most worm propagations is ignorance
of the local traffic communication patterns. As such, they will
likely “discover” a lot of new IP addresses (or /24 prefixes).

Figure 5(a) shows the cumulative number of distinct /24
prefixes observed over the measurement period. After an initial
“warm up” period (e.g., the first week of the trace), the growth
rate remains relatively stable through the next five months
across the inbound, outbound, and combined counts. When
students returned to campus in September, the volume of traffic
increases, which results in an increase in unique /24 prefixes
observed in the outbound direction. Figure 5(a) also shows two
periods of anomalous behavior. In mid-to-late November, and
again in late January, there are rapid increases in the number
of distinct /24 prefixes seen on outbound connections. Both
anomalies are due to worms attempting to propagate.

Figure 5(b) shows rank plots of the number of external IP
addresses discovered by local hosts, over the full year and
during the “busy” period in mid-November, respectively. 16
local hosts made 40% of the total discoveries over the full
year, and 90% of the “busy period” discoveries. This skewed
behavior can be used to quickly identify infected hosts.

As worms typically attempt to propagate very quickly, it
is necessary to act as soon as infected machines are iden-

tified [16]. About 750 local hosts discovered 80% of the
external IP addresses seen over the year. A threshold-based
policy that flags machines that discover “new” subnets (or IP
addresses) faster than some threshold rate could quarantine
the worm propagations rather quickly, before the worms can
spread broadly. Whitelisting could be used as well, to pre-
vent important services (e.g., email) from being automatically
quarantined if they trigger a threshold.

D. Spam

Spam is a miscreant activity that relies on low cost, au-
tomation, and brute force. The earlier in the delivery lifecy-
cle [8] we can eliminate spam, the more we can hinder its
effectiveness. Strategies such as blocklists and taking botnet
controllers out of service [12] are reasonably effective, but are
overcome through automation and brute force. Making it more
difficult for bots to send spam or dramatically shortening the
lifespan of bots would be more effective. At a minimum, these
approaches would complement existing techniques.

As with the other types of miscreant prevention discussed
in this paper, our approach is to prevent illegitimate email
clients from delivering any messages. A part of the solution
is to only allow outbound SMTP connections for registered
email servers. Other attempts should not be blocked though,as
the communication may help identify compromised machines.
Thus, with OE, the suspected bots (based on any attempt to
communicate with a recognized external SMTP server) should
be automatically moved to the honeynet plane, so that their
messages could be collected as evidence.

Our analysis suggests that there are numerous infected
computers on the wireless and residential prefixes, which are
self-administered machines. For example, of the 3,000 local IP
addresses for which we observed successful transactions with
known SMTP servers at Google, Microsoft and Yahoo!, 71%
of these local addresses were from the wireless and residence
prefixes, and are not legitimate university mail servers.

V. RELATED WORK

Intrusion detection and prevention systems aid organizations
in identifying miscreant activity. Research on automated di-
agnosis tools for performance, fault or security incidentsare
also relevant [7], [11], [2]. While we leverage insights from
such works, our work is novel in that we focus on locally
initiated activities, and our proposed system allow machines
to be automatically moved between planes with different
security levels. With carefully defined policies, our system
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can respond to all known types of miscreant activity without
affecting critical systems. Our system would use existing
virtual network implementations (e.g., [5] or [4]).

While the qualitative benefits of improving local security
and increasing information sharing are intuitive and have been
proposed by others (e.g.,[10]), little progress has been made
on designing a solution. Our approach attempts to rectify this.

The need to better control unused IP space is motivated
by characterizations of non-productive traffic. Panget al. [14]
monitored unused IP address space to characterize “Internet
background radiation”, and Jinet al. [6] examinedgray space
on a local network to identify and characterize scanners.

Other researchers have measured and characterized various
aspects of the threats on the Internet. Allmanet al. [1]
conducted a longitudinal study of third-party scanning, investi-
gating the onset of scanning, scanning frequency, and scanned
services over a 12-year period. Zouet al. [19] and Weaveret
al. [17] examine methods for detecting and containing worms.
Barford and Yegneswaran [3] and Karasaridiset al. [9] explore
properties of large-scale botnets. None of these works presents
a solution that systematically identifies and automatically
eliminates malicious activity on edge networks.

VI. CONCLUSION

In this paper we described a system for addressing undesir-
able network activity occurring within a local organization. By
identifying miscreant activity and quickly eliminating compro-
mised machines, overall Internet security could be improved.

Our solution relies on systematically detecting anomalous
behavior of local machines and quickly revoking their ability
to transit traffic to other hosts. We use a one-year long data set
to characterize five types of undesirable activity and introduce
specific policy solutions to these activities. While these (and
other) policy solutions may address current miscreant activity,
more advanced policies will be needed as miscreants are
forced to be a lot stealthier. Of course, OE will work with
more complex policies too.

By using different planes (with different access levels), we
are able to reduce the cost of false positives. While false
positives associated with automation often cause concernsfor
network managers, we note that not all false positives are
“expensive”. In addition, for any system that would have

expensive false positives (e.g., mission critical applications),
our solution still allows manual actions to be taken.

A second concern about increasing automation on edge
networks is that if done incorrectly, it could make it easier
for miscreants to gain control of large numbers of resources
on a particular edge network. However, steps can be taken to
minimize such opportunities. This is left for future work.
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