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**Abstract**

When there are several experts in a specific domain, each may believe in a different Bayesian network (BN) representation of the domain. In order to avoid having to work with several BNs, it is desirable to aggregate them into a single BN. One way of finding the aggregated BN is to start by finding the structure, and then find the parameters. In this paper, we focus on the second step, assuming that the structure has been found by some previous method.

DemocraticOP is a new way of combining experts’ parameters in a model. The logic behind this approach is borrowed from the concept of democracy in the real world. We assume that there is a ground truth and that each expert represents a deviation from it - the goal is to try to find the ground truth based on the experts’ opinions. If the experts do not agree, then taking a simple average of their opinions (as occurs in classical aggregation functions such as LinOP and LogOP) is flawed. Instead, we believe it is better to identify similar opinions through clustering, and then apply averaging, or any other aggregation function, over the cluster with the highest number of members to obtain the aggregated parameters that are closest to the ground truth. In other words, respect the majority as is done in democratic societies instead of averaging over all experts’ parameters. The new approach is implemented and tested over several BNs with different numbers of variables and parameters, and with different numbers of experts. The results show that DemocraticOP outperforms two commonly used methods, LinOP and LogOP, in three key metrics: the average of absolute value of the difference between the true probability distribution and the one corresponding to the aggregated parameters, Kullback-Leibler divergence, and running time.
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1. **Introduction**

Bayesian networks (BNs) are a popular graphical formalism for representing probability distributions. A BN consists of structure and parameters. The structure, a directed and acyclic graph (DAG), induces a set of independencies that the represented probability distribution satisfies. The parameters specify the conditional probability distribution of each node given its parents in the structure. The BN represents the probability distribution that results from the product of these conditional probability distributions. Typically, a single expert (or learning algorithm such as [1], [2], and [3]) is consulted to construct a BN of the domain at hand. Therefore, there is a risk that a BN constructed in this way is not as accurate as it could be, e.g. if the expert has a bias or overlooks certain details. One way to minimize this risk is to obtain multiple BNs of the domain from multiple experts and combine them into a single BN. This approach has received significant attention in the literature ([4], [5], [6], [7], [8], [9], [10], [11 [12], [13] and [14]). The most relevant of these references is probably [9], because it shows that even if the experts agree on the BN structure, no method for combining the experts' BNs produces a consensus BN that respects some reasonable assumptions and whose structure is the agreed BN structure. Unfortunately, this problem is often overlooked. To avoid it, we proposed combining the experts' BNs in two steps [12], [4] and [11], by first, finding the consensus BN structure and then finding the consensus parameters for the consensus BN structure.

The consensus Bayesian network structure can be obtained by any existing method. In particular, we recommend [12],[8],[11], because these methods discard the BN parameters provided by the experts and only combine the BN structures provided by the experts, which makes it possible to avoid the problem pointed out by Pennock and Wellman [9]. Even if the experts agree on the BN structure, no method for combining the experts’ BNs (structures + parameters) produces a consensus BN that respects some reasonable assumptions and whose structure is the agreed BN structureHereafter, we assume that the experts have adopted the consensus structure and thus they differ only in the parameters. In this paper, the second step of the BN combination strategy is studied. Specifically, we introduce a new way of pooling the experts’ parameters into one aggregated set of parameters.

In this study, we assume the existence of a ground truth and that experts represent deviations from the ground truth. It seems that this may be a reasonable assumption in many domains such as medicine, where a physical mechanism or system is being modeled. The experts may still disagree due to, for instance, personal beliefs or experiences. However, we do not claim that the assumption of a ground truth is valid in every domain. For instance, if the experts are sport experts that are consulted about the results of the next season, then the idea of the existence of a ground truth is open to discussion, to say the least.

Two commonly used methods for aggregating the BN parameters are linear opinion pool (LinOP) [15] and logarithmic opinion pool (LogOP) [16], which obtain the weighted arithmetic and geometric means respectively. Both methods suffer from two main problems. First, they are slow, since they have to compute the probability of each state of the world and there are exponentially many states. Second, they can be misled by outliers, i.e. non-experts, especially when there is a ground truth and experts believe in a deviation from this truth. One possible solution to the first problem is to do family aggregation, i.e. locally combine the opinions of the experts for each conditional probability distribution [4]. However, this solution still suffers from the second problem. In this paper, we try to address these problems by introducing a novel and smart family aggregation called DemocraticOP.

The main idea of DemocraticOP is to start by clustering the experts’ parameters, and then obtain the aggregated parameter by combining the parameters of those experts who are located in the largest cluster. The underlying logic is to respect the majority, i.e. experts in the largest cluster, and disregard others as they are outliers and would distort the result. Moreover, DemocraticOP is fast because it does not need to compute the probability of each state of the world.

We have implemented DemocraticOP and compared it to two previously well studied methods, LinOP and LogOP, in several BNs with different numbers of variables and parameters, and various numbers of experts as well. It shows superior performance in KL divergence, average of the absolute value of difference between true probability distribution and the one corresponding to the aggregated parameters, and particularly in running time.

The rest of this paper is organized as follows. First the preliminaries are discussed in Section 2. Related works in this area are described in Section 3. We introduce DemocraticOP, its time complexity and the properties it satisfies in Section 4. Section 5 includes the experimental results of implementing three aggregation functions DemocraticOP, LinOP and LogOP, and a comparison of the results with respect to different criteria. Finally, we conclude in Section 6.

1. **Preliminaries**

In this section, the notation used in this paper is introduced. Let *m* be the number of random variables in a BN and be the parent set of each variable. Each variable has possible states and possible parent configurations. Therefore the number of free parameters, *N*, can be calculated as . The set of states of the world is denoted by , where is the total number of states of the world.

The number of experts is denoted by *n*. The experts’ opinions can be aggregated by combining all of their opinions about each state of the world, , or each free parameter, (), where is the probability chosen by expert for event *x*, is one of the possible values of variable , and is one of the possible parent configurations of . The conditional probability is denoted by for short, where *z = 1,…,N.*

Note that is the aggregated parameter and the function *f* which aggregates the experts’ parameters is called the opinion pool:

.

1. **Previous work**

In this section, we explain the background of the various opinion pools and their problems. When combining the parameters of different experts, experts may agree or disagree on the parameters. Experts may all be knowledgeable in the area, i.e. arrive at very similar conclusions. In this situation, combining their parameters is straightforward. Problems arise when there are non-experts, i.e. when there are different values for the parameters. In this case, some problems arise in the existing combination functions as we will see below. Famous combination functions are linear opinion pool (LinOP) [15], logarithmic opinion pool (LogOP) [16], and supra Bayesian approach [17], [18], [19]. For more opinion pools we refer the reader to [20].

LinOp is a weighted arithmetic mean with the following formula:

where is a non-negative weight assigned to each expert and , and . It is also possible to apply LinOP locally or separately within each conditional probability distribution [4]. Pennock and Wellman in [9] called it, in a general case, family aggregation (FA):

=f()

LogOP is a weighted geometric mean with the following formula:

where, again, is a non-negative weight assigned to each expert and , and .

A third pooling method, called the supra Bayesian approach, identifies one distinguished expert *h* (real or fictitious) as the supra Bayesian. The consensus is then defined as the posterior distribution of *h* with Bayes’ rule as the pooling operator:

where is the *h*’s prior probability of state and is the appropriate likelihood of expert *h* for the other experts’ opinions. The problem with the supra Bayesian approach is that finding and is not a simple task, especially when *h* is virtual [20].

Due to the problems described above with the supra Bayesian approach, we focus primarily on LinOP and LogOP. These two commonly used methods suffer from some problems, especially when there is a ground truth and experts represent deviations from it, which we try to solve in this paper. First, the problem with LinOP is discussed. Consider a case where three experts do not agree. One believes the value for a parameter should be 0 and the others believe in 0.7 and 0.8 respectively, where the first expert seems to be an outlier with respect to the ground truth, which we assume is in the vicinity of 0.7-0.8 since most experts’ opinions lie in that vicinity. LinOP then combines them to 0.5 (assuming that the experts are given the same weight). The aggregated parameter is not a good representation of the experts. Note that if the experts believe the parameter should be 0.5, 0.45 and 0.55 respectively, the aggregated parameter also becomes 0.5. In the latter case the experts are satisfied because it is close to them. But when 0.5 is the aggregated value for 0, 0.7 and 0.8, the experts are unsatisfied, because 0.5 is far from the opinions of all of them. Therefore, the logic behind averaging to find a consensus based on several divergent opinions is flawed, since it may include outliers (non-experts). In that case, it seems risky to aggregate the opinions of all the experts, as LinOP does, because there may be non-experts/outliers among them.

This problem also occurs in LogOP, but there is also another problem with LogOP. Consider a case in which all experts believe the probability of visiting Asia is 0.1, except one who believes it is zero. The result of combining these probabilities through LogOP is zero. Again, this does not reflect the aggregation of the experts’ opinions. In other words, a single zero forces the resulting parameter to zero and this result does not reflect the opinions of other experts.

Briefly, the previous methods suffer from two problems. One is that they are slow, since they need to compute the probability of each state of the world. The other is that outliers, which we consider to be non-experts, throw off the results when there is a ground truth. In this paper, a new method is proposed to solve both problems.

The underlying principle of democratic combination can be explained as follows. When there are experts with different parameters, we believe the best way of combining them is to respect the majority. In other words, when most of the experts generally agree on the value of a parameter, there is no need to include the few experts that do not agree with the majority in the final combination. We should only combine those who are in the majority. We propose to first find the experts that generally agree by means of clustering. Then, the parameters of the experts in the largest cluster can be combined. This method of combination is called DemocraticOP in this paper. DemocraticOP is fast because it combines parameters of experts and not states of the world. Furthermore, it is not thrown off track by outliers because it considers only the parameters of experts in the largest cluster.

For instance, in the example for LinOP (three experts with 0, 0.7 and 0.8 values for a parameter), because we believe in a ground truth, we believe that we should trust the last two experts and discard the first one. Then, we output an aggregated parameter of 0.75, whereas LinOP outputs 0.5 and LogOP results in 0. Our output is representative of the experts that we think represent the ground truth. LinOP and LogOP treats experts and non-experts equally while DemocraticOP disregards non-experts, because we assume some experts are not good since they deviate too much from the ground truth.

In [21] Greene and Luger propose a democratic way of combining divergent ideas. This is a work that may look similar to ours, but there are clear differences. Like us, they cluster experts for each parameter. But, in the end, they have several cluster means for each parameter instead of one consensus parameter. Therefore, doing inference in such a consensus Bayesian network requires propagating different cluster means for each parameter throughout the network. In fact, they believe in divergent opinions, not in a fundamental truth as we assume. Therefore, they include all the opinions while we disregard some experts. We also provide a kind of vote for each expert (explained later as the *reliability* concept). Moreover, Greene and Luger did not evaluate their method in different aspects and no comparison to the previous methods is reported, as we do in this paper.

1. **DemocraticOP**

In this section, the democratic combination method is discussed. As stated in Section 3, the principle behind DemocraticOP is to pay attention to the majority as in a democracy.

The algorithm in Figure 1 illustrates DemocraticOP. DemocraticOP combines each parameter separately. To do this, it first builds the similarity graph for each free parameter separately. A similarity graph is a fully connected undirected graph (with edges) in which nodes are experts. Weights of the edges, , for *z*th parameter between expert *l* and *h*, are obtained through the similarity function , which takes and and returns their similarity.

We use the following equation to obtain the similarity:

 (1)

From equation (1), if two experts think alike, i.e. , then they are absolutely similar, i.e. becomes 1. On the other hand, if they think totally differently, i.e. one is zero and the other is one, then they are absolutely dissimilar, i.e. becomes 0.

The second step of DemocraticOP is to cluster the experts with the help of the similarity graph for each parameter, which is done by the *Cluster(z)*function. It returns clusters, with *j*=1,…,. We considered the line-island algorithm [22]. It simply clusters the graph by removing edges with weights below a threshold, , and extracts the connected components. Thresholds could be fixed for all parameters or adaptive. Higher thresholds mean we want to be conservative in clustering i.e. prevent very dissimilar ideas from being combined. On the other hand, lower thresholds mean we want to allow more experts to be involved in the aggregation, even some dissimilar ones. If threshold is set to 0, then DemocraticOP will result in family aggregation (FA). In this paper, the average of the weights in the corresponding similarity graph, i.e. , is used as the threshold in each parameter *z*. This means that *t* is set in an adaptive manner with respect to each parameter and the opinions of experts for that parameter. This is not the best value for *t*. There are better thresholds for different cases. However, we observed that the average value works well in all of the domains in our experiments.

|  |
| --- |
| **Inputs**: experts’ parameters: experts’ *reliabilities* (it is not compulsory, default value is zero)**Outputs**: aggregated parameters |
| **for** *z =* 1 **to** *N* // build similarity graph for each parameter separately **for** *l =* 1 **to** *n* **for** *h = l+*1 **to** *n*  **end for** **end for** // then cluster experts for each parameter separately with respect to their similarity graph = *Cluster(z)***end for**Sort parameters with respect to some criterion.**for** *z =* 1 **to** *N*  *j* = cluster with maximum and   **for** **each** expert *l* **in**   **end for** **end for** |

Figure 1. DemocraticOP algorithm.

After the thresholds are identified, the aggregated parameters are calculated. In the previous step, experts were clustered with respect to their similarity in each parameter separately. Therefore, one cluster is the winner, the parameters of the experts in that cluster are combined with a combination function, *f*, and the aggregated parameter is achieved. There are a number of possible combination functions that could be applied. We used the arithmetic average with equal weights in our experiments.

At this point, one question to consider is: from which parameter should one begin, i.e. what is the best parameter ordering to start the aggregation process? One possibility would be to set the order arbitrarily. However, this could create problems. For example, if there is not a single largest cluster, i.e. at least two have the same number of experts in each, as shown in Figure 2, there would be more than one winning cluster. In order to choose one of the largest clusters as the winner, the concept of *reliability* is introduced for each expert (denoted by ) which shows how reliable each expert is. Therefore, in such a case, the cluster with the highest *reliability*, i.e. cluster j with largest , will win. Obviously, when there is only one cluster with the largest number of members, it is most likely going to be the winner. *Reliability* helps in choosing a winner when there is more than one cluster with the largest number of members. One rare thing that may happen is that the largest clusters also have equal *reliabilities*. This means that two or more clusters have the same number of members and the same *reliabilities*. From our point of view, this means that there is not a ground truth in this case, since we assume that there is a ground truth and the experts represent deviations from that truth. Therefore, this case would not happen with our assumption. One solution would be to introduce another metric, but this situation could also occur for this metric. Another solution would be to aggregate the parameters of the “tied” clusters to obtain the resulting parameter. We even tested the latter solution, but it did not lead to a better result. We are working on other solutions to prevent such cases.

Now, we want to find the best parameter ordering to start the aggregation process. Every arbitrary ordering works, but starting from the parameters that most of the experts agree on leads to better and more correct *reliability* values, i.e. values that unambiguously identify which experts deviate from the ground truth and which do not. Therefore, the following heuristic criterion is proposed, and is calculated for each parameter. First, parameters are sorted in a descending order with respect to this criterion, and then DemocraticOP is applied.

 (3)

We want to first treat the parameters about which most experts agree and for which there is no need to use *reliability* to find the winning cluster. The criterion returns higher values for such parameters: larger differences between number of members in the largest and the smallest clusters, and a smaller number of clusters, which means more agreement.

Figure 2. More than one cluster wins.

Calculating the *reliability* for each expert is the next matter for discussion. In each step, i.e. for each parameter, after finding the largest cluster and calculating the aggregated parameter, *reliabilities* are then computed. When we have the aggregated parameter, then we can simply compute the expert *reliabilities* with respect to the difference between the aggregated parameter and the expert’s parameter. Function in the algorithm performs the *reliability* computation. We propose the following formula, but other functions are also applicable. Experiments show that this equation performs acceptably.

 (2)

When the expert’s parameter is the same as the aggregated one, the newly computed *reliability*, i.e. , will be 1 which means this expert is totally reliable. On the other hand, when an expert’s parameter is 0 but the aggregated parameter is 1 (or vice versa), the newly computed *reliability* becomes 0 which means this expert is non-reliable.

As seen in equation (2), the previously computed *reliability*, , is added to the newly computed one. We suggest only calculating the *reliabilities* of the experts in the largest cluster, but one might update *reliabilities* of all experts in each step or even set some threshold.

If there is previous knowledge about experts’ *reliabilities*, it can be entered into the algorithm. Otherwise, all experts are treated the same initially, i.e. default value is zero which means non-reliable.

* 1. **Time complexity**

The time complexity of DemocraticOP is discussed in this section. Building the similarity graph is of order and it is done for all parameters, hence . Clustering the experts using the line-island algorithm is of order and is done for all parameters, hence . Sorting the parameters with respect to the criteria explained in the previous section, using algorithms like merge sort which behaves the same in all cases, requires *O(N.logN)*. Each step of DemocraticOP to find the aggregated parameter is of *O(n)* order. Since it is done for all parameters, *O(N.n)*. Therefore, the complexity of the whole algorithm is .

This is the time complexity of finding all the aggregated parameters. For comparison, we will discuss the time complexity of LinOP and LogOP. Since both LinOP and LogOP compute the probability of states of the world, all states are traversed. Moreover, in each step, probabilities of all variables for each expert are multiplied. Therefore, the time complexity becomes . In the best case, if all variables are binary, i.e. , then the complexity becomes . Time complexity of FA (LinOP when applied locally on parameters as explained in Section 3) is *O(N.n)*.

Thus, the time complexity of both DemocraticOP and FA is of polynomial order of the number of parameters and experts. However, for LinOP and LogOP, it is of exponential order of the number of variables, because both need to traverse all states of the world. Recall that FA is vulnerable to interference from non-experts (i.e. outliers).

* 1. **Properties of DemocraticOP**

Several researchers propose different properties for the opinion pool [23], [24], [25], [26], [27], [28], [20], [9]. The two incontrovertible properties are Unanimity (UNAM) and Nondictatorship (ND):

*Property 1 (UNAM)*: If for all experts *h* and *l*, and for all states , then .

*Property 2 (ND)*: There is no single expert *h* such that for all , and regardless of the other experts’ opinions.

UNAM says that if all experts agree, then the consensus agrees as well. ND states that no single expert will ever override the others’ opinions. There are several other properties proposed, [9] is a good reference for further reading. It is worth mentioning that there is no aggregation function that can simultaneously satisfy the marginalization property (MP), externally Bayesian (EB), UNAM and ND [25], [9].

Now, we will show that DemocraticOP satisfies both UNAM and ND. It also satisfies other properties such as proportional dependence on states (PDS) [9].

 *Proposition 1*. DemocraticOP with average threshold satisfies UNAM.

*Proof*. UNAM says that if all experts agree then the aggregated result must agree. In DemocraticOP, if all experts agree, then they will all be clustered together. Furthermore, the average of n similar opinions will then be the same as one of them, hence the aggregation agrees on the same opinion: .

*Proposition 2*. DemocraticOP with average threshold satisfies ND.

*Proof.* Because in DemocraticOP, the cluster with the largest number of members determines the aggregated parameter, no single expert overrides the others’ opinions. The parameters of the experts in the largest cluster are combined to form the aggregated parameter, not a single expert. Therefore there is no dictatorship. Moreover, there is no winning cluster with only one dictatorial member. Since we consider the average threshold for clustering, the case in which the winning cluster contains only one member will never happen.

This paper is a proof of concept and, as such, we have focused on showing that it works well in practice. In the future, we will study the theoretical properties of DemocraticOP and compare them with those of LinOP. In this paper, we have only proved the two properties that are incontrovertible. Proving the rest of the properties in the literature is beyond the scope of this paper, which was to prove that DemocraticOP works better than LinOP under the assumption of ground truth.

1. **Experimental results**

In this section, DemocraticOP is compared with two well-studied previous methods, LinOP and LogOP, using various different criteria. To create datasets, several BNs are used with different numbers of variables and parameters and various experts. Table 1 shows the properties of the BNs used. All are downloaded from the Norsys website[[1]](#footnote-1). For any given value of , there are free parameters. Since we believe in a ground truth, the downloaded BNs are considered as the ground truth here. We need different experts which believe in a deviation from the ground truth. To create each free parameter produced by the experts, we apply a normal distribution with mean equal to the original parameter and standard deviation (SD) uniformly selected in the interval [0,0.5]. Values below 0 and above 1, created by sampling normal distribution, are truncated to 0 and 1 respectively. Since the result may not be a probability distribution, we normalize the parameters. This process is repeated to create all the free parameters for all the experts.

Two main scenarios are considered to create experts’ parameters. In the first scenario, the same SD is considered for all parameters of each expert. In the second, each parameter for n given expert can have a different SD. The rationale behind these two scenarios is to test the aggregation methods both in cases where experts are equally reliable for all their parameters, and cases when they are not, as in the real world. In reality, sometimes experts are always reliable (as in the first scenario), but there are some experts whose *reliability* varies because they have more experience in some parameters than in others (as in the second scenario). Therefore, we considered both of these cases in our experiments. The number of experts is chosen uniformly in the range [10,20]. All programs are written in Java. Experiments are run on Windows XP with a 2.8 GHz CPU and 1.0 GB of RAM.

Table 1. BN properties (*m* is the number of variables, *N* denotes the number of parameters, and *A* is the number of whole states of the world).

|  |  |  |  |
| --- | --- | --- | --- |
| **BN Name** | ***m*** | ***N*** | ***A*** |
| Animals | 7 | 43 |  |
| Bat habitat basinscale | 8 | 582 |  |
| Asia | 8 | 18 |  |
| forEx consideration | 8 | 475 |  |
| Diabetes learned | 9 | 85 |  |
| B mesenterica alpha | 10 | 46 |  |
| Extending credibility | 12 | 170 |  |
| Bat habitat finescale | 13 | 64 |  |
| Car diagnosis | 18 | 164 |  |
| Midway | 26 | 151 |  |

We used three criteria to compare the performance of DemocraticOP, LinOP and LogOP: the average of the absolute difference between the true probability of each state of the world and the one computed by the aggregated parameters (Diff), the Kullback–Leibler divergence between the true probability distribution and the one corresponding to the aggregated parameters (KL), and running time. All the results were averaged over 10 runs. Diff and KL are calculated using the following formulas:

where is the aggregated probability of the ith state of the world, is the original probability of *i*th state of the world in the downloaded BN, and *A* is the number of the whole states of the world.

* 1. **Number of experts**

We investigated the effect of the number of experts on the KL criterion in LinOP and DemocraticOP. Since LinOP calculates the weighted average, when the number of experts is large, outliers do not affect the result much. Therefore, it is expected that KL for LinOP and DemocraticOP should become more similar as the number of experts grows. On the other hand, when there are fewer experts there is no clear winner. Therefore, it is most interesting to look at cases with an intermediate number of experts. In this case, DemocraticOP seems more effective than LinOP.

The results for the first and the second scenarios (with SDs that are the same and different, respectively) in Asia BN are shown in Figures 3 and 4 for quantities of experts between 2 and 50, with each run once. For the sake of readability, only the figure for this domain is shown. The figures for the other domains indicate the same qualitative conclusions. DemocraticOP is run with two clustering thresholds: 0 and .

As can be seen from both figures, with a smaller number of experts (less than 5) there is not always a clear winner. When the number of experts is between 10 and 30, DemocraticOP wins. As the number of experts grows, LinOP and DemocraticOP converge[[2]](#footnote-2). Recall that LinOP takes much longer to reach such results compared to DemocraticOP, which only takes a few seconds (running times are discussed later).

Figure 3. KL for varying numbers of experts from 2 to 50 in Asia BN for the first scenario (*n* denotes the number of experts).

The figures show that when few or many experts are available, there is no preferred method (except in running time, in which DemocraticOP is the winner). However, for an intermediate number of experts (especially between 10 and 20), DemocraticOP outperforms LinOP. We focus on this range of experts in the coming sections.

Figure 4. KL for varying numbers of experts from 2 to 50 in Asia BN for the second scenario.

* 1. **Diff and KL**

Table 2 illustrates Diff and Table 3 shows KL criteria in the first scenario for DemocraticOP, LinOP and LogOP. Values shown are average ± SD after 10 runs. The best result across the different aggregation methods appears in bold. DemocraticOP is run with two different clustering thresholds, *t*: the average of weights in the corresponding similarity graph () and 0. Recall that *t*=0 results in FA. Other thresholds were also tested that worked better in some cases, hence one can find thresholds that work better than the average of weights. However, this seems to be problem dependent. The average of weights is a threshold that seems to perform well in most of the domains we have considered.

One point that should be mentioned about KL is that when the original probability is not zero but the aggregated probability is zero, then KL becomes infinity because the denominator is zero. To avoid such a case, a tiny integer is used instead of zero. In LogOP, due to the problem discussed earlier (one zero forces the aggregated probability to become zero) cases in which the original probability is not zero but the aggregated probability is zero are more likely to happen. Therefore, values for KL are large in LogOP.

Table 2. Diff for the first scenario averaged after 10 runs (\*p<0.05, \*\*p<0.01).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **BN Name** | **LinOP** | **LogOP** | **DemocraticOP (*t*=** ) | **DemocraticOP (*t*=0)** |
| Animals | 9.74e-4±1.02e-4 \* | 1.00e-3±1.70e-4  | **9.24e-4±1.51e-4** | 1.06e-3±9.73e-5 |
| Bat habitat basinscale | 2.58e-5±4.30e-6 \*\* | 2.93e-5±7.88e-6 \*\* | **2.18e-5±4.70e-6** | 2.61e-5±3.52e-6 |
| Asia | 2.96e-3±3.81e-4 \*\* | 3.90e-3±1.14e-3 \*\* | **2.14e-3±5.90e-4** | 3.06e-3±3.84e-4 |
| forEx consideration | 2.73e-6±1.99e-7  | **2.10e-6±4.24e-22** \*\* | 2.65e-6±2.44e-7 | 2.83e-6±1.80e-7 |
| Diabetes learned | 1.63e-4±3.27e-5 \*\* | 2.79e-4±6.55e-5 \*\* | **1.25e-4±3.29e-5** | 1.48e-4±3.09e-5 |
| B mesenterica alpha | 6.75e-5±1.17e-5 \*\* | 1.04e-4±2.31e-5 \*\* | **5.59e-5±1.44e-5** | 5.72e-5±8.72e-6 |
| Extending credibility | 2.03e-7±2.64e-8 \*\* | 1.88e-7±0 \*\* | 1.83e-7±2.12e-8 | **1.72e-7±2.21e-8** |
| Bat habitat finescale | 3.66e-5±6.50e-6 \*\* | 5.84e-5±1.24e-5 \*\* | **2.37e-5±2.79e-6** | 2.93e-5±5.40e-6 |
| Car diagnosis | 2.28e-7±2.53e-8 \* | 2.52e-7±5.72e-8  | **2.04e-7±4.39e-8** | 2.42e-7±2.52e-8 |
| Midway | 6.77e-9±8.84e-10 \*\* | 7.45e-9±8.27e-25 \*\* | **3.87e-9±6.70e-10** | 4.30e-9±6.66e-10 |

In addition, to show that these numbers are not always achieved randomly, p-values of Wilcoxon signed-rank test [29] for this scenario are also computed and shown in Tables 2 and 3 in comparison with DemocraticOP with *t***=** .

Table 3. KL for the first scenario averaged after 10 runs (\*p<0.05, \*\*p<0.01).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **BN Name** | **LinOP** | **LogOP** | **DemocraticOP (*t*=** ) | **DemocraticOP (*t*=0)** |
| Animals | 1.11±1.82e-1  | 32.1±4.57 \*\* | **1.04±2.12e-1**  | 1.26±1.9e-1 |
| Bat habitat basinscale | 1.07±2.74e-1 \*\* | 27.3±7.87e-2 \*\* | **8.60e-1±2.62e-1** | 1.06±2.22e-1 |
| Asia | 6.14e-1±1.1e-1 \*\* | 20.0±8.78 \*\* | **4.19e-1±1.50e-1** | 6.44e-1±1.11e-1 |
| forEx consideration | **1.72±2.65e-1**  | 25.3±3.55e-15 \*\* | 1.75±3.3e-1 | 1.88±2.26e-1 |
| Diabetes learned | 5.10e-1±1.48e-1 \*\* | 28.0±7.60e-1 \*\* | **3.94e-1±1.95e-1** | 4.39e-1±1.31e-1 |
| B mesenterica alpha | 6.48e-1±1.87e-1 \*\* | 26.6±9.3e-1 \*\* | **4.73e-1±1.85e-1** | 5.18e-1±1.14e-1 |
| Extending credibility | 1.26±3.4e-1 \*\* | 20.8±0 \*\* | 1.10±2.9e-1 | **9.5e-1±2.5e-1** |
| Bat habitat finescale | 5.84e-1±1.58e-1 \*\* | 25.8±1.08 \*\* | **3.02e-1±7.51e-2** | 4.60e-1±1.14e-1 |
| Car diagnosis | 1.05±1.96e-1  | 27.2±2.65 \*\* | **9.50e-1±3.65e-1** | 1.18±2.21e-1 |
| Midway | 9.29e-1±2.12e-1 \*\* | 12.6±0 \*\* | **3.42e-1±1.06e-1** | 3.98e-1±1.18e-1 |

Tables 6 and 7 illustrate Diff and KL respectively for LinOP, LogOP and DemocraticOP with two thresholds in the second scenario. The Wilcoxon p-values for this scenario are also shown. From all of these tables, one can see that DemocraticOP with *t*= produces better results with respect to other methods in both of the scenarios considered. In the following subsections, running times are also shown, which emphasize the favorability of DemocraticOP over the others. Although there are a few cases in which the results of DemocraticOP vs. LinOP and LogOP aren’t significant, DemocraticOP still runs much faster (i.e. methods achieve solutions of similar quality but DemocraticOP does so faster).

Table 6. Diff for the second scenario averaged after 10 runs (\*p<0.05, \*\*p<0.01)..

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **BN Name** | **LinOP** | **LogOP** | **DemocraticOP (*t*=** ) | **DemocraticOP (*t*=0)** |
| Animals | 1.03e-3±1.15e-4 \*\* | 9.81e-4±1.67e-4 \*\* | **9.18e-4±1.14e-4** | 1.03e-3±1.07e-4 |
| Bat habitat basinscale | 2.91e-5±2.18e-6 \*\* | 2.67e-5±3.39e-21 \* | **2.43e-5±3.22e-6** | 2.76e-5±2.28e-6 |
| Asia | 3.02e-3±5.93e-4 \*\* | 4.24e-3±1.25e-3 \*\* | **2.14e-3±6.76e-4** | 3.00e-3±5.76e-4 |
| forEx consideration | 3.16e-6±1.72e-7 \*\* | **2.31e-6±6.26e-7** \*\* | 2.94e-6±1.66e-7 | 3.05e-6±1.46e-7 |
| Diabetes learned | 1.72e-4±1.31e-5 \*\* | 2.79e-4±6.60e-5 \*\* | **1.49e-4±1.58e-5** | 1.55e-4±1.29e-5 |
| B mesenterica alpha | 6.99e-5±6.45e-6 \*\* | 9.65e-5±1.36e-20 \*\* | **5.26e-5±8.32e-6** | 5.83e-5±4.88e-6 |
| Extending credibility | 2.18e-7±1.16e-8 \*\* | 1.88e-7±0 \* | 1.74e-7±1.63e-8 | **1.68e-7±1.21e-8** |
| Bat habitat finescale | 3.76e-5±5.76e-6 \*\* | 5.43e-5±0 \*\* | **2.57e-5±7.24e-6** | 3.01e-5±4.93e-6 |
| Car diagnosis | 2.76e-7±1.64e-8 \*\* | **2.23e-7±5.29e-23**  | 2.24e-7±1.65e-8 | 2.59e-7±1.70e-8 |
| Midway | 7.69e-9±8.84e-10 \*\* | 7.45e-9±8.27e-25 \*\* | **4.36e-9±6.70e-10** | 4.54e-9±6.66e-10 |

Table 7. KL for the second scenario averaged after 10 runs (\*p<0.05, \*\*p<0.01).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **BN Name** | **LinOP** | **LogOP** | **DemocraticOP (*t*=** ) | **DemocraticOP (*t*=0)** |
| Animals | 1.24±2.41e-1 \*\* | 33.5±2.91 \*\* | **1.04±1.78e-1** | 1.22±2.17e-1 |
| Bat habitat basinscale | 1.41±1.86e-1 \*\* | 27.3±0 \*\* | **1.03±2.14e-1** | 1.19±1.23e-1 |
| Asia | 6.41e-1±1.80e-1 \*\* | 21.3±8.73 \*\* | **4.31e-1±1.86e-1** | 6.29e-1±1.72e-1 |
| forEx consideration | 2.76±6.26e-1 \*\* | 25.3±3.42e-2 \*\* | **2.13±2.89e-1** | 2.14±2.38e-1 |
| Diabetes learned | 5.57e-1±6.98e-2 \*\* | 28.0±7.29e-1 \*\* | **4.32e-1±9.43e-2** | 4.54e-1±6.28e-2 |
| B mesenterica alpha | 7.33e-1±1.50e-1 \*\* | 26.9±3.55e-15 \*\* | **4.30e-1±1.25e-1** | 5.32e-1±7.95e-2 |
| Extending credibility | 2.19±5.7e-1 \*\* | 20.8±0 \*\* | 1.01±1.6e-1 | **8.9e-1±1.10e-1** |
| Bat habitat finescale | 6.63e-1±1.78e-1 \*\* | 26.2±0 \*\* | **3.69e-1±1.53e-1** | 4.77e-1±1.01e-1 |
| Car diagnosis | 1.70±3.01e-1  | 28.5±0 \*\* | **1.08±1.53e-1** | 1.38±1.66e-1 |
| Midway | 1.54±2.12e-1 \*\* | 16.0±0 \*\* | **3.99e-1±1.06e-1** | 4.32e-1±1.18e-1 |

* 1. **Running Time**

To show the benefit DemocraticOP offers over the other methods, running times of the three methods are shown in Table 10. As discussed before, DemocraticOP finds the aggregated parameters directly, but LinOP and LogOP find the aggregated probability of states of the world. Therefore, the running time of LinOP and LogOP is considerably higher than DemocraticOP. The threshold in DemocraticOP does not affect the running time significantly, therefore it is not reported with different thresholds. Again, times are averaged over 10 runs. The lowest running times across the aggregation methods are shown in bold. As shown in this table, when the number of parameters, variables and the whole states of the world increases, running times of LinOP and LogOP rise exponentially, while DemocraticOP finishes in seconds. This is because of the polynomial order of number of experts and parameters in its time complexity, compared to the exponential order of number of variables for LinOP and LogOP.

The running time of LogOP is good in some cases. This is due to our implementation of it. When multiplying the probabilities to obtain the probability of each state of the world, when we encounter a zero, zero is reported for the result and no more computation is needed. Therefore, running time of LogOP is low in these cases.

Table 10. Running time of the methods averaged after 10 runs.

|  |  |  |  |
| --- | --- | --- | --- |
| **Name** | **LinOP** | **LogOP** | **DemocraticOP**  |
| Animals | 0.049 **s** | **0.009 s** | 0.018 s |
| Bat habitat basinscale | 13.3 s | 2.1 s | **0.199 s** |
| Asia | 0.009 s | **0.001 s** | 0.006 s |
| forEx consideration | 2.3 min | 18.5 s | **0.200 s** |
| Diabetes learned | 0.362 s | 0.084 s | **0.027 s** |
| B mesenterica alpha | 0.622 s | 0.108 s | **0.020 s** |
| Extending credibility | 15.0 min | 1.7 min | **0.082 s** |
| Bat habitat finescale | 1.5 s | 0.265 s | **0.023 s** |
| Car diagnosis | 12.5 min | 1.9 min | **0.064 s** |
| Midway | 6.3 h | 1.35 h | **4.5 s** |

* 1. **Parameter ordering**

As stated in section 4, before applying DemocraticOP, we sort the parameters according to a criterion. The rationale behind this idea is to first aggregate those parameters where most experts agree i.e. for which there is no need to use *reliability* to find the winning cluster. In this manner, experts’ *reliabilities* are calculated before they are needed. Then in parameters where there is no clear agreement between experts, i.e. there are more than one cluster with largest number of members, the winning cluster is chosen using the computed *reliabilities* of the experts.

If we choose a random ordering, then the experts’ *reliabilities* may not be computed by the time they are needed. In such cases, the winning cluster could be chosen erroneously. Table 11 shows the result of DemocraticOP applied to different BNs for two parameter orderings: the one we have suggested and a random ordering. As can be seen in this table, both Diff and KL in the random ordering are worse than the ones in the suggested ordering, which confirms the importance of good parameter ordering. It is worth mentioning that the two runs reported in the table have been selected because the ordering mattered. This was not always the case: In many runs, both orderings produced the same results.

Table 11. Diff and KL for two parameter orderings in DemocraticOP.

|  |  |  |
| --- | --- | --- |
|  | **DemocraticOP with suggested ordering** | **DemocraticOP with random ordering** |
| **Name** | **Diff** | **KL** | **Diff** | **KL** |
| Animals | 2.06e-19 | 9.61e-17 | 5.56e-4 | 5.12e-1 |
| Bat habitat basinscale | 1.29e-21 | 2.13e-17 | 4.48e-6 | 1.97 |
| Asia | 7.83e-20 | 2.18e-17 | 4.78e-4 | 1.92e-1 |
| forEx consideration | 1.30e-22 | 4.01e-17 | 2.53e-7 | 1.01 |
| Diabetes learned | 2.69e-20 | 1.28e-17 | 2.19e-5 | 7.29e-1 |
| B mesenterica alpha | 4.54e-21 | 7.36e-18 | 5.78e-6 | 5.14e-2 |
| Extending credibility | 3.25e-23 | 3.39e-17 | 1.50e-8 | 7.02e-2 |
| Bat habitat finescale | 2.02e-21 | 8089e-18 | 2.38e-6 | 2.57e-2 |
| Car diagnosis | 6.06e-23 | 6.64e-18 | 1.74e-8 | 6.62e-2 |
| Midway | 1.09e-24 | 3.92e-18 | 4.17e-10 | 2.83e-2 |

* 1. **DemocraticOP rank**

Now, we want to evaluate how well the combination works with respect to each expert solely in terms of the KL metric. In other words, if we consider the combination as a new expert, what is its rank with regard to the other experts in terms of KL metric? It is desirable that the combination should work better than each expert individually, or that it should at least fall into the top half. That way, we should on average outperform a randomly-chosen expert.

Tables 12 and 13 display the rank of the DemocraticOP expert and the total number of experts, both averaged after 10 runs for the first and second scenario respectively. Since DemocraticOP always works better than LinOP and LogOP in the KL metric, the ranks of those two approaches are worse than DemocraticOP and are not reported.

Table 12. Rank of the DemocraticOP resulting parameters with respect to the other experts in KL metric averaged after 10 runs, in the first scenario (same SD for all parameters of an expert).

|  |  |  |
| --- | --- | --- |
| **Name** | **DemocraticOP rank** | ***n*** |
| Animals | 5.3 | 15.8 |
| Bat habitat basinscale | 3.5 | 14.6 |
| Asia | 1.7 | 12.3 |
| forEx consideration | 2.4 | 14.2 |
| Diabetes learned | 2.4 | 14.9 |
| B mesenterica alpha | 3.0 | 14.5 |
| Extending credibility | 2.8 | 16.0 |
| Bat habitat finescale | 3.5 | 14.1 |
| Car diagnosis | 2.2 | 13.7 |
| Midway | 2.5 | 19.0 |

In the first scenario, each expert has the same SD for each of his parameters. Therefore, if he is reliable (i.e. has a small SD), then he is reliable for all of his parameters. The DemocraticOP expert is almost in the top third, which means it is more reliable than a randomly selected expert (ranked ), hence DemocraticOP can be seen as an expert that performs better than a randomly selected expert. Since there is no way to determine a priori which experts are reliable, the DemocraticOP expert yields good results. If there was a way to determine which expert(s) is the best, there would be no need to combine the opinions of experts.

In the second scenario, each parameter has its own SD. Therefore, all experts are more or less equally reliable. As expected, DemocraticOP almost always ranked first in this scenario. This means that combination of the experts with DemocraticOP works better than each expert individually.

Table 13. Rank of the DemocraticOP parameters with respect to the other experts in KL metric averaged after 10 runs, in the second scenario.

|  |  |  |
| --- | --- | --- |
| **Name** | **DemocraticOP rank** | ***n*** |
| Animals | 1.5 | 14.4 |
| Bat habitat basinscale | 1.0 | 14.3 |
| Asia | 1.0 | 14.7 |
| forEx consideration | 1.0 | 14.3 |
| Diabetes learned | 1.0 | 14.8 |
| B mesenterica alpha | 1.0 | 15.7 |
| Extending credibility | 1.0 | 15.8 |
| Bat habitat finescale | 1.0 | 13.9 |
| Car diagnosis | 1.0 | 13.9 |
| Midway | 1.0 | 12.0 |

* 1. **Experts’ reliabilities**

A secondary output of DemocraticOP is the specification of how reliable the original experts are, in other words, finding out how much they deviate from the ground truth. As discussed earlier, *reliabilities* of experts are computed gradually. *Reliability* is used here to select the winning cluster of parameters when there is more than one largest cluster. At the end of DemocraticOP, there is a value for each expert which shows how reliable that expert is in comparison to the other experts in his parameters. We show in this section that the *reliability* is a good representative of how reliable the expert’s parameters are i.e. how close they are to the ground truth. To prove it, the experts’ *reliabilities* are compared with the SDs (standard deviations) we used to produce their parameters. The higher the SD, the less reliable the expert.

In the second scenario, as discussed earlier, experts are more or less equally reliable. Therefore, no peak is observed in SDs or in *reliability*. Because we create each parameter with a different SD in the second scenario, there is not a single SD for each expert. Therefore, we take the average of SDs over each expert’s parameters and use it as the expert’s SD.

However, in the first scenario, the *reliabilities* are more meaningful, because each expert is stable in his opinion about the parameters, i.e. he has the same SD for all his parameters. Results for the Bat habitat basinscale BN are shown for one of the runs. For the sake of readability, only the figure for this domain is shown. The figures for the other domains lead to the same qualitative conclusions. The horizontal axis shows the experts (17 experts in Figure 5 and 18 experts in Figure 6). Experts’ SDs are shown, which, as explained before, are between 0 and 0.5. *Reliabilities* are normalized. *Reliabilit*y has the opposite meaning to SD. Therefore 1- is drawn for each expert vs. his SD in Figures 5 and 6. As seen, the trend (rise and falls) is the same in all cases. Therefore, DemocraticOP also can be used to find the experts’ *reliabilities* in addition to the aggregated parameters. Therefore, at the end of the algorithm, experts can be ranked with respect to their *reliabilities*.

Figures 5 and 6 also illustrate that a lower threshold (for instance t=0 in figures) leads to a milder trend, thus closer values in (milder ups and downs). On the other hand, a higher threshold (t=) is tougher in making difference between *reliabilities* of experts. We also tested even higher thresholds, which resulted in even larger values for *reliability*.

Figure 5. Expert *reliabilities* vs. experts’ SD in the first scenario for Bat habitat basinscale BN in one run.

Figure 6. Expert *reliabilities* vs. experts’ SD in the second scenario for Bat habitat basinscale BN in one run.

1. **Discussion**

The problem of finding aggregated parameters is studied in this paper. Let , …, denote the experts’ BNs, where is the BN structure and is the set of parameters that expert *l* believes in. It is assumed that the consensus BN structure, , has been found previously through our prior research or any other consensus structure finding algorithm, , where *g* can be any consensus BN structure finding function. Now, we want to find the aggregated parameters, .

In addition, we assume that there is a ground truth and that each expert believes in a deviation from it with respect to his/her experience/belief. This is a reasonable assumption in many domains such as medicine, law, etc, where some mechanism or system exists. However, we do not claim that the assumption of a ground truth is valid in every domain. For instance, if the experts are sport experts that are consulted about the results of the next season, then the idea of the existence of a ground truth is open to discussion, to say the least.

Several aggregation functions have been proposed previously such as LinOP, LogOP, and Supra Bayesian. Each of them suffers from some problems. LinOP and LogOP mainly suffer from averaging the opinions of the experts, which in divergent cases lead to meaningless results. In other words, they create an aggregated parameter that none of the experts believe is true. Moreover, they suffer from long running time, since they need to compute probability of each state of the world. Therefore, a new method of combining experts’ parameters, called DemocraticOP, is presented to address these problems.

The logic behind DemocraticOP is to simulate a real world democracy. When there are different ideas, averaging is not a good means of combination. Consider a case where 8 experts believe a particular treatment must be administered to a patient (i.e. the probability of it is 1) and 2 remaining experts believe the opposite (0). Averaging does not lead to a specific result: whether to administer the treatment or not (0.8). But in DemocraticOP, the opinion on which the majority agrees will win and produce the aggregation. In this example, because 8 experts, i.e. the majority, believe in treatment, the aggregation also believes in it (1).

Furthermore, DemocraticOP combines parameters of experts while LinOP and LogOP aggregate the probability of each state of the world. Therefore, DemocraticOP is fast. Moreover, it leads to one aggregated value for each parameter, thus doing inference in the consensus BN does not require propagation of several values for each parameter.

The concept of *reliability* was also introduced to provide a kind of rating of experts. By default all experts are non-reliable. Gradually their *reliabilities* are updated with respect to their similarity to the aggregated parameter calculated in each step of the algorithm. In the end, experts can be ranked with respect to this new concept. For instance, in the previous example, those 8 experts are more reliable than the two who disagreed.

We have also verified that DemocraticOP satisfies the proposed properties of combination functions. It satisfies UNAM and ND, which are the two incontrovertible properties.

To show that DemocraticOP outperforms LinOP and LogOP, several BNs were used. All results show the benefits of DemocraticOP over the others. This is especially true for running time, where DemocraticOP finishes in seconds while the others may require hours to complete.

We also investigated the effect of the number of experts on the KL metric in DemocraticOP and LinOP. With large and small numbers of experts, there is no difference except in running time. But DemocraticOP works better than LinOP when the number of experts is between 10 and 30. Moreover, DemocraticOP needs only a few seconds to reach the aggregated parameters compared to LinOP and LogOP.

Furthermore, to determine whether the resulting combination performs well enough, DemocraticOP was treated as a fictitious expert, and its ranking of the aggregated parameters was compared to the experts in both of the scenarios in terms of KL metric. The results showed that in the first scenario it ranked in the top third and in the second its rank was nearly first, both better than a randomly selected expert which would fall at the halfway mark.

Additionally, experts’ *reliabilities* are also evaluated vs. their SDs. Specifically, when experts are consistent in their opinion about all their parameters (same SD), one can see a similar trend between their SD and their *reliabilities* obtained through DemocraticOP.

In the future, we are going to extend this idea to the first step of finding the consensus BN, i.e. finding the consensus structure that will allow us to get rid of unreliable experts, i.e. outliers, by finding independencies. The idea of democratic parameter combination works well; we also want to investigate it in the structure, i.e. in the first step of finding the consensus BN. Other future work includes applying the proposed method to a real application in order to show the advantages of DemocraticOP in real world applications.

This paper is a proof of concept and, as such, we have focused on showing that it works well in practice. We are still working on DemocraticOP, addressing issues like what happens in the case of more than one largest cluster with the same *reliability*, what happens with other thresholds in clustering, other clustering methods, the best parameter ordering, and the other properties of DemocraticOP. Our goal is to continue this study where DemocraticOP is presented from a more theoretical perspective, independently of any particular clustering algorithm. In the future, we will study the theoretical properties of DemocraticOP and compare them with those of LinOP. In this paper, we only proved the two properties that are incontrovertible. As previously stated, proving the rest of the properties in the literature is beyond the scope of this paper, which was to prove that DemocraticOP works better than LinOP under the assumption of a ground truth.
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