
AN ARCHITECTURE FOR MULTI-MODAL NATURAL DIALOGUE

SYSTEMS

Nils Dahlb�ack, Annika Flycht-Eriksson, Arne J�onsson, Pernilla Qvarfordt�

Department of Computer and Information Science, Link�oping University, Sweden

fnilda, ann, arnjo, perqvg@ida.liu.se

ABSTRACT

In this paper we present an architecture for multi-modal
dialogue systems. It is illustrated from our development of
a multi-modal information system for local bus timetable
information. The system is based on a natural language
interface for typed interaction that is enhanced to han-
dle also multi-modal interaction. The multi-modal user
interface was designed based on empirical investigations
and some results from these investigations are presented.
We also show how information speci�cation forms can be
utilised to handle requests typical for timetable informa-
tion systems and how spatial and temporal information is
integrated and used in the system.

1. INTRODUCTION

Today's computer and communication technology cre-
ates the opportunity for easy access to many information
sources, and the opportunity to support complex infor-
mation retrieval tasks. For the emerging technology to
ful�l its promises it is not enough for the information to
be available, it also needs to be easy accessible. This
implies that a system must allow the users to formulate
their information needs in a naturally intuitive manner.
We believe that human dialogues provide the best mod-
el candidate for such systems. It is however important
to stress that this does not imply that systems should
mimic human dialogues in minute detail. Instead the ba-
sic principles of such dialogues should be supported; e.g.
connectedness between consecutive communicative acts,
free choice of expression on semantic and syntactic level,
frequent use of abbreviated expressions that rely on the
verbal and non-verbal context for their interpretation [6].

Viewed from this perspective, not all multi-modal infor-
mation systems are dialogue systems, in the strict sense,
not even if there is a verbal (spoken or written) input or
output channel. For a multi-modal information system to
be a dialogue system, all modalities must be integrated
and be possible to use for communicative actions as part
of an on-going dialogue [5]. Only then can the user freely
decide how to interact with the system, e.g. whether to
answer a spoken question by pointing in a map or by a ver-
bal answer. From a system architecture point of view, this
means that all modalities, i.e. dialogue acts performed
utilising any modality, need to be handled.

There are a number of research issues involved in the de-
velopment of a multi-modal dialogue system. The present
paper focus on some of these; the design of an interface
where non-verbal commands like pointing or showing a
map can be naturally integrated, dialogue management,
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and the use of domain knowledge in the on-going dia-
logue. In what follows we will illustrate our architecture
for multi-modal dialogue systems from a current proto-
type development of a system for timetable information
for local bus tra�c.

2. DESIGN OF THE MULTI-MODAL

INTERFACE

As a base for the design of the user interface several inves-
tigations were made. Thirty-nine conversations between
travellers and timetable informants about timetable re-
quests were recorded in a telephone setting and analysed
in order to reveal what kind of information was exchanged
in the dialogues. An investigation of usage of paper-based
timetables was also conducted in order to get an insight
in how tables and maps were used by the travellers.

The results of our empirical investigations are reected in
the design of the MalinQF user interface. For instance,
travellers often asked for more alternatives than given by
the tra�c informant. Previous studies on text based user
interfaces has also shown that providing more information
than required, can give a more e�ective interaction [1].
This implies that a system should overrule the Gricean
maxim \Do not make your contribution more informa-
tive than required" which is an often quoted guideline for
interactive speech systems (e.g. [4]).

The MalinQF user interface is depicted in �gure 1. It
has four di�erent parts, all visible at the same time, a �ll-
in form for expressing questions to the database, a map
that can be used for entering points of arrival/departure
in timetable questions, an area for showing the results
of database queries, e.g. timetables, and �nally an area
for messages from the system. The map consists of an
overview map and a map showing magni�ed parts of the
overview map. The magni�ed map has two �xed magni-
�cation factors, showing di�erent amounts of detail.

It is possible to interact with the prototype by keyboard,
mouse, and/or speech. For example, the user can enter
a point of departure by typing it, selecting it with the
mouse in the map, or saying it. The prototype is fully
functional except for the speech-recognition part, which
is simulated by a wizard. The reason for using a wizard
instead of a speech recogniser was that the main interest
in the study was to investigate users interaction with the
system, rather than the performance of the system. How-
ever, in the future we will integrate a speech recognition
component with the user interface.

One issue that we were especially interested in investi-
gating was how speech could support users with di�erent
amount of background knowledge. One such type of back-
ground knowledge that we believe inuences the interac-
tion is the variation in knowledge of the domain of the



Figure 1: The malinQF prototype. The di�erent parts of the user interface is depicted; at the top left the �ll-in form,
at the bottom left the timetable, at the center top a list of bus stops in an district or an error message from the system,
and at the right the overview map and the detailed map. In the overview map the sight is visible, indicating what part
of the city is visible in the detailed map.

application, i.e. travelling by bus in a city. In our appli-
cation the users are all travellers, the main di�erences are
travelling frequency and knowledge of the city where the
travel takes place. Users have their own requirements on
the interaction and di�erent combinations of interaction
modalities addresses di�erent information needs. If the
user, for instance, does not know the name of the actual
bus stop but only knows that it is in a certain area or
near some other place, �lling in a form is not of much
help. In these cases a map might be more useful. A map
on the other hand requires that the user knows the ge-
ographic location of a bus stop. This is not always the
case, especially if the user is not familiar with the town.
In such cases it might be better to enter the name using
for example speech input.

To investigate these assumptions we conducted an experi-
ment where we compared traditional interaction, i.e. key-
board and mouse, with multi-modal interaction, i.e. al-
lowing also speech interaction, (cf. [13]). A total of 12
subjects participated in the study. The subjects were di-
vided into three groups, corresponding to their knowledge
on local buses in Link�oping. Before and after the main
study the subjects were asked to answer a questionnaire.
The pre-questionnaire recorded the subjects background,
and the post-questionnaire emphasised the subjects atti-
tudes towards the system.

In the study, each subject used the user interface in two
conditions; one with multi-modal interaction and one with
traditional interaction. The subjects were randomly as-
signed to start with one condition, and then switch to
the other. The subjects were �rst given a short introduc-
tion to the prototype and then had to solve three di�erent
scenarios in each condition.

The investigation showed that multi-modal interaction
was to some extent more e�cient than traditional interac-
tion. The users made fewer errors, completed the task in
fewer steps, and found their way in the map easier with
multi-modal interaction. However, the task completion
time between the two types of interaction did not dif-
fer. The investigation also showed that users with weak

domain knowledge were better supported by multi-modal
interaction, than by traditional interaction, and vice versa
for users with good domain knowledge. Since multi-modal
user interfaces provide users with several means of inter-
action, the users can choose the means that are the most
e�cient for them and for their purpose.

The investigations also provided implications for further
re�nement of the multi-modal user interface. For exam-
ple, we could see indications that the users needed support
through a more elaborated dialogue with the system. We
also claim that e�ciency is not the only important fea-
ture for multi-modal interaction. The users' subjective
experience of the dialogue's co-operativeness and reliabil-
ity must also be taken into account in the design of the
system.

3. THE MALIN SYSTEM

The malin system (Multi-modal Application of LINlin)
is a prototype system under development, which con-
sists of processing modules for interpretation, generation,
dialogue management and knowledge co-ordination, as
shown in �gure 2. These in turn consult various knowl-
edge sources such as the timetable database, a domain
model, dialogue models, lexicon, grammar etc.

The malin system is based on the linlin system [11]. The
kernel of the linlin system is a dialogue manager devel-
oped for natural language interaction. Its design is based
on data from Wizard of Oz investigations on written in-
teraction for information seeking domains, which lead us
to the following conclusions: Interaction is quite simple
and can be structured in terms of IR-segments, sequences
of utterances starting with an initiative and ending with
a response. Questions are also fairly simple and the ma-
jority can be analysed as asking about properties of given
objects, or conversely, asking for objects satisfying a list of
properties. Adjacent segments cohere in simple ways, al-
though complexity may vary from one domain to another.
The dialogue manager controls the interaction by means
of a dialogue grammar, and holds information needed by
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Figure 2: An overview of the system. The picture shows the di�erent processing modules, interpreter, dialogue manager,
knowledge co-ordinator, and generator. The various knowledge sources; conceptual and domain models, dialogue model,
information speci�cation forms, and timetable database are also depicted, but not the grammar and lexicon.

the modules in the system, including the dialogue man-
ager itself, in a dialogue tree.

3.1. Information Speci�cation Forms

The principles for dialogue management used in the lin-
lin system worked well for information retrieval applica-
tions where a user initiative normally speci�es object(s)
and/or properties in enough detail for background system
access. This is not often the case for timetable informa-
tion requests. In order to handle timetable information
requests correctly, a variety of parameters, such as depar-
ture and/or arrival time and day, must be speci�ed before
the background system can be accessed.

Furthermore, from the empirical investigations on local
bus timetable information requests, we have identi�ed a
number of di�erent user information needs [12]. The most
common, called trip information, occurs when the user
needs to know how and when on a particular day, most
often the present day, one can travel from one point to
another in town by bus. Another common information
need, called route information, is when the user wants
information on which bus routes that go from one point
to another.

Since we need to handle various information needs, we
cannot follow the usual approach of having the informa-
tion speci�cation task integrated in the dialogue manage-
ment. Instead the linlinmodel is extended with Informa-
tion Speci�cation Forms, ISF, to model the information
pieces needed to access the background system for vari-
ous user tasks. The ISF assumes a slot-and-�ller struc-
ture with attributes reecting the information needed to
properly access the background system. This is hence
similar to the so-called task models1 used in many spo-
ken dialogue systems to model a set of information pieces
necessary to perform a task such as providing timetable
information (cf. [2]). As users can, and often will, provide

1The notion of task is confusing as the term is used to de-
scribe di�erent tasks such as user tasks and system tasks. We
therefore use the term information speci�cation form (ISF).
This is further discussed in [8].

any piece of information at more or less any point in the
discourse, it is important to allow for such user behaviour,
cf. [10] for another view on this.

Based on information from the Interpreter and the current
dialogue, as modelled in the dialogue tree, an instance of
an ISF, corresponding to the user task, is associated with
the current node in the dialogue tree. The ISF is used
to see what information is missing and the dialogue man-
ager generates meaningful follow-up questions to under-
speci�ed information requests. These sub-dialogues are
generated by inspecting the ISF and asking for the ad-
ditional information required to ful�l the task. This is
controlled by the dialogue grammar which is enhanced to
also consider the information in the ISF.

The ISFs are only one of the knowledge sources utilised
by the dialogue manager when controlling the interaction;
conceptual, domain and dialogue models are also consult-
ed when needed [7]. The domain model is a structure
of the world the dialogue is about while the conceptual
model contains general information about the concepts
and their relationships in the particular domain.

3.2. Representation and use of domain

knowledge

Requests for information are passed by the dialogue man-
ager to the knowledge co-ordinator when an ISF for a trip
or route is fully speci�ed. The task of the knowledge co-
ordinator is to decide what knowledge sources to consult,
integrate the information received from these, and return
it to the dialogue manager.

One important, but easily over-looked, di�erence between
the domain of local bus tra�c and the commonly worked
on rail information systems [14, 2] is that users' natural
way of expressing departure and arrival locations rarely
makes use of the o�cial names of the bus stops. These
locations are instead described using street or area names,
locative expressions like close to the library, or by pointing
and clicking in a map. For this reason a representation of
and reasoning about the geographical domain becomes a
necessity.



Rail-tra�c information systems often have an explicit
model of the temporal domain (cf. [3, 14]), but the knowl-
edge of the geographical domain is implicit and lies in the
lexicon/grammar. In a multi-modal dialogue system for
local bus tra�c information a more elaborated domain
model, which supports both spatial and temporal reason-
ing is needed. The input to the system, e.g. temporal
and spatial descriptions, can be ambiguous and vague.
Such vague qualitative descriptions and concepts must be
mapped to quantitative and exact information, which is
needed when searching the timetable database. This is ac-
complished by utilising domain knowledge. Our approach
is to represent the domain knowledge in two modules,
the spatial reasoning module and the temporal reason-
ing module, see �gure 2. The spatial module utilises a
geographical information system and is further described
in [9].

Apart from mapping vague information onto precise de-
scriptions the domain model is also utilised to provide
the dialogue manager with information about clari�cation
requests, such as inconsistencies in the input or missing
information, when needed. This is illustrated in the fol-
lowing example.

U: I would like to know how I can travel from
the hospital down to IKEA in Link�oping.

The utterance is recognised as a request for route informa-
tion with the phrase \the hospital" as a departure location
and \IKEA in Link�oping" as an arrival location. The di-
alogue manager �lls the slots in an ISF and then passes
the request to the knowledge co-ordinator. The knowl-
edge co-ordinator consults the spatial module, which tries
to map the locations to two sets of bus stops. When the
spatial reasoner discovers that \the hospital" is an am-
biguous reference to a location, it tries to disambiguate
the information. Since no more spatial information about
the departure location is given, a clari�cation is needed.
The knowledge co-ordinator passes this information to the
dialogue manager which poses a question to the user.

[The system shows a list of the hospitals]
S: There are many hospitals. Where are you?
U: Here. [points at the university hospital in
the list]

The new information is integrated with the old by the
dialogue manager, which extends the ISF with the new
information on departure location. A new request is sent
to the knowledge co-ordinator that once more consults
the spatial module. This time the spatial module suc-
ceeds when it tries to disambiguate the location of the
place \the hospital". The place referred to by the user
is mapped onto the bus stops near the place. \IKEA" is
not ambiguous and is therefore mapped to the nearby bus
stops. The two sets of bus stops are returned to the knowl-
edge co-ordinator which turn to the temporal module for
a timetable database access. The resulting route infor-
mation is then returned by the knowledge co-ordinator
to the dialogue manager which consults the Generator to
present the timetable to the user.

4. CONCLUSION

Amulti-modal dialogue system is something di�erent from
a system that uses more than one input and/or output
modality. It also requires careful examination of the com-
municative acts and the di�erent modalities to form a
coherent dialogue, where the interpretation of any such
act in any modality is based on the previous dialogue acts

in the di�erent modalities. In this paper we described
the basic architecture of a multi-modal dialogue system
that satis�es these requirements. We have also described
in some detail two aspects of this system, the design of
the interface and the use of domain knowledge sources for
spatial and temporal reasoning. For both areas empirical
investigations have been utilised to reveal the necessary
requirements, and their impact on the design and imple-
mentation of the system has been discussed.
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