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Abstract

Eye contact is believed to be an important factor in nor-
mal human communication and as a result of this a head
mounted display (HMD) is often seen as something intru-
sive and limiting. This can be especially problematic when
AR is used in a collaborative setting. The study presented
in this paper aims to investigate the effects an HMD-based
AR system can have on eye contact behaviour between par-
ticipants in a collaborative task and thus, in extension, the
effects of the HMD on collaboration itself. The focus of the
study is on task-oriented collaboration between profession-
als. The participants worked through three different scenar-
ios alternating between HMDs and regular paper maps with
the purpose of managing the crisis response to a simulated
major forest fire. Correlations between eye contact between
participants and questionnaire items concerning team- and
taskwork were analysed, indicating that, for the paper map
condition, a high amount of eye contact is associated with
low confidence and trust in the artefacts used (i.e. paper
map and symbols). The amount of eye-contact in both con-
ditions was very low. It was significantly higher for condi-
tions without HMDs. However, the confidence and trust in
the artefacts was generally rated significantly higher with
HMDs than without. In conclusion, the decrease in eye con-
tact with HMDs does not seem to have a direct effect on the
collaboration in a professional, task-oriented context. This is
contrary to popular assumptions and the results are relevant
for future design choices for AR systems using HMDs.

Index Terms: H.5.1 [INFORMATION INTER-
FACES AND PRESENTATION]: Multimedia Information
Systems—Artificial, augmented, and virtual realities

1 Introduction

Augmented Reality (AR) is an information medium that car-
ries with it, just like any other medium, both strengths and
weaknesses. One strength is that it can be used with Head
Mounted Displays (HMDs) to provide a constant informa-
tion overlay on the real world, and that this may enhance
the users’ understanding of a given situation, without re-
stricting the use of arms and hands. A second strength is
that it can be used to support collaboration in a team with
mixed purposes and experiences, e.g. an emergency response
team consisting of stakeholders from different agencies, as it
allows for independence and individuality [3] meaning that
each actor can independently have data tailored to her needs
while working in a collaborative environment.

Ironically, these two strengths together form the basis of
one of AR’s weaknesses. That is, when using HMDs in a
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team there may be negative consequences for team collabo-
ration due to the impact on eye contact. A HMD obscures
the eyes of the wearer and should thus lead to a lower level of
eye contact between team members, which in turn will neg-
atively affect team work. This weakness has so far largely
been taken for granted in the research community, and this
will be further discussed in Section 2.1.

The purpose of this paper is to investigate the effects of
HMD-based AR systems on eye contact and how this may re-
late to and influence the workings of an emergency response
team. Unlike many other studies on eye contact in collabora-
tive settings, we are not interested in changes in communica-
tion patterns, e.g. turn taking, but rather in other concepts
important for collaboration and teamwork. Concepts such
as the users’ perceptions of teamwork, trust, confidence and
the like, and how they vary between AR and non-AR situ-
ations and where eye contact can be seen as an influencing
factor.

This paper presents results that build upon further anal-
yses done on a user study previously presented in [27, 25].
The user study included representatives from police, rescue
service and military personnel, working jointly with the goal
of coordinating work in a crisis situation. This means that
the data in the study comes from professionals operating in
an environment similar to one in which they would normally
act. This provides a more realistic image of how a HMD-
based AR system may influence eye contact, and in turn the
collaboration, than using naive participants [22].

2 Related Work

Collaborative work has been studied extensively in many dif-
ferent research domains, from sociological and psychological
perspectives as well as organisational perspectives. The use
of technology as a tool to support collaboration has been
studied in for example Computer Supported Collaborative
Work (CSCW, see for example [33]), Distributed Cognition
(see for example [14] or [30]), as well as Activity Theory (see
for example [35] or [20]).

2.1 Head-Mounted Displays and Eye Contact

The effect of eye contact on communication has been studied
in many different settings for a long time (see e.g. [18, 15]).
Clearly, there are some well-documented effects of eye con-
tact on communication in dyads or small groups, for example
[18].

We do not wish to contend these findings, but rather to
investigate whether or not any effects can be seen in task-
oriented settings with professionals where HMDs are used.

The prevalent assumption of the AR-research community
has so far been that it does. However, there is, to the best
of our knowledge, no actual studies that have looked at this.
On the other hand, research on solving the (possible) prob-
lem of lack of eye contact has been carried out. e.g. [4].
That study in particular motivated their research by saying
that ”the loss of gaze awareness is a critical problem when
attempting to use the shared MR space for collaborative
tasks” [4], but does not provide any references for the claim.



Billinghurst and Kato [2] utilise a similar reasoning by say-
ing that wearable computers ”are ideal platforms” for collab-
orative AR-environments, while also claiming that ”collabo-
rators must be able to maintain eye contact and gaze aware-
ness” in order to experience a seamless experience. However,
it is also argued that HMD-based AR systems are beneficial
to collaboration [2, 28]. One possible interpretation is that
the positive effects of AR outweighs the potential negative
effects of eye contact-impact.

2.2 Collaborative Command and Control

Another aspect to consider is the awareness of team cog-
nition [10]. Gutwin and Greenberg [10] argue that team
work, and thus collaborative work, depends heavily on real
world interaction. In their paper, they argue that it is
the situated nature of team work that enables people to
successfully solve collaborative tasks, and that technologi-
cal systems therefore also must provide workspace aware-
ness. They define workspace awareness as ”the up-to-the-
moment understanding of another person’s interaction with
the shared workspace” [10, p. 5]. They divide the possi-
ble knowledge of a shared workspace into three dimensions:
(1) conversation, gesture and intentional communication, (2)
bodies and consequential communication, and (3) artefacts
and feedthrough.

The first dimension is intentional on behalf of the sender,
the second depends on the observer’s ability to interpret
the subtle signals sent out by the observed, the third
ones are largely a consequence of the design of the arte-
facts in use. Gutwin and Greenberg [10] present a num-
ber of different techniques that can be used to provide
feedthrough and transparency in distributed collaborative
systems. Feedthrough is defined by Dix as ”the mechanism
of determining a person’s interactions through the sights and
sounds of artefacts” [10, p. 9], i.e. it is imperative that the
participants can observe their own as well as the other par-
ticipants gestures while using the technical artefacts, and
also manipulate the same objects.

2.3 Collaborative Augmented Reality

AR research has illustrated many areas of use for single user
applications, such as applications that provide the user with
instructions, for assembling complex technical tools, or dif-
ferent game applications (for an overview see Azuma [1] or
Haller et al. [11]). The AR system described in this paper
was largely developed through experiences from user studies
of a single user system in context [23, 24]. The results of
these studies showed that AR has great potential as a way
to give instructions on how to perform more or less com-
plicated tasks in the health care domain. Other researchers
have illustrated the use of AR in process industry and object
assembly [34], training and education [7], mobile phones [13],
mobile applications [29] etc.

The development of AR applications and solutions for
several users is also an extensive field of research. Some
of the earliest attempts of developing collaborative, multi-
user AR applications were presented in the Studierstube
projects [32]. Fuhrman et.al. [8] presented an AR system for
collaborative scientific visualisation with 3D interaction and
customised views for several users. Billinghurst & Kato [3]
presented a vision of shared space using AR technology, Hen-
rysson et.al. [12] developed a collaborative mobile phone ap-
plication and since then several research groups have pub-
lished papers that illustrate different ideas of merging AR
with collaborative computing approaches. However, few of
these attempts have studied collaborative AR in joint real

time operations such as the ones in emergency command and
control work.

2.4 Using AR systems in Real Situations

Evaluating systems based on heuristics developed for
computer-based applications may be common practice in
the AR field, but there are few examples of studies on
how users actually perceive the system in actual use situ-
ations [23, 24, 6].

As early as 1967, Drabek and Haas [5] argued for the im-
portance of using what they referred to as ”real groups” in
experiments. ”The first requisite for a realistic simulation is
that a real group be utilised. Second, the type of task, activ-
ity, or demand placed on groups must be apprised. Third,
the ecological setting in which a unit is located may signifi-
cantly affect resulting interaction patterns” [5, pp. 342-343].
Similar arguments have been put forward by Samuracy and
Rogalski [31] in their study of fire-fighting simulations (as in
the case of the scenario used in this study), where Samuracy
and Rogalski found important differences when comparing
expert participants’ (real fire fighters) behaviour with lay-
men in their study. Johansson et.al. [16] has argued for the
concept of evaluating novel technologies (such as the effect of
HMDs on eye contact) by combining a representative task,
such as a micro-world (like the C3Fire simulation used in
this study) with ”professional users”, i.e. users with domain
expertise and experience. Such evaluations are not as pow-
erful as tests performed in a real work setting, but many
times it is the only option, especially when studying crisis
management systems.

3 Method

The data for this study was collected in conjunction with a
previous user study of the usability of a HMD-based video
see-through AR system. That user study was previously de-
scribed in [26] where more information on method and ex-
periment design also can be found. The participants in that
study (and thus also in this) were professionals from three
different branches typically involved in emergency manage-
ment; the police, the fire department, and the air force. Rep-
resentatives from each of these branches collaborated in a dy-
namic emergency management task during the user study.
Three simulated scenarios of forest fires were used, where
the participants used either a paper map or an AR system
when coordinating the response. As the participants were
videotaped throughout the user study there was a rich ma-
terial of professional users acting in realistic scenarios on
collaborative command and control tasks to analyse for this
study.

3.1 The AR System

The AR system used consists of three identical high fi-
delity AR prototypes1, one for each experiment partici-
pant. Each of the three AR system’s headsets consisted of
a Z800 3DVisor from eMagin (http://www.3dvisor.com/)
integrated with a firewire camera. The headsets completely
obscured the eyes of the participants and all visual percep-
tion was mediated by the camera and displays save for small
gaps in the sides and bottom of the headsets. The visors
could also be flipped open upwards so that the participants’
field of vision was unobstructed.

The system runs on a Dell XPS M1330, with a 2.10 GHz
processor, 3 GB RAM and with a 128 MB NVIDIA GeForce
8400M GS graphics card. The ARToolkit marker tracking

1We will sometimes use ’AR system’ to refer to the set of three
AR prototype systems.



technology was used for tracking and registration [17]. Each
AR system was functionally independent in relation to the
others. The three systems were linked via an internal Eth-
ernet network in order to provide a shared work space. In
this experiment it was a map that was used for the crisis
response task.

There were one set of symbols specific for each organisa-
tion that included specific vehicles (e.g. police units, heli-
copters, or fire trucks) and personnel units (e.g. K9 units,
military units or unidentified persons). These different li-
braries could be masked so that a participant could choose
to see units from the other organisations or not. Each or-
ganisation could access and use all libraries. Some symbols
were not organisation specific, e.g. the fire symbol. The
participants also had access to functions such as zoom or i©
which gave more information on a unit.

The users thus have access to a digital ”playground”
where they can add symbols, move them or remove them
freely. The symbols were placed in relation to a marker at-
tached on a joystick, meaning that there was no fixed menu
in the user’s field of view or related to the map. Instead
the menu of symbols was related to the joystick interaction
device. In order to place a symbol the user first moves the
joystick-attached marker to the chosen position on the map
and then selects and places the symbol.

The participants shared either a paper or digital map.
They could independently place the symbols previously men-
tioned using the handheld interaction device and were free
to discuss with the others how to place their own symbols
and the common symbols, such as the fire symbol and break
points.

Figure 1: A schematic view of the C3 Fire gaming simulator used to
create a dynamic and interactive scenario in the user study.

A computer-based micro world, C3Fire [9], was used to
realistically simulate the fire and units involved. C3Fire is
an advanced simulator that includes different types of ter-
rain and structures, weather effects and can handle a large
quantity of units and large fires. C3Fire was run by an ex-
periment assistant on a laptop separate from the internal
ethernet network used by the AR system. The experiment
leader communicated changes, e.g. unit movements, weather

changes, or fire location to the participants and returned
orders on unit movements to the research assistant. The
experiment assistant also distributed paper slips with pre-
defined events that occurred throughout the scenario to the
experiment leader who brought the slips to the participants.

Figure 2: The gaming simulator that was controlling the input and
responses to the participants was run by an assistant. The exer-
cise leader worked as an information channel between the C3 Fire
assistant and the participants.

The groups first trained with the AR system for 30 min-
utes before the three scenarios were played. While the sce-
narios themselves were balanced over time, the first always
used the AR system, the second used a paper map and the
third the AR system again. Each scenario took 20 min-
utes and was followed by an evaluation session where ques-
tionnaires were answered. The questionnaires used six-point
Likert items as well as open-ended questions. The question-
naires included 15 closed response items and 6 open ended
questions. A final AR system questionnaire was also used,
distributed after the last AR-session, including 18 items and
10 open ended questions. The queries and data from the
paper session and the second AR session are presented in
Table 12. Analyses from the data in Table 1 are presented
in [27, 25].

Each trial was filmed using five video cameras, three film-
ing the AR screens and two filming the participants. Screen
capturing software could not be used due to the high com-
putational demands by the AR software. A schematic view
of the experimental situation is seen in Figure 3. The two
cameras used in the studies reported here are the ones on
both sides of the AR systems’ laptops table.

3.2 Participants

Eight small-team groups of three participants each partici-
pated in the study. All participants were professionals from
the three different organisations (police, fire department,
and the military). Each individual also had experience from
within their organisation with team command and control
situations as well as experience with working with at least
one of the other two organisations. The individuals had
never worked together before nor did they know each other
before the teams were formed.

The original design included ten groups but two had to be
excluded due to circumstances that comes with using pro-
fessional actors from crisis response organizations. For in-
stance, one experiment had to be excluded because one of

2The queries are translated to English by the authors.



Table 1: Cooperation questionnaire, average score and standard deviation from 6 point Likert scale items. As the statements in the questionnaire
were both positively and negatively loaded (see for instance the first two items), the scores on the negatively loaded items were transformed in
order to make the result easier to interpret. This means that in the table a high score is positive for the AR system/paper map and a low score
is negative for the AR system/paper map.

Paper AR
Request item µ σ µ σ
1. It took a long time to start to co-operate 5.333 1.090 5.333 0,963
2. It was easy to co-operate 5.087 1.474 4.696 1.550
3. I think that AR systems are good tools to use for co-operation 4.250 1.391 4.417 1.136
4. The co-operation was fun 5.208 0.833 5.292 0.690
5. I felt that the group controlled the situation 5.000 0.885 4.792 1.141
6. It was easy to mediate information between the organisations 5.000 0.834 4.833 0.917
7. The map made it easy to achieve a common situational picture 4.167 1.404 5.041 0.999
8. The symbols made it easy to achieve a common situational picture 3.417 1.472 4.833 1.050
9. The map became cluttered/messy 2.375 1.469 4.000 1.474
10. I would have liked to have had more information than what was available 3.167 1.659 3.292 1.459
11. I felt that I was certain that I could interpret what was on the map 3.750 1.452 4.542 1.132
12. The map helped me trust the situational picture 3.667 1.373 4.667 1.090
13. The symbols helped me trust the situational picture 3.500 1.474 4.582 1.060
14. I though I had a good situational picture 4.250 1.032 4.542 1.103
15. I thought the others had a good situational picture 4.458 0.977 4.500 1.142

Figure 3: The experimental setting.

the participants was called away on active duty in the middle
of the experiment.

There were 1 female and 23 male participants (24 total).
The gender imbalance reflects the composition of the pop-
ulation from where the participants were recruited; all heli-
copter pilots in the area are male, the vast majority of the
firefighters are male as well as the majority of the police.
The average age was 39.1 years with a range from 25 to 57.

3.3 Video Analysis

16 videos of the 8 groups were analyzed. For each group
the paper map condition and the second AR-condition were
used, but for one group the second AR-videos were corrupted
and the first AR-session was used instead3.

A total of 320 minutes and 20 seconds of video were ana-
lyzed. As the two video cameras did not capture all angles
and the generally acknowledged difficulty for an observer

3For this group we still use the questionnaire items from the
second AR session.

in determining exactly where a person is focusing his/her
gaze [19], eye contact was defined as one individual look-
ing in the vicinity of another individual’s eyes e.g. the facial
area. The individual looking was referred to as the sub-
ject and the person looked upon the object. The object did
not have to respond and meet the gaze of the subject for
it to count as eye contact, see Figures 5 and 6 where eye
contact seeking behavior is considered established although
only one person, the police officer, looks up. The reason for
this classification is that HMDs are seen as restricting even
one individual from seeking eye contact, not only when two
individuals seek mutual eye contact.

While wearing the HMD, the participants could still have
eye contact in some different ways. One alternative for the
participant would be to open the HMD upwards which left
the face and eyes unobstructed. This was however rarely
used by the participants. Another method that the partic-
ipants did utilize was to lean their head back and up and
peering through the gap between the face and the bottom
of the HMD. While not an intended design, this way of es-
tablishing eye contact was in fact used quite frequently by
several participants. No distinction was made in the data
concerning how the eye contact was established, e.g. through
flipping the visor, removing the head mount completely or
peering in gaps between the face the mount, in analyzing the
videos and all types was included as long as they fulfilled the
criterias outlined in the previous paragraph.

The videos were played at normal speed during the anal-
ysis. Enlargement tools were used to enhance the faces of
the participants and aid in deciding where their gaze was
focused. Whenever a potential eye contact was detected,
the video was paused, backed up and then played frame by
frame until the exact moment (in tenths and hundreds of
a second) when the participant shifted his/her gaze toward
another participant could be determined. The film was con-
tinued frame by frame until the exact moment of breaking
the eye contact could be determined. The time period and
number of eye contacts for each participant was recorded.
An example using the enhancement tool to determine the
start of the eye contact can be seen in the images in Fig-
ures 4 and 5.

There is only one frame between Figure 4 and 5, but the
shift in the gaze of the police officer (to the right) can be



Figure 4: No Eye Contact.

Figure 5: Start of Eye Contact.

seen clearly. As the film was recorded at 25 FPS this means
we can determine the start of the eye contact with an accu-
racy of 1/25th of a second. Likewise at the end of an eye
contact, break could often be determined within one frame,
see Figure 7.

Figure 6: During the Eye Contact.

4 Results

Table 2 presents data from the eye contact analyses. One
participant was deemed to be an outlier and excluded due
to abnormal data (outside of 1.5 inter-quartile range of all
eye contact-data distributions), thus N = 23 for all tests
performed.

Overall we can see that the amount of eye-contact is sur-
prisingly low. On the average (Mean) we have 2% for the
paper map, and 0.2% for the AR system. The most eye-
contact is in the last paper map session with one participant
having more than one minute of eye-contact and another
participant having eye-contact for 49 seconds. Considering

Figure 7: End of Eye Contact.

that the whole session lasted for around twenty minutes,
eye-contact at the most accounted for 5.6% of that time.
For the AR-session the most eye-contact is 12 seconds, or
1%. Using the AR system we have six participants having
no eye-contact at all.

Simple t-tests (df = 22 for all) were carried out to de-
termine if there was any significant difference between the
AR and paper map-conditions in terms of eye contact.
The paper map condition was shown to have the most eye
contact, both in terms of absolute eye contact moments,
t = 7.401, p < .001 with 24.13 average eye contacts for
paper map and 2.45 for the AR-condition, and in total
percentage of time in the scenario spent in eye contact,
t = 5.895, p < .001 with an average of 2.05% for the pa-
per map condition and 0.21% for the AR-condition.

Correlations between eye contact and the questionnaire
answers where then calculated using Spearman’s R. This was
done to see whether the amount of eye contact in any way
was linked to the subjective experiences of e.g. confidence,
teamwork, trust, etc. that was investigated by the question-
naire. ”Amount of EC” refers to the number of eye contact
occasions a participant had.

There is no correlation between the amount of eye con-
tact in the AR-condition and any of the questionnaire items.
There are however some correlations between eye contact in
the paper map and the questionnaire items:

• There is a strong negative correlation between the
amount of eye contact in the paper map-condition and
question 8 on the questionnaire The symbols made it
easy to achieve a common situational picture, r =
−0.684(21), p < .001.

• There is a moderately negative correlation between
the amount of eye contact in the paper map-condition
and question 11 on the questionnaire I felt that I was
certain that I could interpret what was on the map,
r = −0.467(21), p < .05.

• There is a moderately negative correlation between the
amount of eye contact in the paper map-condition and
question 12 on the questionnaire The map helped me
trust the situational picture, r = −0.433(21), p < .05.

• There is a moderately negative correlation between the
amount of eye contact in the paper map-condition and
question 13 on the questionnaire The symbols helped me
trust the situational picture, r = −0.466(21), p < .05.

There is no correlation between the amount of eye con-
tact in the AR-condition and the paper map-condition,
r = 0.184(21), p > .05.



Table 2: Data from the eye contact analyses. The Paper Map session to the left and the second AR session to the right (the second session
uses data from the first AR session, see text). Organisation (Org) corresponds to R for Rescue service, P for Police and M for Military. n(EC)
is the amount of eye contact, i.e. the number of times that a person attempts eye contact, t(EC) is the total time in seconds for all EC’s and
t(nonEC) is the time with no eye contact. EC% is the proportion of eye contact for the whole session. Horizontal lines denote separate sessions.
(The second session had one outlier, see text.)

Paper Map AR
Org n(EC) t(EC) t(nonEC) EC% n(EC) t(EC) t(nonEC) EC%
R 17 0.32 19.5 2.6 4 0.06 19.59 0.5
M 7 0.06 20.15 0.5 3 0.03 20.02 0.2
P 41 0.32 19.5 2.6 1 0.01 20.05 0.01
M 25 0.36 19.30 3.0 1 0.01 18.36 0.1
P 30 0.47 19.19 3.9 2 0.01 18.36 0.01
R 18 0.23 19.41 1.9 1 0.01 20.06 0.1
M 9 0.13 19.52 0.3 2 0.02 20.05 0.2
P 11 0.11 19.53 0.1 0 0.00 20.07 0
R 22 0.39 19.33 3.2 3 0.03 20.04 0.2
M 13 0.14 19.58 0.3 6 0.09 19.58 0.7
P 14 0.12 20.00 0.1 4 0.03 20.04 0.2
R 11 0.12 19.54 1.0 0 0.00 20.06 0
M 37 0.37 19.29 3.1 2 0.01 20.04 0.1
P 21 0.14 19.52 1.2 0 0.00 20.06 0
R 22 0.22 19.44 1.8 10 0.12 19.50 1.0
M 23 0.16 19.49 1.3 0 0.00 20.10 0
P 33 0.37 19.28 3.1 3 0.01 20.01 0.1
R 7 0.12 19.53 1.0 0 0.00 20.10 0
M 16 0.13 19.53 1.0 0 0.00 20.10 0
P 22 0.26 19.40 2.2 6 0.08 20.02 0.7
R 41 0.49 19.08 4.1 3 0.03 20.03 0.2
M 47 0.38 19.18 3.2 2 0.01 20.05 0.1
P 59 1.07 18.50 5.6 4 0.02 20.04 0.2

Mean 24.1 0.26 19.41 2.0 2.5 0.03 19.56 0.2

T-tests (df = 22) were carried out on these four questions
and the corresponding question for the AR-condition to see
whether if there was any difference.

The ratings were significantly higher for the AR-condition
for questions 8 (t = 3.246, p = .004), 12 (t = 2.185, p =
.040), and 13 (t = 2.355, p = .028). There was no significant
difference for question 11 (t = 1.727, p = .098).

5 Discussion

The difference in eye contact between the paper map and
the AR-condition are clearly significant. Wearing an AR
system with a head mounted display does indeed decrease
the amount of eye contact that individuals working together
have, even if they have an external artefact to focus on in
both cases (the map). The amount of eye contact in the AR-
setting was roughly 10% of what it was in the paper map
condition.

None of the questions in the questionnaire correlated with
the amount of eye contact in the AR-condition. This is likely
due to the very small amount of eye contact that could be
observed. However, for all but one of the questions in the
paper map-condition that correlated with eye contact, the
corresponding AR-question was rated significantly higher.

It is worth pointing out that previous analyses of the ques-
tionnaire data used in this study revealed that on most is-
sues the AR system is as good as or better than the paper
map [27, 25]. For instance the participants did not consider
it more difficult to achieve a common situational picture with
the AR system than when using an ordinary paper map, nor
did they regard the AR system to interfere with their com-
munication to any large extent [27].

Interpreting the relationship between the questions and
eye contact, we can see that the amount of eye contact in-

creases the more difficult the participants found it to use the
symbols (on the map) to create a common operational pic-
ture, the less confident they felt interpreting the map, and
the less trust they had in the symbols or the map.

While the statistical tests performed do not say anything
about the nature of the causal relationship, if any, between
the amount of eye contact and the questionnaire answers, it
nonetheless seem likely that the lack of confidence and trust
in the paper map and its symbols urged the participants to
confirm information by increasing the communication with
their coworkers. As a result of this, their amount of eye
contact increased.

It then follows that in the AR-condition where the par-
ticipants had less opportunity for casual eye contact, they
should rate these questions even lower, as they cannot as eas-
ily confirm what the symbols and map mean for the common
operational picture. However, this was not the case. In fact,
the rating on 3 of the 4 questions increased (the fourth was
also higher, but not significantly so).

Returning to the model by Gutwin and Greenberg [10]
using three dimensions of team cognition awareness, it may
be so that an increase in the capabilities of one dimension,
in this case the artefacts and feedthrough, may compensate
for losses in others, in this case the bodies and consequential
communication. The team would thus be aware of the shared
workspace through different means than eye contact.

While it appears that the commonly held assumption that
using a HMD will decrease eye contact holds, the effects of
this decrease are not as simple. The decrease does not ap-
pear to directly influence teamwork in a negative way (ac-
cording to subject-ratings), nor does it appear to increase the
uncertainty of the interpretation of the artefacts involved.
Furthermore, the amount of eye-contact is very small, which



may well be explained by our experiment. It may be that
professionals collaborating on a well known task do not have
to communicate that much or have other means than eye
contact to communicate. This leads to the question of the
importance of expertise and context. Would a study us-
ing a novice, e.g. in a teacher-student dyad, provide the
same result? What if the context was changed from a very
task-oriented command and control collaboration to a less
task-focused collaboration where social interaction is more
important? Different cultures have different norms for the
appropriatness of eye contact in different context, and this
might also be an influencing factor. As may the size of the
group and the design of the AR-equipment. For reasons out-
lined earlier in this paper, this study relied on experts col-
laborating in a task-driven context, but we acknowledge that
there are many factors that may influence the effect of AR
on eye contact and the effect of eye contact on the actual col-
laboration itself. The experimental setup used in this study
was not designed to allow for independent measures of task
performance, for a more elaborate discussion on this see [21,
pp. 44–49]. Instead, user questionnaire items were used to
benchmark performance. Changing this to include separate
measures for task performance might yield further insights
concerning the importance of eye contact in different collab-
oration settings. More user studies should be conducted to
further explore these and other related questions. The re-
sults of this paper should be taken into consideration when
designing AR systems for use in contexts similar to that in
this user study.
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