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Abstract

This paper presents results from a study on using an AR applica-
tion to support collaborative command and control activities requir-
ing the collaboration of three different civil service organisations.
The technology is used to create a common ground between the
organisations and allows the users to interact, plan resources and
react to the ongoing events on a digital map. The AR application
was developed and evaluated in a study where a forest fire scenario
was simulated. Participants from the involved organisations acted
as command and control teams in the simulated scenario and both
quantitative and qualitative results were obtained. The results show
that AR can become a useful tool in these situations in the future.

1 Introduction

In complex collaborative situations, such as command and control
in crisis management, personnel from different domains and organ-
isations often must work together [Cross and Bopping 1998]. Com-
manders from various organisations must set goals and coordinate
action under time pressure. However, collaborative work across
organisational borders is not simple and confusion emerging from
differences in terminology is not rare. Information presented to
the participants of the collaborative task has to be simple enough
to support cooperation between people from different organisations
but at the same time be rich enough for an individual from a specific
organisation to facilitate her decision making. We believe that Aug-
mented Reality (AR) has potential to support collaboration between
personnel from different organisations. AR is based on the concept
of presenting virtual information in the perceptual field of a user,
thus allowing the user to interact with virtual information as well as
her real physical surroundings in a non-intrusive way. AR further
allows for both independence and individuality [Billinghurst and
Kato 2002] meaning that each person can independently have data
tailored and presented according to her needs in various situations.
AR also supports cooperation [Billinghurst and Kato 2002] as the
users can cooperate in a natural way while seeing and interacting
with both their own and each other’s data.

Our primary research question in this paper is whether users ex-
perience that the AR tool facilitates cooperation and helps them
in establishing and maintaining a shared situational picture when
working jointly to solve a dynamic decision making task. The aim
is partly to describe the system design and evaluation process but
the main focus of the paper is the results generated by the end user
study concerning the AR systems’ ability to support collaboration
and shaping of common ground between the participants.
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2 AR to support collaborative work

There are evaluations of using AR to support collaborative work
compared to how similar work is conducted without AR [Kiyokawa
et al. 2002; Billinghurst et al. 2002]. What they found was that their
system did in fact exceed the expected outcome and that AR is a
promising tool for collaborative work. However, few, if any, AR
systems have actually been aimed for use in crisis or emergency
management situations which are examples of real world situations
where collaboration is essential. Emergency management often de-
mand collaboration between different organisations, not least at the
command and control level.

In many system designs, it is often assumed that merely providing
a shared representation would be enough to facilitate a shared un-
derstanding of a situation when a team of decision makers work
together. However, linguists and psychologists have observed that
in reality, meaning is often negotiated or constructed jointly [Clark
1996]. Although providing the same view of a situation to two or
more people is a good starting point for a shared understanding,
things like professional and cultural background, as well as expec-
tations formed by beliefs about the current situation, clearly shape
the individual interpretation of a situation. Clark [1996] denotes
the knowledge two or more individuals have when entering a joint
activity ’common ground’. Common ground is the least shared un-
derstanding of the activity that the participants need to have in order
to engage in a joint action with a higher goal than creating common
ground. The maintaining of common ground is an ongoing process,
which demands both attention and coordination between the partic-
ipants. Exercising command and control is an attempt to establish
common intent to achieve coordinated action [McCann and Pigeau
2000]. Successful communication is necessary to achieve this.

There are also situation specific problems that emerge in collabo-
rative command and control tasks. Such tasks often circle around
a shared representation of the current activities, as in the case of
a situational map. Most organisations involved in command and
control tasks, like the military or rescue services, have developed
a library of symbols that can be utilised for representing units and
events. A problem arises when representatives from different or-
ganisations work together, since they are used to working with their
own organisation-specific symbols and conventions. This means
that time has to be spent on explaining and negotiating meaning
when jointly creating and manipulating a shared representation.
This can be a tedious task to undertake when there is little time, as
for example in the case of forest fire-fighting in, or close to, urban
areas. Thus, providing means to facilitate establishing a common
ground is important for efficient collaboration. Furthermore, for
each organisation there is information that is only interesting for
the representatives from that organisation. From this perspective,
commanders from different organisations need personalised views
of the same situational map. AR has the potential to provide both
of these aspects and in doing so it may improve initial common
ground.

3 Method

Introducing new technology in a specific domain affects not only
the user, but also the entire context of the user, and most notice-
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ably the task that the user performs. In addition to this, the new
design, or tool, will change the task, rendering the first analysis
invalid [Hollnagel and Woods 2005; Woods and Roth 1988]. Con-
sequently, studying usefulness of technology in isolation from the
natural context (as in many traditional, controlled usability stud-
ies) may not actually reveal how the technology will be used and
accepted in reality. Understanding, and foreseeing the effects of
change on both user, task and context requires knowledge about the
system, but perhaps even more importantly, an understanding of the
context, user and user needs [Hollnagel and Woods 1983].

The approach to naturalistic studies of human-machine interac-
tion adopted in this study is called Cognitive Systems Engineering

(CSE) [Hollnagel and Woods 1983; Hollnagel and Woods 2005].
The main idea in the CSE approach is the concept of cognitive sys-
tems, where the humans are a part of the system, and not only users
of that system. The focus is not on the parts and how they are
structured and put together, but rather on the purpose, and the func-
tion of the parts in relation to the whole. This means that rather
than isolating and studying specific aspects of a system by conduct-
ing laboratory studies, or experiments under controlled conditions,
users and systems should be studied in their natural setting, doing
what they normally do.

As a result of this theoretical approach, the study included a pre-
design phase where field experts from three different organisations
(fire and rescue services, police department and the helicopter pla-
toon in the local area) took part in a brainstorming session to estab-
lish the parameters of the AR system. This brainstorming session
was used to define the components of the software interface, such
as what type of symbols to use, and what type of information is
important and relevant in the task of creating common ground be-
tween the three participating organisations. Based on an analysis
of the brainstorming session a first design was implemented. This
design was evaluated using a scenario in which the participants, one
from each of the three organisations, had to interact and work to-
gether as they would in a real situation, cooperating in response to
a forest fire. The exercise was observed and the participants also
answered questionnaires pertaining to the AR system design, and
finally a focus group discussion was held. As a result of this design
evaluation the system was redesigned and this redesign was later
evaluated through a second study consisting of a focus group dis-
cussion and observation of the users interacting with the redesigned
system while performing simple tasks. The final outcome of this
design process is the system and scenario described in this paper.

3.1 Participants

In order to find real world applicable results we need real world end
users. To meet this demand participants from three different organ-
isations involved in crisis management were recruited. In total 30
participants took part of the study during ten sessions distributed
over ten days, with three participants in each session. The partici-
pants were all at the level in their organisation where they in real life
are assigned to team-coordinating situations. This means that they
all either have experience from working in teams with partners from
at least one of the other organisations, or have a position in their or-
ganisation which require that they have a set level of education and
training in these types of command and control assignments. The
groups formed here had never worked together before and they did
not know each other prior to this study. Of the ten trials, two were
spoiled due to unforeseeable events (in one case one participant was
called to active duty due to an emergency and in the other case ex-
ternal technical problems forced the trial to end prematurely). This
resulted in a total of eight complete trials with 24 participants, of
which 23 were male, one female and the ages ranged from 25 to
57 (median: 36, average: 39,1). The gender inbalance reflects the

Figure 1: Joystick interaction device

Figure 2: The simulated natural setting (a helicopter base)

gender distribution of the user groups.

3.2 Task scenario and procedure

It is not possible to conduct experiments in a real life fire-fighting
situation. Instead, to create a realistic study, we used a scenario
where the groups had to collaborate, distribute resources and plan
actions in response to a simulated forest fire and other related or
non–related events. In the scenario the participants act as they
would as on–scene commanders in their respective organisation.
This means that they together have to discuss the current situation
and decide how to proceed in order to manage the fire, evacuate
residents, redirect traffic, coordinate personnel as well as dealing
with any unexpected events that may occur during such incidents.
Normally discussions like this take place in a temporary control
room (often a room at an appropriate location near the affected area)
around a paper map of the affected area. The AR system was used
as a tool for them to see and manipulate their resources on a digital
map and as a way to have an overall view of the situation.

In the study the participants collaborated in groups of three, with
one commander from each organisation (the fire and rescue ser-
vices, the police department and the helicopter platoon) in every
team. The participants had to interact and work together to com-
plete assignments in a dynamic scenario. The team worked together
around the same table to encourage face-to-face communication as
this is an important part of collaborative planning processes.

The study was conducted at a helicopter base, Figure 2. In order
to create a dynamic scenario and realistic responses and reactions
to the participants’ decisions in the three sessions, we used a gam-
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ing simulator, C3 Fire [Granlund 2001]. C3Fire generates a task
environment where a simulated forest fire evolves over time. The
simulation includes houses, different kinds of vegetation, computer
simulated agents, vehicles etc. that can be controlled by an ex-
periment assistant. The simulator was run in the background by
the research team where one member inserted information into the
gaming simulator, for instance, that several police cars have been
reallocated to attend to a traffic incident. The experiment manager
acted as a feedback channel to the participants in order for them to
carry out their work. For instance, when the reallocated police cars
had reached their new destination the experiment leader returned
with information to the participants.Other examples of information
from the gaming simulator are weather reports, status and location
of personnel and vehicles, the spread of the fire etc.

Three different scenarios were used, each describing a forest fire
that had been going on for a couple of days. The description
was rather detailed and included information on when the fire had
started, where people had been seen, weather conditions etc. Each
organisation had a number of units that they had to assign to differ-
ent locations on the map as they would have done in a real situation.
They can independently place symbols using the handheld interac-
tion device and they can also discuss with each other how to place
their own symbols and also shared symbols, such as the fire symbol
and break points.

To create a baseline for the evaluation the scenario was also con-
ducted using paper maps and pens (similar to how they would nor-
mally go about this type of task). Every team performed the exer-
cise over a course of about three hours where time was spent ac-
cordingly: 30 minutes introduction to the project and procedure, 30
minutes of training where the participants did a test run of the pro-
cedure both using the paper map and using the AR system, and then
three 20 minute sessions where the forest fire scenario was played
out with a number of different events in every session.

In the first session the participants worked with the AR system,
in the second session they worked with a paper map, pens and
transparency film, and in the third session they used the AR sys-
tem again. After each of the three sessions the participants filled
out a questionnaire regarding the session and after the final session
they also filled out an additional questionnaire which focused on
an overall evaluation of the AR system. The questionnaires used
six-point Likert items and also had open-ended questions. Finally
a focus group discussion was held where the participants could re-
flect on and discuss a series of topics relating to the exercises, the
scenario and the AR system.

3.3 The Augmented Reality System used in the study

A multi user collaborative AR application was designed, evalu-
ated and redesigned based on the results from evaluation with real
users [Nilsson et al. 2008]. The AR system used in the study
was a high fidelity prototype, which allowed the users to inter-
act with virtual elements. It includes a Z800 3DVisor from eMa-
gin (http://www.3dvisor.com/) integrated with a firewire
camera. The Mixed Reality system runs on a 2.10GHz laptop with
3 GB RAM and a 128 MB NVIDIA GeForce 8400M GS graph-
ics card and the marker tracking software used is based on AR-
Toolkit [Kato and Billinghurst 1999]. In order to interact with the
AR system the users had a joystick-like interaction device allow-
ing them to choose objects and functions affecting their view of the
digital map, see Figure 1.

One important technical design feature, which was a result of the
iterative design process, is the ability to point in the map. The sys-
tem allows the users hand to be superimposed over the digital map
image, see Figure 3.

Figure 3: The users display showing the digital map with symbols
and pointing used in the collaborative AR application

The users have access to a personal, organisation-specific symbol
library which they can use to create a situational picture. Examples
of symbols are police vehicles, fire trucks, helicopters, and person-
nel. Other types of symbols are the function symbols, for instance
the i� symbol which when used allows the user to see additional
organisation-specific information about the already placed symbols,
such as information about how many hours personnel has been on
duty, or how much water is left in the tank of a tank truck. The sym-
bols are simplified to some degree in order to be understandable by
users from other organisations. All symbols are three-dimensional
and follows the users’ movements, e.g. if a user kneels down the
symbols are seen from the side. It is also possible to personalise the
system by filtering out symbols belonging to one or more organisa-
tion, thus, e.g. showing only symbols from the own organisation on
the map.

If necessary, the users can manipulate each other’s symbols, e.g.
a fire-fighter can place, delete and move a police vehicle. There
are also a set of symbols that are common to all users of the sys-
tems, such as fires and smoke (this is particularly important in this
case as the participants in the study are confronted with a forest-fire
fighting task). The users thus have access to a digital ’playground’
where they can add symbols, move them or remove them freely.
The symbols were placed in relation to a marker attached on a joy-
stick, meaning that there was no fixed menu in the user’s field of
view or related to the map. Instead the menu of symbols was re-
lated to the physical controller.

Users can use a command function to zoom in and out on the map
to focus on a symbol or a part of the map. It is also possible to
physically lean in over the map to get a closer look, as you would
over a regular paper map. In order to place a symbol the user first
moves the joystick-attached marker to the chosen position on the
map and then selects and places the symbol in the menu by using
the buttons on the joystick. The same procedure is used to remove
a symbol, to see additional information about a symbol or to zoom
in the map.

4 Results

The AR-system collaboration questionnaire comprised 15 items,
and 6 open-ended questions. The queries and data from the ses-
sions are presented in Figure 41. The open-ended responses are
presented and discussed in the following text.

1The queries are translated to English by the authors.
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AR1 AR2 Paper
Request item µ σ µ σ µ σ
1. It took a long time to start to co-operate 4.083 1.380 5.333 0,963 5.333 1.090
2. It was easy to co-operate 4.739 0.964 4.696 1.550 5.087 1.474
3. I think that AR-systems are good tools to use for co-operation 4.333 1.050 4.417 1.136 4.250 1.391
4. The co-operation was fun 5.250 0.794 5.292 0.690 5.208 0.833
5. I felt that the group controlled the situation 4.167 1.090 4.792 1.141 5.000 0.885
6. It was easy to mediate information between the organisations 4.042 0.859 4.833 0.917 5.0 0.834
7. The map made it easy to achieve a common situational picture 5.125 0.076 5.041 0.999 4.167 1.404
8. The symbols made it easy to achieve a common situational picture 5.000 1.063 4.833 1.050 3.417 1.472
9. The map became cluttered/messy 3.708 1.488 4.000 1.474 2.375 1.469
10. I would have liked to have had more information than what was available 2.750 1.422 3.292 1.459 3.167 1.659
11. I felt that I was certain that I could interpret what was on the map 3.708 1.488 4.542 1.132 3.750 1.452
12. The map helped me trust the situational picture 4.042 1.233 4.667 1.090 3.667 1.373
13. The symbols helped me trust the situational picture 3.958 1.268 4.582 1.060 3.500 1.474
14. I though I had a good situational picture 4.083 1.140 4.542 1.103 4.250 1.032
15. I thought the others had a good situational picture 4.417 0.881 4.500 1.142 4.458 0.977

Figure 4: AR-system questionnaire, average score and standard deviation. As the statements in the questionnaire were both positively and
negatively loaded (see for instance the first two items), the scores on the negatively loaded items were transformed in order to make the result
easier to interpret. This means that in the table a high score is positive for the AR system/paper map and a low score is negative for the AR
system/paper map.

In general the results on the questionnaire were positive for the AR
system. The average scores were all above 3 out of 6 which is
relatively good for a new system. Using one way ANOVA with
Bonferroni post hoc tests we found significant differences between
the three session on items 1, 5, 6, 7, 8, 9, 12 and 13.

There is a significant difference between the first AR session (AR1)
and the second AR session (AR2) on the first item, Item 1, regard-
ing how long it took to begin working together. The participants
felt that it took longer time to cooperate in the first AR session, see
Figure 5, left. In AR2 they felt that they began to collaborate as fast,
or faster, as when they used the paper map (F(2,42)=12,8, p<0.05).
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Figure 5: Results from items 1 (It took a long time to start to coop-
erate), 5 (I felt that the group controlled the situation) and 6 (It was
easy to mediate information between the organisations). For further
explanation, see text.

As one user commented:

”Since we were a bit used to it, we could use the tech-
nology in a better and more effective way”. (RS0924,
Question 3:4)2

When asked if it was easy to collaborate, Item 2, the results were
positive in all three sessions - the mean score was 4.7, 4.7 and 5.0 on
a 6 grade scale. There was in this case a slight difference between
the organisations, where the rescue services scored lower than the

2In the following text quotes of the participants are coded as follows:
the first letter/s indicate organisation (P-Police, RS- Rescue services, HP-
Helicopter Pilot), the following four numbers are the team number, and the
final number combination indicates which of the open-ended questions the
quote is related to.

helicopter pilots (F(2,42)= 2.8, p<0.05). Although there were no
significant effects bewteen the first and second AR session there is
a social effect of getting to know one another better and therefore
being able to understand and collaborate better:

”It worked smoothly with suggestions and orders.
Mainly because of the shared picture and also since we
are beginning to find our feet”. (HP0926, Q3:4)

When asked about the AR system as a tool for collaboration, Item
3, again the scores were high. There was no significant differ-
ence between the sessions. There were however some differences
between the organisations, where the helicopter pilots appreciated
the AR system slightly more than the rescue service participants
(F(4,42)=5.1, p<0.05).

Concerning whether or not the participants enjoyed the collabora-
tion, Item 4, the scores are high, between 5.2 and 5.3. There was no
significant difference between the sessions, see Figure 4, all seemed
to enjoy it and the means were 4.3 at the lowest.

On the question of feeling that the group had control over the sit-
uation, Item 5, we note the importance of training. We have a sig-
nificantly lower value for the first AR session, (Figure 5, middle)
indicating that users have the same sense of control using the AR
system as they have using a normal paper based map, after some
training. In AR1 the average score was 4,2 while the average in the
second AR session was 4.8 (F(2,42)=7.98, p<0.05). In the paper
session the average was 5.0 and this was also significantly higher
than in AR1 (F2(42)=7.98, p<0.05). There was no significant dif-
ference between the paper map session and AR2.

Another aspect of collaboration is sharing information, Item 6, and
this activity was more difficult during the first AR session. The
overall average score on the item regarding information sharing,
Item 6, was high; 4.0 out of 6 in AR1 and 4.8 in AR2 and 5,0 in the
paper session, see Figure 5, right. The difference was significant
between AR1 and AR2 (F(2,42= 12.0, p<0.05) and between AR1
and the paper map (F(2,42)=12.0, p<0.05). However, there was
no significant difference between the second AR session and the
paper map session which may indicate that sharing information was
experienced as easy to do while working on the paper map as with
the AR system after some training.

A group of items specifically addressed the map and the sym-
bols on the map; Item 7, Item 8 and Item 9. Here the scores for
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Figure 6: Results from items 7 (The map made it easy to achieve
a common situational picture) , 8 (The symbols made it easy to
achieve a common situational picture) and 9 (The map became clut-
tered/messy). See text for further explanation.

the AR system are higher than for the paper map, Figure 6, sug-
gesting that the use of the AR system made it easier to achieve
a common situational picture. Regarding the map, Item 7, we
only see a tendency to difference between AR2 and the paper map
(F(2,42)=6.1, p≈0.052), but regarding the symbols, Item 8, there
is a significant difference. The symbols in AR2 made it easier to
achieve a common situational picture compared to the paper map
(F(2,42)=15.3, p<0.05). The map is also regarded as less messy
when using the AR system, Item 9, with significant differences both
the first and second time the AR system was used, AR1 vs paper
map (F(2,42)=12.7, p<0.05) and AR2 vs paper map (F(2,42)=12.7,
p<0.05).

We also note that the users wanted even more symbols than we had
on the map, Item 10, scoring rather low on this item in all three sit-
uations. The participants had, however, no problems to interpret the
symbols, Item 11. When asked if the map and symbols helped the
participants trust the situational picture, Item 12 and Item 13, there
are differences. Concerning whether the map helped the users trust
the situational picture, Item 12, we have a tendency to difference
between the paper map and the second usage of the AR system,
AR2, on the map, Item 12 (F(2,42)=4.6, p≈0.051). The symbols,
Item 13, helped the users more using the AR system, AR2, than the
symbols on the paper map (F(2,42)=5.1, p<0.05). We also found
a significant difference between the first and second use of the AR
system, AR1 vs AR2 for Item 12 (F(2,42)=4.6, p<0.05) and for
Item 13 (F(2,42)=5.1, p<0.05).
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Figure 7: Results from items 12 (The map helped me trust the situ-
ational picture) and 13 (The symbols helped me trust the situational
picture). See text for further explanation.

Finally we had two items, Item 14 and Item 15, where users had to
provide a more subjective view of the situational picture. Our par-
ticipants scored high on these items in all three situations, all above
4, but there were no significant differences between the sessions or
organisations.

5 Discussion

On many items the participants scored the system higher in the sec-
ond session with AR (AR2) as compared to the first session (AR1).

This indicates the necessity of more than one trial or session with
the AR system. This is probably valid in most studies examining
new technologies. If the study had been designed with only one
AR session (apart from the training session) the results would have
been less positive for the system. This would not have been a fair
comparison towards the baseline session as the participants are all
familiar with paper maps but have never before encountered a sys-
tem like the one in this study. Another aspect of several sessions
is the social effect of collaborative work. As several participants
pointed out in the questionnaire, it became easier to both use the
system and communicate with each other in the second AR ses-
sion. This is partly due to the training effect on the AR system,
but also due to the fact that the particpants got to know each other
better.

The participants experienced that it was simple to understand the
symbols provided, although they requested to have even more sym-
bols to choose from. Adding symbols, and information to symbols,
is a simple issue to solve in the AR system. Again, our focus in this
study was not to evaluate a complete system, but the prospects of
using AR for cooperation.

The information sharing aspect of the system turned out to be equiv-
alent in the AR system and the paper map which is a very promising
result. The current technical solution, using a camera rather than a
see-through display, causes a lack of direct eye contact which could
be a drawback as gazing is used frequently as an indicator of fo-
cus in face-to-face communication. Despite the lack of eye contact
the participants felt that they could easily share information among
each other. This could be explained by the AR system’s ability to
present a common situational picture when everyone sees what ev-
erybody else does with their resources directly. This reduces the
need to actively request and present information as part of the in-
formation sharing process:

”Good! It gives a credible situational picture and when
you are secure in using the system my hope is that you
can focus more on your task and less on verbal commu-
nication” (RS0924, Q3:6)

The ability to see each other’s units may also have strengthened the
perception of them being a team rather than just participants of their
respective organisations:

”I felt that we could cooperate in a good way with this
technology since we could see each others units. It be-
came one operation together instead of like it is today
when we work in different places although it is the same
event.” (P0930, Q 2:4)

The difference between the organisations regarding the AR systems
potential as a collaborative tool may perhaps be explained by the
different responsibilities and experiences of the organisations in op-
erations like the one in the scenario. While the police participants
in the focus group discussion commented on the lack and need of
new technology in their organisation it seemed to be the opposite
for the other two organisations. The rescue services had just re-
cently installed new systems in their control room environment and
the helicopter pilots are currently going through a process of chang-
ing the current helicopter technology into new. This could explain
why the participants from the police department were more pos-
itive towards adding new technology to their workplace than the
other participants.

”An instrument that would work in reality/real life”
(P0923, Q1:6)

There are of course problematic issues with the system, and primar-
ily these problems were related to interaction aspects rather than the
content of the information:
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”Takes too much time to move the resources” (RS0923,
Q1:6)

This was a drawback in the design - the tested system was a pro-
totypical system and not all design choices had been evaluated. In
order to have openness in the system all organisations could see all
available symbols in the menu, which means that they also needed
to go through them while changing the resources and contents of
the map. This was not experienced as a major problem in the pre
study trial and was hence neglected in the design process. Clearly
this is an aspect of the system that needs to be addressed in future
development. However, the participants did not consider any of
the symbols unnecessary, but in further development the interaction
will be re-designed. Personalising the menu and symbol selection
will make the interaction even easier and less time consuming.

However, the positive aspects of the new technology seemed to out-
weigh the negative in most instances, and this quote can perhaps
illustrate why:

”So many advantages to have a complete overview”
(P0924, Q1:6)

In emergency management and collaborative command and control
operations the general overview of the situation is important for the
team to achieve a common picture of the ongoing event. Having
a complete overview of available resources and where they are lo-
cated is invaluable for information sharing and decision making.
The real time overview given by the AR system is a major con-
tribution to the creation of a common ground for the collaborative
work:

”It was easy and clear to see the others units. Good that
you can point on the map with your hand and in that
way show where you mean, good that you see the oth-
ers point in order to help each other out. That you are
in the same room, with the same map simplifies tremen-
dously.” (HP0930, Q 1:4)

6 Conclusions and future direction

We have in this paper presented a co-located collaborative AR ap-
plication which enables the users to share information and actively
take part in an ongoing scenario. The aim of this study was not
to evaluate performance, but rather to evaluate the potential of the
AR system in supporting the creation of a common situational pic-
ture in a collaborative team task and the user experience of the AR
system. Neither the design of the study nor the scenario used al-
lowed us to construct objective performance measures in a mean-
ingful way. The analysis in this paper was therefore focused on
the collaborative aspects of AR. We did not expect the AR system
to gain higher acceptance than the paper map from the users, since
paper maps and pens are part of the participants normal tools, while
the AR system was a completely new experience for them. In gen-
eral the results indicate that users are positive towards the system,
and that they experience it as a support in building and maintain-
ing a shared situational view. The system is thus a good candidate
for a future collaborative support system for helping teams create
common ground while coping with dynamic tasks.

The particular problem of enabling a shared view of gestures at
the same time as presenting a virtual background was perhaps a
consequence of adapting single-user AR technology to a multi-user
setting. The system now allows augmentation of not only the indi-
vidual users view but it allows each user to affect and change their
team members view of the ongoing situation, which is fundamental
to the definition of a collaborative AR system.

In this study, we have only examined how the AR technology can

be used in a co-located setting. A future research focus could be
to examine how AR can be used to support commanders working
with a shared representation in a distributed setting. As the system
supports deictic gesturing and collaborative manipulation of sym-
bols even when the users are located separately, this could provide
an interesting possibility.
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