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ABSTRACT

We describe how the architecture of the modularized LIN-
LIN dialogue manager can be augmented to handle the
cases where the user’s initial information request is un-
derspecified, and where therefore the system needs to ask
the user about the missing pieces of information. In many
existing spoken dialogue systems this has been handled
by a so-called task model, which has been embedded in
the dialogue move management. The present paper makes
two points. First, that the term ’task’ is ambiguous, since
it can refer to the user’s underlying reasons for engaging
in the dialogue, to the user’s information seeking activity,
and to the system’s actions when preparing for providing
the user with an answer to the posed question. Second, we
argue that this aspect of dialogue management should be
managed by a separate module of the system, both because
our previous work has shown that it is not necessary in all
cases, and because it is conceptually different from gener-
al interaction management knowledge. For these reasons
we advocate using a separate knowledge module called an
Information Specification Form for managing these cases.

1. Introduction

Current work on dialogue systems for human computer in-
teraction using spoken dialogues can, with some oversim-
plification, be seen as originating in two different tradi-
tions, rooted in the speech and the computational linguis-
tics research communities. The motivations behind the
early approach within the AT oriented computational lin-
guistics community was to develop general computational
models for all kinds of dialogues and discourses. A pivotal
contribution here was the paper by Grosz and Sidner [9].
That work had a wide scope, and aimed for very general
models applicable to all kinds of dialogue situations. The
potential drawback on this for developers of particular sys-
tems has been the large computational overhead, as well
as the risk of catering for aspects of dialogue not occurring
in the particular domain the system is built for.

The speech community, on the other hand, has focused
more on developing one-shot designs for particular sys-
tems. The focus has been more on catering for the partic-
ular phenomena occurring in the particular dialogue sit-

uation than on general applicability. This has lead to
impressive performance in the particular situations cho-
sen, (cf. [2, 1]). The draw-back is in this case instead the
lack of generalizability and portability (there is an inter-
esting similarity between this and the semantic grammar
approach of the 70’ies [12, 16]).

We have, in our work, strived for finding a middle ground
between these two approaches; for generalizability with-
in specific classes of dialogue situations. The general
approach has been to develop a general architecture for
the class of dialogue situations called ’simple service sys-
tems’ [10], where the ambition has been to keep the pro-
cessing and knowledge modules separated. The first step
was to develop a dialogue manager [13], which controls
the interaction and models the entities under discussion.
This was shown to be sufficient for the information seek-
ing dialogues of a relational database system, the CARS
system [13]. When looking at other seemingly very similar
application domains, it became apparent that the system
needed knowledge not only about the structure and pro-
cess of the dialogue as such, but also of the non-linguistic
domain of the dialogue. Examples of this were charter
travel information and ordering of HiFi equipment [4]. In a
paper at Eurospeech 97 [3] we described the amendment of
the dialogue manager with two separate but closely relat-
ed knowledge sources. First, the conceptual model, which
contains general information of the conceptual relation-
ships between objects in the domain, some of which are
general and some of which are particular to the domain,
and which sometimes even deviate from standard usage.
Second, the domain model, which holds a description of
the entities and their relationships in the particular do-
main. It is the first structure that knows that ’beach’ and
’distance-to-beach’ are important properties of hotels in
the charter domain (but not for hotels in general), and it
is the second that knows that Heraklion is a city on Crete,
and that Crete is an island in the Greek archipelago.

In this paper we discuss an additional aspect of dialogue
management necessary in a number of application domains
for spoken dialogue systems, namely the so-called ’task-
models’ of many current systems. This is needed to cater
for those cases where the request for information from a
user is under-specified, and the system therefore needs to



request additional information from the user before being
able to provide an answer. Common examples of this are
when a user e.g. wants to know when there are train con-
nections between two cities, but does not specify the time
of the day, or if there are any constraints on the type of
trains. This can be carried out by the dialogue model,
as is the case in many of today’s best working existing
systems, but that would not conform to our modularized
approach. Instead we will here suggest a separate module
for this aspect of dialogue management. For reasons that
will become clear in the next section, we do not call it a
task-model, but, an information specification form.

2. Task models

The notions of task and task model are used in more than
one sense in work on dialogue systems. Grosz’ [8] early
work on so-called ’task oriented dialogues’ was concerned
with cases where two people work cooperatively on a task,
where a ’task’ is some real-world non-linguistic activity,
that is directed towards achieving a particular goal, and
that can be broken down into small steps, each having its
own goal (ibid, p 12). These dialogues were distinguished
from ’question-answering’ dialogues, where the important
difference is that in the latter kinds of dialogues the an-
swerer cannot be viewed as sharing a goal in common with
the questioner. Task-oriented dialogues have a structure
that closely parallels the structure of the task being per-
formed. Therefore the system needs some kind of repre-
sentation of the task and its domain, in order to be able
to interpret the utterances in the dialogue, as well as for
being able to segment the dialogue into sub-dialogues.

In contradistinction to this kind of task model, the term
‘task’ is often used by developers of present-day spoken
dialogue systems to describe the sequence of information
that needs to be collected for by the information providing
system to answer the users’ initial question, e.g. departure
time, arrival time, etc., for example [1]. There are two
important differences between these two cases. In the first,
the task model includes also the goals of the user, but
not in the latter. Furthermore, in the former case this
knowledge is a separate structure, whereas in the latter it is
intertwined with other aspects of the dialogue model. This
is a reflection of the fact that in the information providing
dialogue case, there is less need for understanding the non-
linguistic task for which the information is sought, than
in the task-oriented dialogues that was Grosz’ concern.
Except for a few and rare cases, there is no need for the
information provider to know why the caller wants to know
the departure and arrival times for trains from Paris to
Lyon. The answer will be the same, regardless of whether
the caller is planning a trip or writing a university paper
on travel times between major cities in France. This is an
example of how the ’dialogue-task distance’ [6] can affect
the kinds of knowledge necessary to build into the dialogue
system.

As we have seen, the term ’task’ is ambiguous, since it can
refer to the user’s underlying reasons for engaging in the

dialogue, to the user’s information seeking activity, and to
the system’s actions when preparing for providing the user
with an answer to the posed question. For these reasons
we advocate using a separate knowledge module called an
Information Specification Form (ISF) for managing these
cases. An additional advantage of the name chosen is that
is illustrates which kind of data structure is used , i.e. a
slot-and-filler structure.

By treating this as a structure separate from the dialogue
management, we allow for a more generic design of the
system, and opens up for the possibilities of making cus-
tomization to other domains a less laborious task.

3. Integrating dialogue knowledge

In this section we will exemplify how an information spec-
ification form, an ISF, can be incorporated in a dialogue
system. We will illustrate this from our current develop-
ment of a local bus timetable information system [15, 7].
Our approach is to extend an existing dialogue system the
LINLIN-system [13], to handle also such information request
specification sub-dialogues. We will do this by assuming
a slot-and-filler structure with attributes reflecting the in-
formation needed to properly access the background sys-
tem. This is hence similar to the so-called task models
used in many spoken dialogue systems to model a set of
information necessary to perform a task such as providing
time-table information cf. [1].

LINLIN is a modularized dialogue system consisting of
processing modules for Interpretation, Generation, Back-
ground system access and Dialogue management, fig-
ure 1. We will here assume that the interpretation mod-
ule handles the actual interpretation, including the abili-
ty to interpret sentence fragments, multi-sentential, extra-
grammatical utterances and anaphora resolution. Similar-
ly the generation module produce a suitable response to
the user, and the knowledge coordinator reasons with the
background system in order to find an answer to the user
query [7]. The dialogue manager controls the interaction
and can be viewed as a controller of the other modules.

For information retrieval applications where information
on a variety of parameters must be specified in order to
access the background system, such as departure and/or
arrival time and day, dialogue grammar information on
objects and properties [13], is not sufficient. We also need
knowledge of what information that is provided and what
information that is further required in order to access the
background system.

From empirical investigations on local bus timetable infor-
mation requests, we have identified a number of different
user information needs [14]. The most common, called trip
information, occurs when the user needs to know how and
when on a particular day, most often the present day, one
can travel from one point to another in town by bus. An-
other common information need, called route information,
is when the caller wants information on which bus routes
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Figure 2: The dialogue tree and the information specification forms

that go from one point to another.

Since we need to handle (at least) two information needs,
we cannot follow the usual approach of having the informa-
tion specification task integrated in the dialogue manage-
ment. Instead we separate out the ISFs from the general
dialogue manager. Thus, the previous knowledge sources,
i.e. conceptual model, domain model and dialogue mod-
el, is now enhanced with information specification forms,
cf. figure 1. Furthermore, as users’ can, and often will,
provide any piece of information at more or less any point
in the discourse, it is important to allow for such user be-
haviour, cf. [11] for another view on this.

The ISF's hold descriptions on the information needed for
various user information needs that can be provided for by
the system. When the dialogue manager resolved which
ISF to pursue, based on information from the Interpreter
and the current dialogue, an instance of that ISF is as-
sociated with the current node in the dialogue managers
internal dialogue structure; the dialogue tree [13], cf. fig-
ure 2" to see what information is missing. This is used by

IThe ISF is illustrated as a separate frame connected to the

the dialogue manager to generate for the user meaningful
follow-up questions to underspecified information requests,
simply by inspecting the ISF and asking for the additional
information required to fulfill the task.

The information specification forms are only one of the
knowledge sources utilized by the dialogue manager when
controlling the interaction; the conceptual, domain and di-
alogue models are also utilized when needed [3]. However,
adding this new knowledge source only requires an update
of the dialogue grammar to also consider the information
in the instances of the ISF’s.

4. Conclusions

Dialogue systems need to consult information from vari-
ous knowledge sources in order to control the interaction
and interpret user requests appropriately. We consider it
important to clearly state what information that is need-
ed for various purposes and to divide this information into
knowledge sources that could be useful in any dialogue

IR-node, but can just as well be part of the IR-node. It is

separated here only to clarify its role in the process



system.

We have in our previous work on seemingly similar situa-
tions found that the kinds of knowledge required to partic-
ipate in a dialogue may differ substantially. Let us men-
tion two examples of this. Time-table information for local
bus transport seems to require a much more sophisticated
geographic/spatial knowledge and reasoning abilities than
railway time table information. The reason for this is that
in the former case the users of the system use a much wider
range of referring expressions to describe departure and ar-
rival locations [7]. A second example is that there was no
need for an information request specification form in a sys-
tem providing consumer report information on used cars,
but such knowledge is required in the time-table informa-
tion systems.

We draw two conclusions from this. First, that more
work is required to establish a useful taxonomy of dialogue
types, making it possible in advance to specify which kinds
of knowledge is required to be implemented in a particular
system under development. A first stab on this is done
in [5], but more work is clearly required here. The second
conclusion is that a modular approach such as the one
advocated here has the advantage of making it possible
to re-use the core of the system in porting it to another
application domain, without having to incorporate aspects
of dialogue management not required in the new situation.
So the argument of the present paper is not that an ISF
model such as the one described here should always be in-
cluded. On the contrary, we are well aware of the fact that
in many cases it is not needed, and that therefore in some
situations it can and should be excluded.

While we have emphasized the conceptual difference be-
tween the dialogue management and the ISF models, it
does not necessarily follow from this that they always have
to be separated out in a particular implementation. How-
ever, system developers must know what implications dif-
ferent choices have for the system and especially what im-
plications a reduced model will have, i.e. being computa-
tionally efficient vs general and conceptually more trans-
parent.
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