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This session

• Questions and answers


• Word embeddings and stereotypes


• Introduction to the lab



Questions and answers



Overview of word embeddings

1. Introduction to word embeddings


2. Learning word embeddings via matrix factorisation


3. Learning word embeddings with neural networks


4. The skip-gram model


5. Subword models


6. Contextualised word embeddings



Playground

https://projector.tensorflow.org


• Play around with different types of word embeddings and 
visualisations (PCA, T-SNE, UMAP).


• Upload and visualise your own vectors.

https://projector.tensorflow.org


Word embeddings and stereotypes



Project structure

1. Identify your problem		 	 	 08 hours (W44–W48)


2. Design your approach		 	 	 32 hours (W49–W50)


3. Evaluate your approach	 	 	 32 hours (W51–W01)


4. Produce your report	 	 	 	 16 hours (W02)



Embedding bias and occupation participation

Our results demonstrate that word embeddings are a power-
ful lens through which we can systematically quantify common
stereotypes and other historical trends. Embeddings thus provide
an important quantitative metric which complements existing,
more qualitative, linguistic and sociological analyses of biases. In
Embedding Framework Overview and Validations, we validate that
embeddings accurately capture sociological trends by comparing
associations in the embeddings with census and other externally
verifiable data. In Quantifying Gender Stereotypes and Quantifying

Ethnic Stereotypes we apply the framework to quantify the change
in stereotypes of women, men, and ethnic minorities. We further
discuss our findings in Discussion and provide additional details
in Materials and Methods.

Embedding Framework Overview and Validations

In this section, we briefly describe our methods and data and
then validate our findings. We focus on showing that word
embeddings are an effective tool to study historical biases and
stereotypes by relating measurements from these embeddings
to historical census and survey data. The consistent replication
of such historical data, both in magnitude and in direction of
biases, validates the use of embeddings in such work. This section
extends the analysis of refs. 20 and 21 in showing that embed-
dings can also be used as a comparative tool over time as a
consistent metric for various biases.

Summary of Data and Methods. We now briefly describe our
datasets and methods, leaving details to Materials and Methods

and SI Appendix, section A. All of our code and embeddings
are available publicly⇤. For contemporary snapshot analysis, we
use the standard Google News word2vec vectors trained on the
Google News dataset (24, 25). For historical temporal analysis, we
use previously trained Google Books/Corpus of Historical Amer-
ican English (COHA) embeddings, which are a set of nine embed-
dings, each trained on a decade in the 1900s, using the COHA
and Google Books (26). As additional validation, we train, using
the GLoVe algorithm (27), embeddings from the New York Times

Annotated Corpus (28) for every year between 1988 and 2005. We
then collate several word lists to represent each gender† (men,
women) and ethnicity‡ (White, Asian, and Hispanic), as well as
neutral words (adjectives and occupations). For occupations, we
use historical US census data (29) to extract the percentage of
workers in each occupation that belong to each gender or ethnic
group and compare it to the bias in the embeddings.

Using the embeddings and word lists, one can measure the
strength of association (embedding bias) between neutral words
and a group. As an example, we overview the steps we use to quan-
tify the occupational embedding bias for women. We first com-
pute the average embedding distance between words that repre-
sent women—e.g., she, female—and words for occupations—e.g.,
teacher, lawyer. For comparison, we also compute the average
embedding distance between words that represent men and the
same occupation words. A natural metric for the embedding bias

⇤All of our own data and analysis tools are available on GitHub at https://github.com/
nikhgarg/EmbeddingDynamicStereotypes. Census data are available through the Inte-
grated Public Use Microdata Series (29). We link to the sources for each embedding
used in Materials and Methods.

†There is an increasingly recognized difference between sex and gender and thus
between the words male/female and man/woman, as well as nonbinary categories. We
limit our analysis to the two major binary categories due to technical limitations, and
we use male and female as part of the lists of words associated with men and women,
respectively, when measuring gender associations. We also use results from refs. 6 and
7 which study stereotypes associated with sex.

‡When we refer to Whites or Asians, we specifically mean the non-Hispanic subpopu-
lation. For each ethnicity, we generate a list of common last names among the group.
Unfortunately, our present methods do not extend to Blacks due to large overlaps in
common last names among Whites and Blacks in the United States.

is the average distance for women minus the average distance for
men. If this value is negative, then the embedding more closely
associates the occupations with men. More generally, we com-
pute the representative group vector by taking the average of the
vectors for each word in the given gender/ethnicity group. Then
we compute the average Euclidean distance between each repre-
sentative group vector and each vector in the neutral word list of
interest, which could be occupations or adjectives. The difference
of the average distances is our metric for bias—we call this the
relative norm difference or simply embedding bias.

We use ordinary least-squares regressions to measure asso-
ciations in our analysis. In this paper, we report r2 and the
coefficient P value for each regression, along with the intercept
confidence interval when relevant.

Validation of the Embedding Bias. To verify that the bias in the
embedding accurately reflects sociological trends, we compare
the trends in the embeddings with quantifiable demographic
trends in the occupation participation, as well as historical sur-
veys of stereotypes. First, we use women and minority ethnic
participation statistics (relative to men and Whites, respectively)
in different occupations as a benchmark because it is an objective
metric of social changes. We show that the embedding accu-
rately captures both gender and ethnic occupation percentages
and consistently reflects historical changes.

Next, we validate that the embeddings capture personality trait
stereotypes. A difficulty in social science is the relative dearth of
historical data to systematically quantify stereotypes, which high-
lights the value of our embedding framework as a quantitative
tool but also makes it challenging to directly confirm our findings
on adjectives. Nevertheless, we make use of the best available
data from historical surveys, gender stereotypes from 1977 and
1990 (6, 7) and ethnic stereotypes from the Princeton trilogy
from 1933, 1951, and 1969 (8–10).
Comparison with women’s occupation participation. We investi-
gate how the gender bias of occupations in the word embeddings
relates to the empirical percentage of women in each of these
occupations in the United States. Fig. 1 shows, for each occu-
pation, the relationship between the relative percentage (of
women) in the occupation in 2015 and the relative norm dis-
tance between words associated with women and men in the
Google News embeddings. (Occupations whose 2015 percent-
age is not available, such as midwife, are omitted. We further
note that the Google News embedding is trained on a corpus

Librarian

Secretary

Carpenter

Nurse

Engineer

Mechanic

Housekeeper

Dancer

Women Occupation % Difference

Fig. 1. Women’s occupation relative percentage vs. embedding bias in
Google News vectors. More positive indicates more associated with women
on both axes. P < 10�10, r2 = 0.499. The shaded region is the 95% boot-
strapped confidence interval of the regression line. In this single embedding,
then, the association in the embedding effectively captures the percentage
of women in an occupation.

E3636 | www.pnas.org/cgi/doi/10.1073/pnas.1720347115 Garg et al.
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Embedding bias

• Train word embeddings on the data under consideration.


• For each occupation word (e.g. teacher, lawyer), compute the 
average embedding distance between that word and reference 
words that represent women/men (e.g. she, female vs. he, male).


• Define the women bias of an occupation word as the average 
distance for men minus the average distance for women.



Project 1

The project aims to explore the strength of gender biases in conservative and liberal 
media in the US with the help of word embeddings. The work employs the dataset 
of 80,000 articles from the 6 largest news sources with varying political inclination, 
and compares semantic distances from male- and female-denoting terms to a set of 
contextual words. Making use of Python’s Gensim, I build word2vec models for 
every news source, align them and measure Euclidean distance between embedding 
vectors. A higher difference between the distances for contextual words shows 
stronger bias. My hypothesis of conservative media sources having stronger biases 
was not supported by the data. Further examination of the results shows that the 
structure of biases is complex and requires more data and adjustments in the 
methodology. Overall, both in conservative and liberal news reports, gender biases 
are substantial and need further studying.



Project 2

The report investigates the attitude towards immigrants in labor market 
among Swedish unions, through analyzing documents from Swedish unions’ 
press conferences. A CBOW model configured with hierarchical softmax is 
employed to train on the dataset over different time span and unions. Relative 
norm distances between neutral and target word lists for Swedish and 
immigrants oriented groups are extracted from the trained word embeddings. 
By analyzing the values of relative norm distances through years and unions, a 
relatively negative attitude towards immigrants among Swedish unions is 
detected in 2015 and 2016, and Fastighetsanställdas förbund shows a less 
positive attitude than other unions. Taking limited dataset and resources into 
account, improvements are possible for further research. 



Assessment criteria – Method

Is the data used in the project suitable for the stated problem?  
Are technical concepts, models and algorithms applied correctly?  
Are the experimental results validated with appropriate evaluation methods?


• F – The problem should have been approached differently.  
The choice of the data, models, algorithms or evaluation methods is not appropriate, or  
there is too little information in the report to assess whether the choice was appropriate.


• E – The data used in the project is suitable for the stated problem.  
Technical concepts, models and algorithms are applied correctly.  
The experimental results are validated with appropriate evaluation methods.


• A – The data is created specifically for the project.  
The project involves non-trivial modifications or combinations of models and algorithms.  
The experimental results are validated using several complementary evaluation methods.



Group discussions

Choose one of the two projects.


• Choose one aspect of the project that you found particularly 
interesting. Motivate your choice.


• Suppose that you would want to replicate the experimental 
results of the chosen project. What information do you need? 


• Which parts of the evaluation method do you not understand or 
have concerns about (based on the abstract)?



Suggested structure (1)

• Introduction


What problem did you address in the project? Why is this problem 
interesting? What can we learn by solving the problem? 


• Theory


Present relevant theoretical background, and in particular those concepts 
and methods that were not covered in the course.



Suggested structure (2)

• Data


What data did you use in your project? How was this data created? What 
preprocessing did you do (if any), and why? 


• Method


Explain how you approached the stated problem. Aim to be detailed 
enough for others to reproduce your results. 


• Results


Present your results in an objective way. Use tables and charts, but do not 
forget to also include a summary in text form.



Suggested structure (3)

• Discussion


Analyse your results. Discuss the limitations of your work. Compare your 
study to related work, such as internet materials or scientific articles.


• Conclusion


Summarise your analysis. To what extent did you solve your stated 
problem? What else do you take away from your project?



Introduction to the lab


