
BERT vs DistilBERT
How well do they generalize from video game reviews?



Inspiration

• DistilBERT has 97% of BERTs accuracy
• DistilBERT is 40% smaller than BERT
• DistilBERT is 60% faster than BERT
• What price does it pay?
• Main hypothesis: DistilBERT generalizes worse than BERT

Performance: DistilBERT, a distilled version of BERT, Sanh et Al



Method

• Fine-tune on balanced binary Steam dataset

o300,000 samples

oStandard Huggingface hyperparameters

• Test on several other balanced binary datasets
o~50,000 samples

• Test on non-binary dataset
o50,000 samples

• Visualize embeddings

• Visualize attention

Balance: Adapt or Get Left Behind, Rietzler et Al



Binary test results

Dataset Steam IMDb SST-2
BERT accuracy 0.861 0.867 0.791
DistilBERT accuracy 0.881 0.877 0.797
Difference -0.020 -0.010 -0.006



Five-class accuracy:

BERT: 0.3927

DistilBERT: 0.3790

Binary accuracy:

BERT: 0.9082

DistilBERT: 0.9035

Multi-class on Yelp dataset

Idea:
Measure generalization ability 
via extension to a multi-class task

Using non discretized probabilities: Effect of Using Regression on Class Confidence Scores in Sentiment
Analysis of Twitter Data, Onal et al.

Five-class to binary: Sentiment Analysis on Large Scale
Amazon Product Reviews, Haque et al.
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BERT is slightly more adept at understanding nuance, which 
arguably entails better understanding/generalization

Multi-class on Yelp dataset

Correct 3-star prediction for both models :
"… It's cheap, delicious & comes with a lot of food...
...However, I ate here for dinner the other night and the wait was ridiculously long!...
… Lots of food & it was good~ love their short ribs!! It's good, cheap food but you just
have to wait a looooong time!"



Attention

• Short introduction/refresher: what is attention in NLP?
o specifically for sequence classification

• For visualizing the attentions given by a BERT model, the 
attentions from the 12 attention heads and several layers are 
averaged



• Attentions distributions don't necessarily give a 'true' explanation
• Completely different attention distributions can produce identical 

predictions
• Attention scores can still often provide plausible explanations for 

many tasks

Attention is not Explanation.  Jain and Wallace (2019)
Attention is not not Explanation. Wiegreffe and Pinter (2019)





Embeddings

• By comparing embedding layers of different models, we 
can understand how models are fine-tuned and how they 
understand languages.

• Use t-SNE(t distributed stochastic neighbor embedding) for 
dimension reduction

• Then use GMM(Gaussian Mixture Model) to conduct clustering.



DistilBert Bert



Visualization on same 
embedding layer with different 
hyperparameter of 
GMM(perplexity)



Conclusion

• DistilBERT performed better
• BERT (arguably) generalized better
• Main hypothesis weakly supported
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