
Tutorial 1:

Exercises 



Exercise 4.27

෤𝜇 =

𝜇1 = 109.4 with prob. 0.05 (= 𝑝 𝜇1 )

𝜇2 = 109.7 with prob. 0.20 (= 𝑝 𝜇2 )

𝜇3 = 110.0 with prob. 0.50 (= 𝑝 𝜇3 )

𝜇4 = 110.3 with prob. 0.20 (= 𝑝 𝜇4 )

𝜇5 = 110.6 with prob. 0.05 (= 𝑝 𝜇5 )

Discretized normal 

distribution?

Data: y = {108.0 109.0 107.4 109.6 112.0} ~𝑁 ෤𝜇, 𝜎2 ≈ 4

Prior distribution of ෤𝜇:



Sample point density: 𝑓 𝑦ȁ ෤𝜇 = 𝜇 = 2𝜋𝜎2 −0.5𝑒
−

𝑦−𝜇 2

2𝜎2 ; 𝜎2 = 4

Likelihood: L 𝜇; 𝒚 =ෑ
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Posterior distribution of ෤𝜇:
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⇒

f’’ 𝜇1ȁ𝒚 = 𝑓′′ 109.4ȁ𝒚 ≈
𝑒
−
1
8 108−109.4 2+ 109−109.4 2+ 107.4−109.4 2+ 109.6−109.4 2+ 112−109.4 2

⋅0.05

0.1353
≈

0.0735

f’’ 𝜇2ȁ𝒚 = 𝑓′′ 109.7ȁ𝒚 ≈
𝑒
−
1
8

108−109.7 2+ 109−109.7 2+ 107.4−109.7 2+ 109.6−109.7 2+ 112−109.7 2
⋅0.20

0.1353
≈

0.2578

f’’ 𝜇3ȁ𝒚 = 𝑓′′ 110.0ȁ𝒚 ≈
𝑒
−
1
8 108−110.0 2+ 109−110.0 2+ 107.4−110.0 2+ 109.6−110.0 2+ 112−110.0 2

⋅0.50

0.1353
≈

0.5051

f’’ 𝜇4ȁ𝒚 = 𝑓′′ 110.3ȁ𝒚 ≈
𝑒
−
1
8 108−110.3 2+ 109−110.3 2+ 107.4−110.3 2+ 109.6−110.3 2+ 112−110.3 2

⋅0.20

0.1353
≈

0.1415

f’’ 𝜇5ȁ𝒚 = 𝑓′′ 110.6ȁ𝒚 ≈
𝑒
1
8

108−110.6 2+ 109−110.6 2+ 107.4−110.6 2+ 109.6−110.6 2+ 112−110.6 2
⋅0.05

0.1353
≈

0.0221

prior dist.



𝐸prior ෤𝜇 = 𝐸 ෤𝜇 = 109.4 ⋅ 0.05 + 109.7 ⋅ 0.20 + 110.0 ⋅ 0.50

+110.3 ⋅ 0.20 + 110.6 ⋅ 0.05 = 110

𝑉𝑎𝑟prior ෤𝜇 = 𝑉𝑎𝑟 ෤𝜇 = 𝐸 ෤𝜇2 − 𝐸 ෤𝜇
2

= 109. 42 ⋅ 0.05 + 109. 72 ⋅ 0.20 + 110. 02 ⋅ 0.50

+110. 32 ⋅ 0.20 + 110. 62 ⋅ 0.05 − 1102 = 0.072

𝐸posterior ෤𝜇 = 𝐸 ෤𝜇ȁ𝒚

= 109.4 ⋅ 0.07348. . . +109.7 ⋅ 0.25780. . . +110.0 ⋅ 0.50508. . .

+110.3 ⋅ 0.14148. . . +110.6 ⋅ 0.02213. . . ≈ 109.9

𝑉𝑎𝑟posterior ෤𝜇 = 𝑉𝑎𝑟 ෤𝜇ȁ𝒚 = 𝐸 ෤𝜇2ȁ𝒚 − 𝐸 ෤𝜇ȁ𝒚
2

≈ 109. 42 ⋅ 0.07348. . . +109. 72 ⋅ 0.25780. . . +110. 02 ⋅ 0.50508. . .

+110. 32 ⋅ 0.14148. . . +110. 62 ⋅ 0.02213. . . −109. 72 ≈ 0.066

(obvious?)



Exercise 4.28

Prior distribution:  ෤𝜇~𝑁 110,0.4 = 𝑁 𝑚′, 𝜎′2

𝑝 𝜇 = 𝑓′ 𝜇 = 2𝜋𝜎′2 −0.5𝑒
−
𝜇−𝑚′ 2

2𝜎′2 = 2𝜋 ⋅ 0.4 −0.5𝑒−
𝜇−110 2

0.8Prior density:

Data: y = {108.0 109.0 107.4 109.6 112.0} ~𝑁 ෤𝜇, 𝜎2 ≈ 4

ǉ𝑦 =
108 + 109 + 107.4 + 109.6 + 112

5
= 109.2

𝑠2 =
1

4
෍

1

5

𝑦𝑗 − 109.2
2
= 3.18



𝑓′′ 𝜇ȁ𝒚 =
𝐿 𝜇; 𝒚 ⋅ 𝑓′ 𝜇

∞−׬
∞

𝐿 𝜇; 𝒚 ⋅ 𝑓′ 𝜇 𝑑𝜇
=

𝐿 𝜇; 𝒚 from

Exercise 4.27
=

=
2𝜋𝜎2 −0.5𝑛𝑒

−
1

2𝜎2
σ𝑗=1
𝑛 𝑦𝑗−𝜇

2

⋅ 2𝜋𝜎′2 −0.5𝑒
−

𝜇−𝑚′ 2

2𝜎′2

∞−׬
∞

2𝜋𝜎2 −0.5𝑛𝑒
−

1
2𝜎2

σ𝑗=1
𝑛 𝑦𝑗−𝜇

2

⋅ 2𝜋𝜎′2 −0.5𝑒
−

𝜇−𝑚′ 2

2𝜎′2 𝑑𝜇

=
"Completion
of squares"

=

= 2𝜋𝜎′′2 −0.5𝑒
−

𝜇−𝑚′′ 2

2𝜎′′2

where 

𝑚′′ =
Τ1 𝜎′2 ⋅ 𝑚′ + Τ𝑛 𝜎2 ⋅ 𝑚

Τ1 𝜎′2 + Τ𝑛 𝜎2
=

Τ1 𝜎′2 ⋅ 𝑚′ + Τ𝑛 𝜎2 ⋅ ǉ𝑦

Τ1 𝜎′2 + Τ𝑛 𝜎2

=
Τ1 0.4 ⋅ 110 + Τ5 4 ⋅ 109.2

Τ1 0.4 + Τ5 4
≈ 109.7

𝜎′′2 =
𝜎2 ⋅ 𝜎′2

𝜎2 + 𝑛 ⋅ 𝜎′2
=

4 ⋅ 0.4

4 + 5 ⋅ 0.4
≈ 0.267

Thus, the posterior distribution is N(m’’=109.7,’’2=0.267)



Exercise 5.6

Components of the decision problem:

Actions (equal procedures here): Run the campaign (a1 ) or not (a2 ).

States of the world: Gain 10 percent (1 ), 20 percent (2 ) or 30 percent (3 ).

Consequences: Payoffs: with a1 : 150000( / 10) – 200000 ,  with a2: 0

Note! One could consider adding a fourth state of the world: “gain 0%”. This will be the only 

state possible with action a2 but impossible with action a1. However, since with this state the 

maximum payoff (and hence loss) will be 0 it will have no effect on the decision problem.



Payoff table

𝜃 = 10% 𝜃 = 20% 𝜃 = 30%

Run campaign (a1) –50000 100000 250000

Do not run campaign (a2) 0 0 0

𝐿𝑖𝑗 = max
𝑘
𝑅𝑘𝑗 − 𝑅𝑖𝑗

⇒ 𝐿𝑖1 = 0 − 𝑅𝑖1 ; 𝐿𝑖2 = 100000 − 𝑅𝑖2 ; 𝐿𝑖3 = 250000 − 𝑅𝑖2

 Loss table

𝜃 = 10% 𝜃 = 20% 𝜃 = 30%

Run campaign (a1) 50000 0 0

Do not run campaign (a2) 0 100000 250000



Exercise 5.7

Firm B is assumed to run a campaign only if Firm A does so. 

 Firm A cannot lose any market shares, but the gain of new market may be 

zero  One new state of the world: “gain is 0%”

Modified payoff table

𝜃 = 0% 𝜃 = 10% 𝜃 = 20% 𝜃 = 30%

Run campaign (a1) –200000 –50000 100000 250000

Do not run campaign (a2) 0 0 0 0



ቋ
𝑃 ෨𝜃 = 20% = 𝑃 ෨𝜃 = 30% = 3 ⋅ 𝑃 ෨𝜃 = 10%

𝑃 ෨𝜃 = 20% + 𝑃 ෨𝜃 = 30% + 𝑃 ෨𝜃 = 10% = 1
⇒ 7 ⋅ 𝑃 ෨𝜃 = 10% = 1

⇒ 𝑃 ෨𝜃 = 10% = Τ1 7 and 𝑃 ෨𝜃 = 20% = 𝑃 ෨𝜃 = 30% = Τ3 7

Exercise 5.17

Hence, 𝐸(𝑅 𝑎1, 𝜃) = −50000 ⋅
1

7
+ 100000 ⋅

3

7
+ 250000 ⋅

3

7
=
1000000

7
≈ 143000

𝐸𝑅 (𝑎2, 𝜃) = 0

𝜃 = 10% 𝜃 = 20% 𝜃 = 30%

Run campaign (a1) –50000 100000 250000

Do not run campaign (a2) 0 0 0

The payoff table is

To formally show this, we could have introduced the 

state “ = 0%” and put a point mass of probability 1 

on this state when the decision is a2

 Run campaign!

Maximise expected payoff



Exercise 5.18

𝑃 ෨𝜃 = 10%ȁ𝐵 not advertising = Τ1 7 and

𝑃 ෨𝜃 = 20%ȁ𝐵 not advertising = 𝑃 ෨𝜃 = 30%ȁ𝐵 not advertising = Τ3 7

𝑃 ෨𝜃 = 0%ȁ𝐵 advertising = 1

𝑃 𝐵 advertisingȁ𝐴 advertising = Τ2 3

⇒

𝑃 ෨𝜃 = 10% = 𝑃 ෨𝜃 = 10%ȁ𝐵 not advertising ⋅ 𝑃 𝐵 not advertising

+𝑃 ෨𝜃 = 10%ȁ𝐵 advertising ⋅ 𝑃 𝐵 advertising = Τ1 7 ⋅ Τ1 3 + 0 ⋅ Τ2 3 = Τ1 21

𝑃 ෨𝜃 = 20% = 𝑃 ෨𝜃 = 20%ȁ𝐵 not advertising ⋅ 𝑃 𝐵 not advertising

+𝑃 ෨𝜃 = 20%ȁ𝐵 advertising ⋅ 𝑃 𝐵 advertising = Τ3 7 ⋅ Τ1 3 + 0 ⋅ Τ2 3 = Τ3 21

𝑃 ෨𝜃 = 30% = 𝑃 ෨𝜃 = 20% = Τ3 21

𝑃 ෨𝜃 = 0% = 𝑃 ෨𝜃 = 0%ȁ𝐵 not advertising ⋅ 𝑃 𝐵 not advertising

+𝑃 ෨𝜃 = 0%ȁ𝐵 advertising ⋅ 𝑃 𝐵 advertising = 0 ⋅ Τ1 3 + 1 ⋅ Τ2 3 = Τ2 3



The payoff table applicable is

𝜃 = 0% 𝜃 = 10% 𝜃 = 20% 𝜃 = 30%

Run campaign (a1) –200000 –50000 100000 250000

Do not run campaign (a2) 0 0 0 0

Hence,

𝐸𝑅 𝑎1 = −200000 ⋅
2

3
+ −50000 ⋅

1

21
+ 100000 ⋅

3

21
+ 250000 ⋅

3

21

= −
1800000

7
≈ −86000

𝐸𝑅 𝑎2 = 0

 Do not run campaign!


