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Abstract— This article presents a time-aware admission control the fixed capacity of the allocated wireless spectrum makes the
and resource allocation scheme in wireless networks, in the system bandwidth-constrained, and hence allocation problems
context of a future generation cellular network. The quality levels cannot be solved by over-provisioning. Second, the resources

(and their respective utility) of different connections are specified ilable t iaht tly during the lifeti f
using discrete resource-utility (R-U) functions. The scheme uses avallable 10 a user mignt vary greatly auring tne lireume or a

these R-U functions for allocating and reallocating bandwidth connection. Due to mobility, a user might leave a cell where
to connections, aiming to maximise the accumulated utility of bandwidth is plentiful and enter a congested area. Also, the

the system. However, different applications react differently to effective bandwidth of the wireless link may fluctuate due to
resource reallocations. Therefore at each allocation time point fading and interferences.

the following factors are taken into account: the age of the . .
connection, a disconnection (drop) penalty and the sensitiveness | h€ above three factors describe a system where bandwidth

to reallocation frequency. The evaluation of our approach shows a availability is highly variable in time, and the system may
superior performance compared to a recent adaptive bandwidth often find itself in an overload situation. For the bandwidth
allocation scheme (RBBS). In addition we have studied the manager to take the best allocation decisions, we assume that

overhead that performing a reallocation imposes on the infras- - 1 -
tructure. To minimise this overhead, we present an algorithm that a quantitative measure of the utility (benefit) generated by each

efficiently reduces the number of reallocations, while remaining COnnection is available. One way to capture the application-
within a given utility bound. specific perceived quality depending on resource availability

Index Terms— Bandwidth allocation, QoS provisioning, C.2.1.k is via resource-utility (R'U) functions. . o .
Wireless networks, Utility-based optimisation, C.2.3.a Network  Consequently, a straightforward allocation optimisation cri-
management terion (that can be easily linked to network operator revenues)

is maximising the system utility. This can be calculated as the
sum of the utility of each connectién
) ) . Moreover, for such an open dynamic system, resource

A key feature of future generation wireless networks is {Qaiocation might be needed in order to improve total utility
provide mobile users with multimedia and data services Sea}- pandwidth becomes available, i.e. a connection finishes
lessly. The burst_y nature and variable bandwidth needs of mgstjeaves the cell) or to provide graceful degradation (when
of the new services call for novel treatments of the netwolgndwidth has to be reallocated to new connections or incom-
resource management so that application needs are satisfigdlhandovers). In order to make more informed decisions on
and at the same time network provider resources are useqddoyrce reallocation, in addition to utility functions, we also
the best way. Many existing works in resource allocation focygnsider the fact that different applications react differently
on one part of this equation to the detriment of the other parpg yesource reallocation. For example, if a hard real-time
If end-to-end guarantees of user Quality of Service (Qogppjication is degraded, we would expect no utility from this
requirements are in focus, then some decisions may becoggication, and the resources invested so far would be wasted.
counterproductive seen from a system-level perspective, af the other hand, an FTP session will have no restriction to
vice versa. In this article we approach the problem by methogitch between different resource allocation levels, no matter
that bridge this gap. how often.

The article presents a bandwidth allocation and admiSSiO”Therefore we propose a Time-Aware Resource Alloca-
control mechanism to be used in a radio network cell of @, schemé (TARA) that aims to provide bandwidth allo-
future generation telecommunication network. As the majiqn/reallocation based on the utility-efficiency (utility per
bottleneck we consider the bandwidth of the wireless I'nr!fandwidth) of the competing connections. The novelty is
between the user equipment (UE) and the base transceygy; or scheme identifies how resource reallocation decisions
station (BTS). _ affect the utility of the application, and integrates this informa-

The different nature of the wireless channel (as comparedg, into the bandwidth management algorithm. Based on their
the wireline) makes the QoS delivery more challenging. Firgleyinility to reallocations, we have categorised applications

(©2005 IEEE. Personal use of thisaterial is permitted. However, permis- IN three classes: non-flexible, semi-flexible and fully flexible.
sion to reprint/republish this material for advertising or promotional purposdshe time at which a reallocation decision is taken is also very
or for creating new collect!ve works for resale or 'redlstrlt_)utlon to servers prortant. Because of the invested resources, disconnecting a
lists, or to reuse any copyrighted component of this work in other works mus
be obtained from theHEE.
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connection when it is nearly finished creates a bigger utilitgsource-utility functions in a QoS management framework
loss than if it is dropped just after start and bandwidth hagth the goal to maximise the total utility of the system. They
been invested for a small period of time. Thus, the systepnopose two approximation algorithms, and compare the run-
has to be aware of the age of the connections to take a gdimles and solution quality with an optimal solution based on
(re)allocation decision. In addition to this, two more factordynamic programming. In our work we build on top of such an
have been considered when reallocating. First, the droppimgity maximisation algorithm, but we also take into account
penalty allows the user to specify its dissatisfaction of beifgandwidth reallocations and their effect on the connections’
first accepted and then rejected. Second, the sensitivity gefnerated utility.
some of the connections with respect to the frequency ofAnother important factor for our scheme is the dynamic
reallocations is considered. nature of the environment. Some other approaches [15],
To evaluate our scheme we have built a simulation platforf¥], are geared towards mobile networks and proposes adap-
in which we compare our approach with a base-line versidiwe bandwidth allocation schemes without an explicit use
that is unaware of the previously mentioned factors andadd utilities. These use a flexible allocation approach, where
recent published algorithm, namely the Rate-based Bandwidtinnections specify a mandatory minimal bandwidth and an
Borrowing Scheme (RBBS) [7]. ideal maximal bandwidth. Also, both schemes differentiate
Finally we consider the overheads created by our bandwidthtween real-time and best-effort connections. In the work of
allocation scheme as a result of the periodic reallocatioDliveira et al. [15], the allocated amount of bandwidth during
This increases the resource demand from the infrastructtiie stay in a cell is fixed, it can be changed only at a handoff.
(e.g. CPU time for executing associated control functions &t-Kadi et al. [7] provide a more adaptive scheme, by allowing
additional bandwidth for signalling). Thus, by performing todixed portions of bandwidth to be borrowed from already
many reallocations in order to improve utility, the systeraccepted connections. Although the scheme is adaptive, it does
might get overloaded. Consequently, service availability witlot include a quantitative measure of the importance of the
suffer, and the generated utility will decrease; contrary to whdifferent connections.
was intended. We present and evaluate a new algorithm folNext we present several systems that allocate resources
controlling this overhead. based on a certain “maximisation technique” of utility func-
The article is organised as follows. In Section Il we reviewons, and also work in highly dynamic environments. Re-
other approaches to QoS provisioning. Section Ill preserggurce assurance (more or less), is a concern for all of these
background information about resource-dependent utility masystems.
imisation. In Section IV we identify the factors affecting the Rui-Feng Liao et al. [12] use “utility functions” in a
utility of a connection if reallocations are performed and ihandwidth allocation scheme for wireless packet networks.
Section V we show how we include them in our scheme. Sedowever as opposed to maximising the total utility of the
tion VI describes the evaluation setup and Section VIl presesgstem, they provide “utility fair allocation” to the connec-
the simulation results of our allocation scheme. In Section Vitions. Their algorithm extends “max-min fair allocation”, with
we present the above-mentioned overhead considerations. Wy replacing bandwidth as the fairness criterion. While this
resulting conclusions are presented in Section IX. scheme provides equality to all connections, it might have
counterproductive effects during overload conditions, since it
degrades all the existing connection to a low common utility.
Abdelzaher et al. [1] propose a QoS-adaptive Resource
Research on QoS provisioning may pursue different goalanagement System for Internet servers. A QoS contract
While some research is geared towards end-to-end arabi-used to specify acceptable QoS levels, along with their
tectures [2], others address issues at end-system levelutility. There is no restriction in reallocations (similar to our
network layers. Mechanisms like Intserv [5] and RSVP [6] diully-flexible class). However, there is a “minimum” allocation
Diffserv [4] provide the means of enforcing the necessary Qd&vel that must be guaranteed. Otherwise a “QoS violation”
parameters (like bandwidth, delay, packet loss probability). penalty (similar to our drop penalty) is incurred. They compare
Many applications can be run at different QoS levelgn optimal allocation policy based on dynamic programming
corresponding to a range of resource allocations. These eith a first-come first-serve policy where resources are not
be used for relative differentiation between applications, breallocated.
without a notion of “importance”, the QoS management sys- A system that also addresses resource allocation in mobile
tem will not be able to prioritise allocations during overnetworks is the “TIMELY Architecture” proposed by Bhargha-
loads. For meeting these needs, utility functions provide aan et al. [3]. While we are concerned with the allocation
appropriate way to specify a quantitative measure of the QaSa “policy level” their system coordinates allocation from
perceived by the application [11], [12]. A utility function isthe MAC-layer, through resource reservation and resource
similar to a “QoS contract negotiation”. The user specifiedaptation to the transport layer. Moreover, an end-to-end allo-
all its options and the provider chooses one of them. Tloation over both wireline and wireless links is attempted. They
advantage of utility functions over run-time negotiations ismploy a revenue model with a 4-tuple: revenue function,
that the management system knows a-priori about the vale@emination credit (similar to our drop penalty), adaptation
corresponding to different resource allocations and might lbeedit (similar in function to what we will call adaptation
able to enforce an optimised solution. Chen Lee et al. [11] usme) and an admission fee. Maximising the revenue (based
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on the max-min criterion) is one of the criteria used duringhere & is the number of utility levels of connectionand
allocation and adaptation. On the other hand, the same (4-; represents the resulting utility iB; , is allocated to the
tuple is used for all flows. While simplifying allocation, itconnection.

prevents differentiation (as different importance or different

assurance needs) between flows. In our work we assume atSystem utility maximisation

the QoS specification (as R-U functions, flexibility classes) Next we describe a general resource allocation problem. We

is connection specific, and during allocation the system USESsume that the utility of a system is the sum of the utilities of

these par'ameters toidlfferenuate betwgen connections. _all applications in the system. Then the utility maximisation
An optimal sampling frequency assignment for real't'mﬁroblem can be formulated as follows:

wireless sensor networks is proposed by Liu et al. [13]. In

their model, the underlying network uses dedicated channels n

to communicate between neighbours such that interferences mazimise u(by, ..., by) = Zui(b')

are avoided. Nevertheless, a flow traverses several channels so =1

the bandwidth allocation of the different wireless channels is

not independent (as opposed to our work). Utility loss index ) "
(that depends on the sampling frequency and is of convex subjectto y by < B.max
form) characterises QoS and must be minimised across the =1

network in order to optimise the system. Two algorithms are whereuw : R*™ — R* is the system-wide utilityp; are the
proposed, a centralised that is better suited to small netwogklocation variables to be solved, anélmaz is the total
and a distributed one that converges in several iterations, @wilable resource.
is better with large networks. The above allocation optimisation problem is an NP-hard
In a more classical real-time approach, in their QoS pr@roblem closely related to the knapsack problem; Lee et
visioning system [16] Richardson et al. take a lower lay@. present several approximation algorithms to solve it. As
approach, by using value based and real-time scheduliddoasic ingredient in our scheme we use one of the algo-
techniques and working at the packet scheduling level. THEhms proposed by Lee et al. that we further refer to as
priority of each packet depends on the value of the connectietivex-hullopt (referred asasrmdl in [11]). Despite its
it belongs to and on its deadline. Total system utility is usd@w complexity, the algorithm generates solutions close to the
to measure system performance. optimal solution [10], [11]. As a first step it first approximates
all R-U functions by their convex hull frontier, which are
piece-wise linear, concave functions. Next, all convex hulls
are split in segments corresponding to their linear parts. Note

To explain how our bandwidth allocation scheme works, wiat a “segment bandwidth” is its projection on the x-axis (the

must first present the notion of bandwidth dependent utili§andwidth increment between two levels). Then all the seg-
function, and a utility maximisation algorithm. ments are ordered by a decreasing slope order (see Figure 1),

and bandwidth is allocated in this order until depleted. Thus,
a connection has allocated an amount equal to the sum of
A. Application utility the bandwidths of its “allocated segments”. The concave form
The utility of an application (and its associated connectiom the convex hull ensures a consistent allocation. Note that
mﬁ slope of each segmerit/; ; — U; j—1)/(Bi,j — Bij-1),

represents the value assigned by the user to the qual . - . T
of the application’s results. In order to evaluate the uti”t{ppresents its efficiency in terms of contribution to the system

generated by different resource allocations, we assume tHglﬂty'
each connection has a resource-utility (R-U) function, which =T
is specified by the user of this connectian,: R* — R*, 4

identifies the connection anit* is the set of non-negative
rational numbers, and;(r) describes the utility that accrues
given a resource levet. In this paper the resource is the . ! : >
wireless bandwidth in a cell. As a reflection of variety of e e
applications, utility functions may exhibit different patterns: 2= T
concave, convex, linear or step functions, the only restriction 9-*
being that a R-U function should be non-decreasing.

For the ease of representation, and to keep complexity low,
it is necessary to quantise the utility function using a small set
of parameters. Thus, the utility functions is represented by a
list of bandwidth-utility pairs, in increasing order of resource

consumption [11]: 3 bandwidih >

N [ (Ui,l) (Uzk) ] Fig. 1. Optimal allocation order
Ui = g ooy
B;1 B; i
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IV. REALLOCATION CONSEQUENCES Class | represents non-flexible connections. They require

The R-U functions present the bandwidth-utility dependen ict resource assurance to fulfill their mission. That is, once
in a static manner. In a dynamic system, where resources n saepted (With initial utilityu;"""), the resource amount cannot
to be reallocated, the utility given by a R-U function will’ g_re—negotlated. ks management system _cannot assure the
represent only a momentary valug (¢)). A better measure of |n|t|:I resource am(r)]unt at_”agy tlme-_||90|nt (.ju”;? thﬁ I'feﬁn:e
the utility generated by a connection would be its accumulat@fthe connection, there will be no utility gained for the whole

utility in time, which is the utility generated by the connectior‘?ur""tIon of the connection, and already mvesj[ed resources are
over its entire duration. wasted. If accepted, any subsequent reduction of bandwidth

'13 equivalent to dropping the connection. Since it uses the

If, for some application class, the accumulated utility o

a connection %) corresponds to the integral of all the mo.Same amount of resources during its lifetime, increasing the

o a (T . bandwidth brings no benefit. If the connection is not dropped,
?qeun;ﬁg #gllc'jtfs’ that isu = fO u;(t)dt, then the following the accumulated utility of the connection is calculated by this

formula: ug = uim* x duration. Examples are hard real-
n ro T T T time applications, critical control data, real-time data streams.
ut = Z“? = Z/“i(t)dt:/ Z“i(t)dt :/“(t)dt Class Il represents semi-flexible connections. These are
=0 i=0"10 0 =0 0 applications that are judged by their worst moment in

where u* denotes the system-wide utility accumulated oveheir lifetime. For this type of connection the lowest util-
time andu(¢) is the momentary system-wide utility. repre- ity (respectively bandwidth) experienced during its lifetime
sents a time interval. The above equations show that in tlés used for calculating the utility for the whole duration:
case, the maximisation off can be achieved by maximisingu$ = u;'“'" X duration. Compared to class |, a resource
u;(t) at each time point. degradation, while diminishing utility, is not disastrous. How-

However, for other application classe$ # fOTui(t)dt. For ever, once a certain level reached, the results cannot be
example, there are applications with strong needs for resoutiggroved if the resource allocation is increased at a later
assurance. That is, if the initial agreed resource amountpigint. For example, users often remember the worst portion
degraded, then all the potential utility generated until thaf a multimedia stream, or a distributed game. Another good
moment is lost. In the end? = 0, and resources allocated toexample is sensor readings where the resolution bound is
it since its arrival have been wasted. Therefore, our allocationportant. The resolution of the whole stream is the lowest
algorithm needs to take into account the effect that reallog®solution from all the readings.
tions have on the accumulated utility of the connections. Class |Ill represents fully-flexible connections. These

The main advantage of using utility functions is that thare the connections with no real-time requirements, and
user (application) has the possibility to quantitatively specitjpey can adapt to both increases and decreases of
the value he is attaching to the results. Accepting a connectitve bandwidth. The accumulated utility is the sum
and allocating a certain amount of bandwidth is similar tof all the momentary utilities over the total duration:
negotiating and signing a a QoS contract between the us&r = :“m“o" u;(t) dt. Examples are fetching e-mail, file
and provider. Since the R-U functions provide a frameworitkansfer, or any type of connection in the “best effort” category.
to specify all the acceptable levels, the negotiation phase (and\ real-word application could be a combination of different
the associated overheads) can be skipped. In the same tinanections of different class. For example it could consist of
of thought, each reallocation would amount to a breach tfo parts, a mandatory one that is class | and a fully flexible,
contract and signing of a new contract. Because of different agiass Ill. For this paper we consider applications to belong to
plication types or user preferences, different connections hawdy one of the above classes. Note that the shape of the R-U
different tolerance to bandwidth reallocation. The challendenction does not depend at all on the class of the connection.
is to find a representative (and small) set of parameters tidte class does not affect the initial allocation possibilities, but
satisfactorily describe the reallocation effects for a large setly describes the effects at subsequent reallocations.
of applications. The vision is to give the user the possibility
to specify these parameters so that the system can take éh
right (re)allocation decision. Similarly to the R-U functions™
they convey user expectation and should not be regarded a¥/e assume that disconnecting (dropping) a connection
a-priori fixed parameters tuned by the system operator. before its natural end will bring its accumulated utility to zero.

We have thus identified three factors that affect the pefhis shows that invested resources will be wasted by such a
ceived accumulated utility of a connection: the flexibilitglecision. In a similar manner resources have been invested on
(adaptability) to reallocations, the sensitivity to a complef&€e user side, and will be lost. Therefore, the user should be

disconnection (as opposed to only a bandwidth reduction), adele to specify a certain drop penalty, which represents the
the sensitivity to the frequency of reallocations. customer dissatisfaction when a connection is disconnected

after being admitted into the system. L&f"*” be the penalty
for dropping a certain ongoing connection. If disconnected, the
final utility of the connectionu® = —P#"°?_ If utility is used

We first divide the applications into three broad classés calculating the revenue of the network operator, a negative
depending on their flexibility with respect to reallocations. utility will imply some form of compensation to the user.

eDrop penalty

A. Flexibility classes



C. Adaptation time increases the efficiency of the connection over the rest of

Flexible (class Ill) applications can adapt to both increas§ lifetime. Thus by modifying the R-U functions we make
and decreases in bandwidth. In a dynamic environment, th&g connections of all ages and classes comparable efficiency-
connections might be subjected to very frequent reallocatiof¥3€- . . .

But even these flexible applications might need a certainWhile at each allocation point we optimise based on the
amount of time to adapt to the new “mode” after a reallocalility-efficiency of the different connections, only a clairvoy-

tion. For example, some algorithms for encoding, encryptioﬁ,”t algorlthm that knoyvs all the_ future arrivals could prowde

compression could be changed, some computations need tuly optimal aIIocaU_on. For instance a clas_s | connection
be restarted. Performing frequent reallocations might be wordgcePted at some point might be dropped if an increased
than keeping a connection at a constant, lower resource lefilTbPer of higher efficiency connections arrive at a later point.
A specified adaptation time is a way to reflect the minimufgy Not accepting it in the first place the system would have
time between reallocations in order to keep the expected utili§y0/ded paying the drop penalty. As clairvoyance is not a

The effects of not respecting a “minimum adaptation timg®€2listic assumption the only other possibility would be do
could greatly differ for different connections. Nevertheles@redictions based on profiling past arrivals. Even this option
we propose the following performance degradation mod&t, considered as unrealistic in our context.

If the time between two bandwidth reallocations)(is less In .the next su.b.sectlons we wil e?<pla|n how the R'.U
then a specified adaptation timel,j then we assume that functions are modified at each reallocation. Table | summarises

the utility generated during this interval is onli/A; of (e parameters utilised in the process.

the utility under normal circumstances, thus characterising a TABLE |
penalty for frequent reallocations. Classes | and Il should not NOTATION SUMMARY
be subject to frequent reallocations (bandwidth increases are w [ The original R-U Tunction of conmi
useless, decreases are few and bound by the allocation levels Z?"e The age-modified R-U function of cona.

o . . . . rop I N -
of the utility function). Thus, this penalty is meaningful only u; | The drop penalty modified R-U function of coni.

. ul““P" | The adaptation-time modified R-U function of conin.
for class Il connections. b;(l) | The bandwidth of conni corresponding to QoS levél
drop

; The drop penalty of conni
T The duration of conn:

V. DYNAMIC REALLOCATION 77" The current age of conn.
. . . I; The time passed since the last allocation for cann.
Because of the highly dynamic environment, constant real- A, | The adaptation time of conn.
location is needed in order to obtain the best results. Basically uj | The value of the time-accumulated utility for conn.

whenever a new connection or handover request arrives or u” | The value of the system-wide time-accumulated utiit

a connection ends, a new reallocation might be needed to
improve system utility. A. Age and class dependent modifications

In a large system, this event-based allocation may lead toTo get a feeling for why age modifications are needed, we
an unacceptable high call rate to the (re)allocation algorithstart by giving an example of a reallocation decision where
This overhead can be controlled by employing a periodihe original, unmodified R-U function is used. Assume there
(re)allocation method. New connections and handovers are jsua class | or Il connectioronny, which has an R-U function
in a queue and will be processed at the beginning of the neiht evaluates t8 for bandwidth4 (uq(4) = 3). Assume the
allocation period. For reasonably low values of reallocatiaotal duration of the connectiot{*** = 10 seconds of which
period, the process will be transparent to the user. 5 seconds have elapsed, denotedtp¥’, and the allocated

Note that ongoing connections are treated at the same tib@ndwidth during this time was;, = 4. This means that the
as requests for new connections or handovers. For the lagecumulated utility so fan§“™ = u(b1) x t{9 =3 x5 =
two the (re)allocation algorithm plays also the role of adt5. At this time a new connectiononns is competing with
mission control. Only requests that are allocated a bandwidhe old one for the same bandwidth. Assume thatctorns
greater than zero are admitted. the utility corresponding to bandwidth is 5 (u2(4) = 5).

In Section 1lI-B we mentioned an near-optimal allocatioBecause theonvex_hull_opt allocation algorithm is using the
algorithm that uses the R-U functions as input. The algorithstopes (utility/bandwidth) of the R-U functions’ convex hulls
will order and accept connections based on their efficiendg. make decisions, an8l/4 < 5/4, it will choose conns in
We keep this as a base allocation algorithm. However, sincemparison withconn; andu{""" will be lost. Let’'s see what
the original R-U functions do not describe the history of & the utility gained by the system after the néxseconds:
connection, we have to take the additional factors that descrife = u2(4) x 5 = 5 x 5 = 25. If the first connection had
the effects of reallocations (see Section IV) into accouriieen kept, the utility would have beett = u;(by) x t]*** =
Therefore we create “artificial” R-U functions by modifying3x10 = 30, thus the swapping decision is wrong. Therefore, to
the original R-U functions at every (re)allocation time pointieplace an old connection with a new one, the utility generated
For instance, in an ongoing class | connection, resources hayethe new connection until the completion time of the old
been invested for some time. The corresponding potent@nnection should be greater than the utility generated by the
utility however, will only be gained if the connection is nobld connection during its entire life time (see shaded areas
dropped. When compared to a new connection, the ongoingFigure 2). In our example;onn; should be swapped with
connection comes with this so far earned utility, that effectivebpnns only if ug(4) x 5 > wu1(4) x 10.




Then we reduce the utility that can be accrued at the respective
age.

/ now levels by modifyingu; to u;

new connection age uf‘,OSt (1) .
- U, (bz(l)):’uz(bl(l))—m V1§l<j

\\---“l i .
old connection \-\ Note that for! < j there is a larger difference between

/// two adjacent utility levels inu 9 compared tou,; that is,

the slopes of the segments of the convex hullugf® (for

Time ‘ l < j) are steeper. That is, a reduction of the allocation can
only be compensated by a higher utility gained from other
connections. More precisely, the slope increase in the modified
R-U function is exactly large enough so that, if bandwidth

In the above example we assumed that we have the choigaeallocated to other connections, the newly accepted (im-
only to swapconn; with conn,, at the same bandwidth level.proved) connections will generate not only a higher utility
In general, we need to consider a connection that has multifde the reallocated bandwidth, but in addition also recover the
acceptable bandwidth levels (in its R-U function), of whiclutility lost by degrading this connection. The lost utility will
one is the current allocation. To reflect the age, and thus the recovered during the intervel*® — ¢9¢ (that is, before
accumulated utility at the reallocation time point, we need the time point at which the degraded connection would have
modify the R-U function of the existing connection as followsteleased the bandwidth naturally).
Each allocation corresponds to a leveh the R-U function,  For class | connections, any decrease in bandwidth means
wherel <[ <k, andk is the maximum number of levels. Wethe connection is dropped (leads automaticallyOtdand-
denote the bandwidth at leveby b;(1), and the correspondingwidth). The modified R-U function for a class | connection is
utility by w;(b;(1)). For instance, in Figure 3 (ap;(1) = 0, presented in Figure 3 (c), if the original R-U function was the
ui(bi(1)) = 0, bi(2) = 2, u;(b;(2)) = 1, etc. Let the already same as that depicted in Figure 3 (a). For this class, the zero-
existing allocation level at a reallocation time point peln  bandwidth level is calculated similarly to the class Il case.

Utility

\J

Fig. 2. Replacement opportunity

Figure 3,j = 3 andb;(j) = 4. Class Il connections do not lose utility (waste resource) in
case of a reallocation, thus their original R-U function needs
(a) initial R-U function (b) class Il after age modifications (c) class | after age modifications no age mOdlflcat|0n

Now the question becomes, do we assume that the real

. duration of every connection is known? Obviously this is too
3 3 3 unrealistic to assume. In practice we have to resort to an
g g g estimate of a connection’s duration. The better the estimation
of the connection duration, the more accurate the modification
will be. This is because overestimating/underestimating the
duration of a connection will underestimate/overestimate the
% Bandwidh importance of a bandwidth decrease for this connection. In
Section VII-A we further discuss how the system behaves in

Fig. 3. Age modification for class | and II, with?® =5, t7*2® =10, the absence of an exact knowledge of the duration.
and actual bandwidtib; =4

4 5 4 5
Bandwidth Bandwidth

Here we explain how a modified R-U function for a clasg. Drop penalty influence
Il connection is constructed and refer to Figure 3 (a) and (b . .
g (@) ( )Class I and Il connections are dropped (disconnected)

as an example. When constructing the modified R-U function thei tarv bandwidth b X that
we can divide the allocation levels in two sets (correspondi enever their momentary bandwi ecomes zero, since tha
nnection yields no utility in the end. Class Il connections

ituations). If th idth allocati he san . .
to two situations). If the bandwidth allocation stays the sa ould not be dropped because of bandwidth shortage, since

or is increasedy? remains the same. Thus, for all these level Y t a later i ithout itv. Recall that
the modified R-U function, denoted hy'?¢, will be equal to CY can recover at a fater ime, Witnout penatty. msca a
each connection comes with its own drop penalr'tg}, . To

the utility for the existing allocation: . o . : o
y 9 reflect this sensitivity to disconnections, the R-U function is
further modified (the effect is additional to the age-dependent

ug?(bi(1)) = ui(bi(5)) Vi<Il<k modification) as follows:
age Pdrop
Decreasing the bandwidth results in losing a portion (or all) of uqmp(b_(m ) udebi(l)) - W fori=1
. . . 7 e - ) %
the connection’s accumulated utility so far. So we first compute w9 (b (1)) Vi1

the lost utility:
Similar to u!°** in the previous subsection, in order to im-
prove the accumulated utility, this penalty should be recovered

lost _ B AN — 0 (. age -
ui (1) = (uz(bz(‘y)) ul(bl(l))) X1 VIsi<j before the natural end of the connection.



Note that the modification is only applied to the first leve
(whereb; (1) = 0), because if bandwidth is not reduced to zerc
the connection is not dropped. Figure 4 presents the furtt
modification of the class Il R-U function from Figure 3 (b)
given a drop penalty?" " = 8.

before drop modifications after drop modifications

3 3
2 0 > 0
=-1 z -1
=) ]
-3 -3
-4.6
0 2 4 0 2 4
Bandwidth Bandwidth
drop __ age __ maz
droP g, $39° =5, e =10,

Fig. 4. Class Il drop modification wit#;
and actual bandwidtib; =4

C. Adaptation time influence

This modification, that reflects sensitivity to bandwidt
fluctuations, is only applied to class Ill connections. Classe

and Il will not be subject to frequent reallocations (bandwidt
increases are useless, decreases are bounded by the numt

the R-U function levels).

As presented in Section IV-C, for a flexible class II
connection, if reallocation is performed before the adaptati
time required by the applicationl,(< A;), the gained utility
in this interval (normallyu; x I;) is diminished to an; /A; of

the normal gained utility. This could be seen as a new for

of penalty computed a®*"" = u; x I; x (A; — I)/A;, to
be subtracted from¢.

Each time there is a reallocation, the R-U function
modified to represent the sensitivity to the current reallocati

frequency. IfI; < A; and there is a change from the currer

allocation level () then an adaptation penalty is incurred:

adapt
i

Vi# jandl; < A;
fori=jo0rI; > A;

ui(bi(1)) —
u; (bi(1))

adapt
i

(bi(1)) =

u i

An example of modifications depending on adaptation time

shown in Figure 5.

D. Algorithm overview
To summarise, Figure 6 presents a high-level version

initial R-U function after adapt modifications

45

2.5 2.5
) 2

51 5 o5

0 0

-05

2 4 5 2 4 5
Bandwidth Bandwidth

Fig. 5. Class lll adaptation modification with; =5, I; =4, Pi“d“"t =2,
and actual bandwidtb; =4

periodicity of the algorithm. As input the algorithm has all

n connections that want bandwidth in this cell (new, o

Id

and handed over). Besides the proper (re)allocation algorithm

we present also the utility accounting algorithm, that on

ce

an allocation decided, calculates the up-to-date system-wide

utility, that is our main performance metric.

Bandwidth (Re)allocation & Utility accounting Algorithm:

n il"lpUt: V1<i<n: bi, Ui, classi, tlmaz, t?ge, PidTOp, Ai, L‘, bzmzn

. putput: V1 <4 < n: newb; /lresult of this allocation

h V1 <i<nuf, u® /lresult of utility accounting

Des&Hdwidth (Re)allocation:

for s:=1ton do

if class; = I or class; = II then
w; := agemodify(u;, class;, bi, t7**", t:9°);
u; := dropmodify(u}, class;, Pidmp, LT, 179,

if class; = 111 then
u; ;= adaptmodify(u;, classi, b;, As, I;);

M(new_b1, ..., new_-b,) := convexhull_opt(u?, ..., u,)

/Inew allocation computed

/Imodify the R-U functions

pNn

Utility Accounting:
for i:=1ton do
if class; = I or class; = II then
if (class; = I andnew_b; < b;) or
(class; = I andnew-b; = 0) then

is
N

t

ud = —PpIrer; /Irejected, apply drop penal
else ' /Inot rejected
uf = u (b)) x t79¢,  /llset accum. utility so far

if class; = I1I then /lupdate accum. utility so fa
ul = uf + ui(new-b;) x period;
if I, < A; then /lapply adaptation penalty

is ud = u? — uz(bl) x I; X (A»L — L)/A»L,

a%

=

if new_b; # b; then /Imark new reallocation
elsel; = I; + period ;
u =300 ud
of

our allocation algorithm, that is invoked periodically andfig- 6. Algorithm overview
independently for each cell of the network. The methods

containing “modify” in their name construct the modifie

R-U functions as described in the previous sections. Some

d
V1. EVALUATION SETUP

of the parameters used in the algorithm are presented inTo evaluate the advantage of using utility-based characteris-
Table I, and the following are addeduss; is the connection tics of a connection we have compared our scheme, the “Time-
class,b; is the current allocated bandwidthew_b; the new aware resource allocation scheme” (TARA) , with a recent
allocation decision, antl™" the lowest bandwidth granted inflexible allocation scheme that addresses similar network prob-
the connections’ lifetime, angeriod represents the runninglems. We begin with a short description of the “Rate Based



TABLE Il

Borrowing Scheme” (RBBS) piposed by El-Kadi et al. [7]. TRAFFIC MIX USED IN THE EXPERIMENTS

We then explain how we have reconstructed that algorithm

in Our_SimU|ati0n enViljonment tO make Va”d Compariso_ns ( A’pplic. Bandwidth Connection Duration Examples RBBY TARA | Relative
ensuring that the choices of parameters were compatible ggp | Reauirement (Kbps) (sec) class | class | vty
. . . min max avg min max avpg per bit
reproducing their earlier results). T [ 30 3] 6f 60p 10 VoceSewice&| | [ T
‘The RBBS paper poses an admission control and bang———z—zsq—5f— 59 3o e
width allocation scheme for cellular networks. In order tq Video-conference |
. . . 3 1000] 600! 300 370 18000 f00 Interact. Multimedia | 1 1/10
not deny service to requesting connections (both new pr & Video on Demand
handovers), bandwidth will be borrowed from already accepted’ S T T s B N I B
connections. The algorithm uses the following strategy. Ea¢h® oAl 13 2y sp seodpapo | Remote Login &) 1S
connection that arrives in the system comes with a minimufne | 1000 10004 500p  jo0 1200 120 FileTransterg] 1 [ W [ 17
Retrieval Service

(min;) and a maximumr@ax;) bandwidth requirement. The
actual borrowable bandwidthufb;) is calculated as a frac-

tion (f) of the difference between maximum and minimum o o )
bandwidth,abb; = f x (maz; — min;), where f is a cell- The minimum acceptable bandwidth is fixed and presented in

wide parameter. Another cell-wide parameteriisvhich is C0lumn 2. The second column from right represents how we
the number of equal shares taéb; is divided into. When mapped the different application groups into to our connection

there is not enough bandwidth available at a certain admissfaSses (non-adaptive, semi-adaptive, fully-adaptive). _
point, bandwidth is freed by decreasing the allocation to all Since the RBBS is not based on utilities, we had to associate

connections with one level (a share from dig;). Moreover, €ach of thes application groups with an R-U function shape.

in order to provide a smooth change in bandwidth allocatioR®" €xample, the shape of the R-U function for application
only one share from the borrowable part can be lent at af{PUP 3 (the one representing interactive multimedia) is pre-
time. RBBS divides ennections in two classes. Class | aréented in Figure 7. All R-U functions that we used, follow the
considered real-time connections and a certain amount (€imum and maximum bandwidth requirements as specified

5%) of the cell bandwidth is reserved to be exclusively uséd Table II.
for handovers for this class. This is because class | connections
should have always (and can be handed over with) at least
min,; bandwidth allocated, otherwise they should be dropped.
Class Il applications are considered best-effort and can be
handed over with any allocated bandwidth (greater than zero)
in the new cell. Requests for new connections (both class | and
Il) are treated more strictly, they are only accepted if enough
bandwidth is available to accommodate them at the same level
as the cell. When connections terminate or are handed over
the available bandwidth increases. If there are connectigh&
degraded below the cell level (due to handovers), they will be The rightmost column in Table Il reflects a relative im-
upgraded first. Otherwise, when enough bandwidth beconmstance between application groups. For example, since one
available, the whole cell moves to a better QoS level. might be ready to pay roughly three times more for a video-
The above work is very interesting because the authgilone conversation, which has a bandwidth demand of 256
take into consideration many of the characteristics of a Thikbps, the utility per bit should be almost three times higher
Generation (3G) network. They consider different traffic typder an audio-phone that requests only 30 Kbps. It represents
(described next), with different bandwidth requirements, muhe utility per bit associated with the requested bandwidth,
tiple allocation levels, resource assurance classes, etc. @g. if the requested bandwidth of a connection in application
the other hand they do not use a quantitative performarmgeup 3 is 6,000 Kbps then the utility for this bandwidth is
metric (such as utility), that could glue such a complex systef000,000 x 1/10 = 600,000. Having fixed the relative differ-
together and steer allocation, but use the usual performaeoee at the maximum level, all the other utility values of the R-
metrics such as blocking/dropping probabilities, that are molefunction are calculated following the shape of the function.
suited for fixed allocation / single service systems (e.g. 2@)hile assigning utility values is always a subjective problem,
We will return to this issue later in the paper. we tried to use early practice values in our experiments. Ruben
To get a good comparison of our scheme and RBBS etal. [17] performed a study at Ericsson Cyberlab in Singapore
we have used the same traffic characteristics as those usedafat had access to current conceivable business models.
evaluation of RBBS [7]. The same traffic mix has been usedIn our simulation environment, connections arrive at the user
first by Oliveira et al. [15] as representative for future mobilequipments (UE) following an exponentially distributed inter-
communication networks. The first 9 columns of Table larrival time with a mean of 15 minutes. All tieapplication
are identical with the ones in the RBBS paper. As in thegroups arrive with equal probability. Mobility is modelled in
experiments, the requested bandwidth and connection duratibe following way: the time at which a UE changes cell (and
are not fixed, but follow a geometric distribution with theequests a handover if a connection is ongoing) follows a
given minimum, maximum and mean values (columns 2 to Geometric distribution starting froi80 sec and meaB00 sec,

Utility

min max
Bandwidth

R-U function shape for group 3



with equal probability to move in any of the neighbouring x 10*°

cells. Fluctuations of the wireless link, mentioned as a sour  °[[ - TARacrorma ' '

of bandwidth variability in the introduction, have not been im o TARA-perf-est

plemented in the simulator. Nevertheless, the random hando sl & TARA-no-update

and new connection arrival together with the different size “|| = ggggz;ﬁ%ﬂ, /
and R-U functions of the connections ensure a very dynan 4

resource variability. We believe that since our system des
with this variability properly, the radio link variability can be
dealt with analogously. g
Our simulations were performed in a simulation environ_‘?lls,
ment described by Jonasson [9] and built on top of JavaSii’§
a component-based, simulation environment developed at Ol g
State University [18], [8]. We have simulated a hexagon cel2
grid of 16 cells,4 x 4 , and a go-around world model to
preserve uniformity in our grid. Each cell has a capacity ¢
30 MbpS 05
For all the schemes the bandwidth allocation/reallocatic
has been performed with a period of 2 seconds. The dn
penalty was set using the following formufg™ ** = 20% x 0 ‘ ‘ A ‘
ui(b7°9) x t29, whereb!*? is the requested bandwidth, and 0-02(025) 0.05(0.65) 0.1(1.3) 0.2(2.56) ~ 0.5(6.5) 1.0(13)
"7 is the average connection duration (according to Table Ii). Connection Arrival Rate
Adaptation time was set tb seconds.
As our main performance metric we use the accumulat
system utility ¢:*) generated by the different connections in - ) )
the system. The accumulated system utility is independent!Bf 2ge-dependent modifications play an important role in our
the allocation algorithm and is calculated in the same way fé¢heme, the difference between TARA-normal and TARA-
all the simulated schemes and according to Section IV. perf-est in Figure 8 is marginal. It seems that in most of the
cases, the difference between the real duration and the average

VIl. EVALUATION RESULTS value, is too small to result in th_e_ wrong decisi_on (to decisively
) - change the slopes of the modified R-U functions).

Flgu're 8 presents the a_ccumulated utlllty generatgd bY Se have also simulated a version of TARA where the
allocation schemes (described shortly) during one simulatgd, jifications of the original R-U functions are not performed,
hour. On the x-axis we have the arrival rate (number of N€fL\qted as TARA-no-update. Basically, TARA-no-update is
connections per second). The values in parenthesis repr_eﬁ%‘tconvemull_opt allocation algorithm (see Section I1-B)
the corresponding offered load as compared to the CapaC'MMOked periodically. By not taking into consideration the
the cell. Thus0.2(2.56) means that the offered load with Nconnection classes, the dropping penalty and the adaptation

arrival rate of0.2 was 2.56 times the maximum capacity of time, TARA-no-update exhibits a 35% decreased system utility

the cell. The offered load is calculated using the bandwidwhen working in areas where the offered load is between 1.3
requests of the connections. and 2.6

For each of the arrival rates and for each bandwidth allo-

i h ducted five diff i ) N At high overloads (corresponding to 0.5 and 1 arrival rate)
cation scheme we conducted Tive dilierent experments (Pr)(e applications with the lowest utility per bit, which belong to

;:hhanglng the sleedT%f the \f/fqr_louts ?lstrlputg/s) andl plOtt(?a?)plication group 3, class Il, are all rejected at the beginning,
e average value. The coefficient of varianC8/) was less and since the lowest utility per bit connections still accepted

than 0.06 in almost all of the casestlV' = o/u, that is 50 oy applications in group 6 class I, which can be put

the_st_andard QeV|at|on d|y|ded by the average). A simil definitely on hold, TARA-no-update comes closer to the

statistical conflde_nce applies also to the results presente tHer two. This is an expected behaviour with a traffic in

the forthcoming figures. which the allocation borderline (the last bandwidth allocated)
lies firmly within connection class III.

er Cell

Fig. 8. Accumulated utilit
ed Y

A. Comparison to basic maximisation algorithm

To see the impact of our class and age aware modifications
we have compared three flavours of TARA. TARA-normal and’
TARA-perf-est both use modified R-U functions as presentedThe results for RBBS have been plotted as RBBS-normal.
in Section V. The difference is that for TARA-normal weThere is a large difference between TARA and RBBS which
have used the average connection duration (see Table Il)atmounts to 45% when the system gets overloaded with traffic.
estimate the duration of each connection when calculating thise main factor that contributes to this result is the absence of
modifications (see Section V), while for TARA-perf-est wautility consideration by RBBS. While TARA is rejecting only
used the real duration from the traffic generator. Thus, tih@w utility per bit connectiondRBBS is rejecting a comparable
latter provides the best possible case to hope for. Althougimount from all application groups.

"Comparison with RBBS



Besides the original RBBS we also used a slightly modified
version of RBBS to make the comparison more favourable
towards that scheme (shown as RBBS-friendly). The original
RBBS may both lower and raise bandwidth for alhmections.
Hence, we modified RBBS not to replenisbnoections of
TARA class Il (because no utility is gained), and set the
borrowable part of TARA class | connections to zero. For both
RBBS schemes, reserved bandwidth was 5%, number of

levels A = 10, and borrowing factorf = 0.5 [7].

C. QoS per application group

So far we have presented the results only from the per
spective of the total system utility. A more specialised view
is presented in Table Ill, the application groups on the x-

10

0.12

—— TARA-normal
O TARA-perf-est
-0~ TARA-no-update
—&— RBBS-normal
o RBBS—friendly

0.1p

0.08}

0.06

0.04r

Connection Blocking Probability

o

o

R
:

_—e~

0.05(0.65) 0.1(1.3) 0.2(2.56)
Connection Arrival Rate

0
0.02(0.25)

axis refer to those in Table Il. We can observe that onfjg. 9. Connection blocking probability

connections that have the lowest utility efficiency are blocked

(new connections) or dropped (ongoing connections). Since

application group 6 is a class Ill connection, it can accept
zero allocation situations, so there are no ongoing connectionz
dropped in that case. Also, even B times overload, most
of the small, important application groups remain unscathed ,0.012} /
Nevertheless it is important to note that the main goal of the'f-L oo1h /
system is to generate the highest utility and not to minimise § /

0.5(‘6.5) 1.0(13)

0.02

—©— TARA-normal -\
© - TARA-perf-est P \
-0~ TARA-no-updaté”| \
[| = RBBS-normal /
o RBBS—friendly / \

0.018r
£'0.016

©
50014} .

. . 0.008} /
the number of rejected/dropped connections. S / Y
$ 0.006 4 \
TABLE Ill £ . B
§0.004¢ -7 5
STATISTICS PER APPLICATION GROUP AT LOAD2.42AND 13 e
0.002¢ ~
o) a
load = 2.56 load = 13 0 & & N 0
application groups | 1 2 3 4 5 6 1 2 3] 4 5 0.02(0.25) 0.05(0.65) 0.1(1.3) 0.2(2.56) 0.5(6.5) 1.0(13)
accepted new 464 | 461] 234 44§ 46p 3 24)7 24p0 |66 2B46 2355 |610 Connection Arrival Rate
rejected new 0 0| 216 0| o 114 22i 0 0 L7 . ) ) -
rejected ongoing 0 0 74 0 0 q 49 b Fig. 10. Connection dropplng probablllty
allocation level (%) 100 100 66 100 9 %% 10 100 IZA 100 81 50

purpose), TARA-normal and TARA-perf-est are able to keep

] ] the number of droppings quite low. Handovers are not regarded

D. Choice of performance metric as new connections in the cell where they are handed over.

As the main performance metric, we use the accumulatéd want to emphasise here that the increased importance due
system utility. Hence, we depart from the traditional call blocke the aging mechanism provides a “natural” differentiation

ing probability (CBP) and call dropping probability (CDP) adetween handovers and new connections, and the algorithm
performance metrics. We argue that they are obsolete in a sges not have to use some kind of forced differentiation

tem where the requested bandwidth of one connection mighechanism to differentiate between them.

be only a small fraction of another connection’s demands, The experiments show that the aging mechanism, the drop-
but both contribute equally in calculating CBP or CDP. Thping penalty, and the flexibility of class Ill connections are

argument is confirmed by Figure 9, which shows the CB&ble to protect handovers as well as other ongoing connections
of the simulations. The application group most blocked byom being dropped. The consequence of not taking in to
TARA has a big bandwidth demand, and by blocking few afonsideration these factors is shown in the plot of TARA-no-
them a lot of bandwidth is saved for other connections. Sinopdate. While blocking less connections, it is dropping more
RBBS treats all onnections equally it has to reject much moréhan TARA-normal. The effects on the accumulated utility

connections to equal the number of bits. were already presented in Figure 8.
Although the aim of our algorithm is to maximise the utility

and not to ensure a low dropping (or blocking) probabilit ) , )

dropping an accepted connection reveals a certain degyEeecompleX'ty considerations

of miscalculation. Thus we present the CDP in Figure 10. From a computational complexity point of view, the convex
Since TARA can also drop ongoing connections which agg,| maximisation algorithm that we use, has a complexity
not handed over, we use a different formula for CDP. : .

of O(nLlogn), wheren is the number of ongoing and new
connections, and. is the maximum number of utility levels
of an R-U function. The utility function modifications that we
Even without reserving a certain amount of bandwidth to betroduce have the complexity of at maSt{nL), since they
used exclusively for handovers (RBBS reserves 5% for thiswve to manipulate each level in the R-U function. The RBBS

rejectedOngoing + rejected Handovers

DP =
¢ acceptedNew + accepted H andovers
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algorithm has a worst case complexity ©fn), since it has 12000———rr0 ]
to access each connection when borrowing bandwidth. When /)
borrowing does not occur, that is until free bandwidth is de- 100001 /
pleted, the algorithm just serves the new incoming connections /!

(O(1)). The above analysis shows that considering only algo-

rithmic computations, the RBBS has a favourable complexity

compared to ours. However, the bandwidth reallocations might
impose a heavy burden on the system due to executions
of control functions and the associated signalling. Since we

expect that the reallocation overhead is more important than
the computational complexity, we specifically study the trade-

off between utility optimisation and reallocation overhead.

8000

6000

Total Changes per Cell

4000

2000

VIIl. BANDWIDTH REALLOCATIONS AND -
INFRASTRUCTURE OVERHEAD o.o%(o.es) 0.161.3) 0.2(é.56) 0.5(6.5)

Connection Arrival Rate

By analysing the applications’ requirements and modifyingg. 11. Number of reallocations comparison
the R-U functions the allocation algorithm takes account
of the effect of reallocations from an application point o
view. However, the scheme ignores the overheads create
reallocations on the system infrastructure. First, there is theThe magnitude of overhead generated by bandwidth real-
increase in signalling. Every time the allocated bandwidtbcations and their effects on the system-wide utility greatly
changes, the radio network controller (RNC), where the radi@pends on the system implementation and also on the run-
resource management decisions are taken, has to sendtithe environment. Thus, it is difficult to analytically asso-
bandwidth reallocation decision to both source and destinaticiate a penalty tag to a reallocation to use it directly in
of the respective connection. Second, processing capacityithe utility maximisation algorithm. Nevertheless, it is clear
demanded by control functions used in conjunction with that by reducing the number of reallocations the overhead is
bandwidth change (e.g. channel switching: both type and rapeoportionally reduced. To this end, we propose and evaluate
setup/release connection, power control etc.). A more detail@d enhanced bandwidth allocation algorithm that minimises
relationship between control functions and CPU load in the number of bandwidth changes while keeping the utility at
RNC, together with a lower-level CPU overload protection predetermined level. The algorithm, presented in Figure 12,
mechanism were presented in an earlier work [14]. will replace the originaktonvex_hull_opt algorithm in TARA

To measure the infrastructure overhead we count the numkgae the (re)allocation algorithm in Section V-D).
of changes occurring in the respective cell at each reallocatiorThe core idea is as follows: each period we first compute
point. Note that the overhead is proportional to thember a bandwidth allocation that maximises system utility regard-
of bandwidth changes and does not depend onatimeunt less of the number of generated bandwidth changes (using
of bandwidth change. Figure 11 compares the number @nvex_hull_opt). This will generate a list of changes to be
bandwidth reallocations for TARA and RBBS for differenperformed. Then we discard changes from the list as long
connection arrival rates (i.e. offered load). as the utility remains above a minimal acceptable value. The

As in the previous graphs, the x-axis depicts the connectiorinimal acceptable utility is proportional to the maximal
arrival rate (CAR) and the values in parenthesis represent th#ity allocation and is calculated using a control threshold
offered load compared to the capacity of the cell. While thgarameter tiresh). That is, if thresh = 95%, the utility
system is not overloaded (before 0.1 on the x-axis) the numlgemerated in each period is never lower tH#iV, of the
of changes is low. It begins to grow (approximatively lineatnaximum attainable. The pseudocode below describes the
when the system is overloaded. Under initial overload (2.Bgorithm.
cell capacity) the difference between TARA and RBBS is Figures 13 and 14 show the performance of the algorithm
around 50%. The difference slowly decreases as the systgneasured in the number of reallocations), when used with dif-
gets heavily overloaded with traffic. It is explained by théerent threshold settings. All the other parameters used in the
fact that, RBBS is borrowing bandwidth from albnections experiments are identical to the ones presented in Section VI.
in the system (and thus reallocating for all), while TARA isrigure 13 presents the dependency between reallocation count
degrading only the lowest performers. and offered traffic load. As the traffic load increases the

Our next concern is the following: how to modify thedifference between the allocation algorithms increases too.
allocation maximisation algorithm so that we decrease t®r instance, when CAR = 0.1 (the offered traffic load is
number of bandwidth changes while still keeping a high totdB0%), the number of reallocations witthresh = 80% is
system-wide utility? Or conversely, what is the relationship5% lower than for TARA-normal. With the new algorithm
between the number of reallocations and the performangaen CAR = 0.5 (the offered load is 650%) the number of
(generated utility) of the system? reallocations drops with 68%. Note that for a given threshold

.yReaIIocation control



input:

thresh
output: {b1, b5, .
begin

MinChangeAlloc Algorithm
{Cl, C2, .

ey Cn}

b}

= = S i (b)
G —{Ci |b;>b1}
L:={c |t <b}
effi = |t

Gq = sorta(G)
Lg :=sorta(L)
fbw :=B.maz — Y | b
while Go # 0 A Lg # 0 loop
/lidentify a bw. decrease and a set of covering increas
identify ¢; = head(Ld)
if 3 a minimum prefix PG, of G, such that
b — bg < EC]EPG{J (b; — bj) + fbw then
/lresulting utility if we give up these reallocations:
ui=u' =3 pa, (g (05) = u;(b;)) — wi (b)) + wi(br)
if u' < thresh x u™** then exit loop
/lelse really give these reallocations up:
fbw = fbw — ZCJEPGG, (b; — bj) - b{ + b
b, := by, Ve; € PG, b;- = b;
Go =Gy — PGy, La=La—{a}
else exit loop

/Iset of connections
[Isystem utility threshold
IInewly allocated bandwidt

initialise: u; := R-Ufunctionc;) //standard R-U function
b; := bandwidth(c;)
{b, b, ..., b}, } := convex_hull_opt(u1,us, ..., un)
’
o -

/lcurrent bandwidth

/Imaximum utility
/lconnections gaining bw.
/lconnections losin bw.

/lthe efficiency criterion

/Isort efficiency-ascending
IIsort efficiency-descendin
/[calculate initial free bw.

«Q

end loop
return {b1,b5, ..., by, }
end
Fig. 12. Reallocation control algorithm
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Fig. 13. Performance of reallocation minimisation algorithm. View (a)
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Fig. 14. Performance of reallocation minimisation algorithm. View (b)
reallocations by slightly lowering the utility expectations.

IX. CONCLUSIONS

In an open, dynamic system there is a trade-off between
optimisation and provisioning. A resource allocation decision
might promise maximal utility at a certain time point, but
as new requests arrive and old requests depart, a reallocation
could improve the utility of the system. The question arises:
should resources be reallocated or not? A reallocation might
accept connections with higher utility, but might also break
ongoing QoS contracts. The novelty of our approach is that we
combine these choices in a consistent manner. We synthesise
the consequences of potential reallocations for different classes
of applications, and use this information in our periodic
allocation/reallocation strategy.

We have presented an admission control and resource al-
location scheme to be used in a future generation mobile
network. The scheme is based on an allocation algorithm that
aims to maximise system-wide utility, having the utility of
each connection specified by a bandwidth dependent utility
function. To suit the dynamic nature of the environment,
where constant reallocations are required, we identified the
effects of reallocations on different connections. Based on their
sensitivity to reallocations, connections have been divided into
three classes: non-flexible, semi-flexible, and fully flexible.
Connections are also differently affected by disconnections
and have different sensitivity to allocation fluctuations. An
implicit but very important factor is the age of the connection,
since it represents the time during which resources have
already been invested.

value (representing the minimal acceptable utility) the actualWhile the application here might seem too specific, we
utility gained by the system can be much higher. A bettdelieve that a similar approach can be adapted for other open,
perspective on the dependency between reallocations anddiieamic environments (e.g. the link capacity of an Internet
generated utility is presented in Figure 14. While for loweprovider) or other resource types (e.g. power-aware computing,
loads, the increase in reallocations is not so big, for higher bottlenecks in adhoc networks).

traffic loads (higher connection arrival rates), the number of To validate our approach, the algorithm has been tested
reallocations strongly increases as we get closer to maximageinst a baseline that does not take account of the above
utility. Thus we can greatly diminish the number of bandwidtfactors. We have also compared it with a recent adaptive
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allocation scheme (RBBS), that does not use a value-bas@yl S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, and
approach. Our approach shows significantly increased per- \S/F(\éVgIS?S AIS arcfitéeé:ture for differentiated services, rfc 2475.
. . , eC. ) . i
formance as expressed by the system-wide accrued utilifgy R. Braéen, D. &ar% and S. Shenker. Integrated services in the
Another advantage is that the treatment of handovers is con- internet architecture: an overview, rfc 1633. RFC 1633, June

i i i i ing i 1994,
sistent with that of other ongoing connections, by taking int 6] R. Braden, L. Zhang, S. Berson, S. Herzog, and S. Jamin.

account their age-related increased importance when allocating resource reservation protocol (rsvp), rfc 2205, RFC 2205, Sept.
bandwidth in the new cell. 19

97
. . . 7] M. El-Kadi, S. Olariu, and H. Abdel-Wahab. A rate-based
After identifying a (re)allocation scheme based solely orl; borrowing scheme for qos provisioning in multimedia wireless

application preferences, we considered the overhead that the etworks. IEEE Transactions on Parallel and Distributed

scheme generates in terms of demands on other system-wide ﬁ&/stﬁmslas%):ﬁfi—w?d Fer. 2002.h
. i . . . J/[lavasim.cs.uluc.edy. Javasim nome e.
resources. For example CPU time utilisation and sgnallmB} R JoRasSon. Simulator for resource allocation in future mobile

traffic will increase when executing the reallocation decisions. . networks. glas er _thesg‘s Lioling University, Oct. 20%2._
@ C. Lee. ce D thesis,

. . n Quality of Servi anagementPh
We have chosen the number of bandwidth reallocation as Carnegie Mellon University, Aug. 1999. Technical Report CMU-

a metric for characterising such demands and shown that %S_gg_1§5. ) o _

we can greatly reduce the strain on the system with orlytl 2t ST SR . B e Arocoedinge
" s decrease e Qeneated ity Conseduenty, 115 o e IEEE Reime Technotgy and Agpietons Sympcst
infrastructure. [12] JFﬁmﬁlg L%é’io and A. T. Campbell. A utility-based approach for

. . . . guantitative adaptation in wireless packet networkdireless
An immediate step as a future work is by extending the Netvv_ork%7:54l—55

. . . . 7, gept. 2001. . .
setting to a multi-link resource allocation. Hybrid accedd3] X. Liu, Wang, ahd L.'S. W. He. Optimal gos sampling
networks are very interesting for they combine the cellu- frequency assignment for real-time wireless sensor neworks. In

. . i 2 . . Proceedings of the 24th Real-Time Systems Symppgages
lar hierarchy with ad-hoc flexibility. Besides the topological 308-319. IEEE Com ut’\?r_s()cie% dec 2003

challenge there is also the resource difference. Even tid] S. Nadjm-Tehrani, ajarian, urescu, T. Lingvall, and
channel conditions are usually different, for instance ad-hoc T- A- Dahlberg. Adaptive load control algorithms for 3rd

channels are more unreliable, and this will affect their Qos. 9eneration mobile networks. IRroceedings of the 5th ACM
International Workshop on Modeling, Analysis and Simulation

A consistent, multi-resource allocation optimisation scheme is ¢ \wjreless and Mobile Systepmages 104-111. ACM CS-press,
a longer-term goal. é15] %ept 2002.

: : Oliveira, J. B. Kim, and T. Suda. An adaptive band-
We conclude by making the following remark. In a futur width reservation scheme for high-speed multimedia wireless

generation mobile network, the resources (bandwidth) required peatworks.IEEE Journal on Selected Areas in Communicatjons
by different applications and services will be highly varied.  16:858-878 Aug_sl
|

, 9%8. . .
: ; : : rai ] P. Richardson, L. Sieh, and A. Ganz. Quality of service support
Blocking or dropping connections will be too coarse-grain for multimedia applications in third generation mobile networks

to.be suitable for such a situation, The concern ought to using adaptive schedulingReal-Time Systemg1(3):269-284,
shift on how often and by how much resources ought to be Nov. %001_ ) ) ) _
(re)allocated. Thus, using a performance metric such as F. Ruben and F. Edlund. Design of a mobile payment intermedi-

accumulated system utility will enable a better control over aré/. Nzla%tgrs thesis, Lirdging University, LITH-IDA-Ex-02/X,
system behaviour. [18] IQ|%( anh and C.-J. Hou. Javasim : A component-based
compositional network simulation environment. Western
Simulation Multiconference - Communication Networks and
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