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Cycle-Accurate Test Power Modeling and Its Application
to SoC Test Architecture Design and Scheduling

Soheil Samii, Mikko Selkälä, Erik Larsson,
Krishnendu Chakrabarty, and Zebo Peng

Abstract—Concurrent testing of the cores in a core-based system-
on-chip reduces the test application time but increases the test power
consumption. Power models, test architecture design, and scheduling algo-
rithms have been proposed to schedule the tests as concurrently as possible
while respecting the power budget. The commonly used global peak power
model, with a single value capturing the power dissipated by a core when
tested, is simple for a scheduling algorithm to handle but is pessimistic. In
this paper, we propose a cycle-accurate power model with a power value
per clock cycle and a corresponding test architecture design and schedul-
ing algorithm. The power model takes into account the switching activity
in the scan chains caused by both the test stimuli and the expected test
responses during scan-in, launch-and-capture, and scan-out. Furthermore,
we allow a unique power model per wrapper-chain configuration as the
activity in a core will be different depending on the number of wrapper
chains at a core. Through circuit simulations on ISCAS’89 benchmarks,
we demonstrate a high correlation between the real test power dissipation
and our cycle-accurate test power model. Extensive experiments on ITC’02
benchmarks and an industrial design show that the testing time can be
reduced substantially by using the proposed cycle-accurate test power
model.

Index Terms—Power constraint, power estimation, scan chain,
system-on-chip (SoC), test architecture design, test power, test scheduling.

I. INTRODUCTION

Long test application times for systems-on-chip (SoCs) are a major
problem for core-based SoCs. This problem can be addressed by
concurrent testing, in which several cores are tested at the same time.
Concurrent testing leads to an increased switching activity in the chip
(hence higher power consumption). Exceeding the power limit can, in
turn, damage the circuit under test [1].

The modeling of test power consumption is difficult. The gates in
a circuit do not dissipate the same amount of power during switching,
and the gates with the same applied input stimuli switch at different
probabilities. Table I lists some power properties capturing these
issues, where P0→1 is the probability that a transition from 0 to 1
occurs at the output with random input.

Chou et al. [1] approximated the test power consumption for each
core to a single fixed value, the peak power consumption. Fig. 1 shows
the actual and the modeled power consumption based on a single value
for a design example. The false power is the mismatch between the
actual and the modeled power consumption.

The single-value power model is pessimistic and therefore leads to
not as low test time as would be possible, but it guarantees that the
power limit will not be violated. Furthermore, the model is very simple
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Fig. 1. Global peak power model.

to be handled by a test scheduling algorithm. Huang et al. [2] and
Pouget et al. [3] studied power-constrained SoC test scheduling using
the global peak model.

In this paper, we propose a cycle-accurate test power model with a
designated power value per clock cycle. We consider, at each clock
cycle, the scan-chain switching activity produced by both the test
stimuli and the test responses during scan-in and scan-out, as well as
during launch-and-capture. In addition, as the same test stimuli and
test responses for a given core may consume different amounts of
power depending on the number of wrapper chains, we have a power
profile for each wrapper-chain configuration; hence, there are several
power profiles for each core. To evaluate whether the power model is
appropriate for power-constrained test scheduling, we perform detailed
power simulations using state-of-the art tools for transistor-level simu-
lation of electronic circuits. We also propose a power-constrained test
architecture design and test scheduling algorithm. The experimental
results on several ITC’02 benchmarks, and an industrial design, show
that, by making use of the proposed power modeling technique, the test
application time can be reduced substantially, compared with using the
single-value power model, without any notable increase in execution
time of the algorithm.

The remainder of this paper is organized as follows. Section II
describes the proposed test power modeling technique, whereas Sec-
tion III presents the power-aware test architecture design and schedul-
ing heuristic. Section IV presents the results, whereas Section V
concludes this paper.

II. CYCLE-ACCURATE POWER MODELING

The power consumption is the sum of a static part and a dynamic
part. For most current CMOS technologies, the static part is constant
and dominated by the dynamic part. The dynamic part is proportional
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Fig. 2. Power profiles (scan in and scan out) for the two different wrapper-
chain configurations when tested with five test patterns.

Fig. 3. Example of scan-chain transitions.

to the switching activity α (the number of zero-to-one and one-to-zero
transitions) in the circuit [4]; hence, we concentrate on determining
α on the basis of the given test stimuli and the given expected test
responses for a core. Let us consider a core with two chains to illustrate
how the power profiles vary depending on the wrapper-chain config-
uration. The scan chains may be configured into two wrapper chains
or as a single wrapper chain. We consider that the core is tested with
five test patterns. Fig. 2 shows the power profile for each wrapper-chain
configuration. Note that the two power profiles are different in both the
time domain (horizontal axis) and the power domain (vertical axis).

Testing a core, equipped with scan chains, means shifting in a test
stimulus to the core’s scan chains, launching the test (one capture
cycle), after which the test response is shifted out while shifting in
the next test stimulus. Transitions occur due to the shifting in of
the test stimuli, launch-and-capture, and the shifting out of the test
responses.

Consider the scan chain in Fig. 3 with initial values 0 in all flip-flops,
i.e., x = (0, 0, 0). We show how the values in the flip-flops change
while shifting in the bit sequence y = (y1, y2, y3) = (0, 0, 1), starting
with y3 = 1. The sequence y can be viewed as the current test stimulus
for the scan chain. Similarly, x is the produced test response from
the previous captured test stimulus. For example, at the second clock
cycle (from one to two), there are two transitions (at FF1 and FF2).
In general, shifting in m bits in a scan chain of arbitrary length takes
m clock cycles. We model the transitions during shifting according to
the following definition.

We now consider testing a core and thus assume that the scanned
elements (wrapper input/output cells and scan chains) are connected
as w wrapper chains. The scan-in and scan-out times of the core are
si = max{si1, . . . , siw} and so = max{so1, . . . , sow}, respectively,
where sik and sok are the scan-in and scan-out of wrapper chain
k, respectively. Depending on which test pattern that is applied, the
shift-in time is different. For some wrapper chains, we need to shift
in some idle bits before shifting in the actual test stimulus. The

Fig. 4. Test scheduling algorithm for a given fixed-width test bus architecture.

testing time (in clock cycles) [5] for a core with p test patterns is
calculated as

τ = (max(si, so) + 1) · p + min(si, so). (1)

Thus, we calculate the switches for each wrapper-chain configura-
tion, and we have different power profiles for different wrapper-chain
configurations (connections of the wrapper input/output cells and scan
chains). Moreover, the number of transitions during a launch-and-
capture cycle is given as the number of bits that differs in the test
stimulus and its corresponding expected test response. Details can be
found in [6]. Note that the correlation between scan shift power and
total test power was demonstrated in [7].

III. TEST ARCHITECTURE DESIGN AND SCHEDULING

We propose a test architecture design and test scheduling heuristic.
We exhaustively search all possible fixed-width test bus architectures
for a given test-access-mechanism (TAM) width. For each such test
architecture, we schedule the cores with the goal of minimizing the
testing time under the given power constraint. This subproblem is now
stated in detail.

Problem formulation. Given is an SoC with N cores C1, . . . , CN ,
a maximum power limit Pmax, and a test bus architecture with M
TAMs, where wj is the width of TAMj . For each core, design a
wrapper (partition the scan chains and wrapper cells into a given
number of wrapper chains), assign the core to a TAM, and deter-
mine the order of test execution such that the total testing time of
the SoC is minimized while the test power consumption does not
exceed Pmax. �

The power curve for a core depends on the switches caused by
the test stimuli and the test responses. The transitions also depend
on the number of wrapper chains as the wrapper-chain configuration
determines the organization of test bits. We have, for the subprob-
lem of finding the wrapper-chain configurations for a core, used the
Design_Wrapper algorithm by Iyengar et al. [8]. Fig. 4 shows the
pseudocode for the test scheduling algorithm. In Table II, we have
collected explanations of some of the notations that are used in the
algorithm description.

The main idea of the heuristic is to select a core and a TAM such that
we get best fit to the current schedule (initially empty). This is shown
in Fig. 5, where TAM 1 is used and there are two alternatives—A and
B for TAM 2. For this example, core B will be scheduled because it
gives best fit to the current schedule, i.e., ∆tB < ∆tA.

The scheduling algorithm keeps track of the total-power-
consumption profile for the current test schedule. The total power
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TABLE II
NOTATIONS FOR THE SCHEDULING ALGORITHM

Fig. 5. Illustration of the best fit principle used in the test scheduling
algorithm.

consumption is initially zero because no tests are scheduled at the
beginning of the algorithm. When a core is considered for schedul-

ing, for example, core C
(wj)

i , the corresponding power-consumption
function Pi,j is accumulated to the total-power-consumption profile,
after which the power constraint is checked (lines 3 and 6 in Fig. 4).
For the global peak power model, this is fast because we only need to
keep track of one value per test, i.e., Pi,j is a constant function. For
the proposed cycle-accurate model, however, the power-consumption
function Pi,j is nonconstant and given by the cycle-accurate test
power modeling technique described in Section II. Therefore, we
need to check each clock cycle, and consequently, this will have a
larger impact on the runtime of the test scheduling heuristic. The
computational complexity of the test scheduling heuristic, given a test
architecture, is

O(M)
︸ ︷︷ ︸

line 2

+O(N · M)
︸ ︷︷ ︸

line 3

+O(N · M) + O(N)
︸ ︷︷ ︸

lines 4−9

= O(N · M)

where we have shown the line numbers in Fig. 4. Thus, the overall
complexity is O(N · M), where N is the number of cores and M
is the number of TAMs. The test architecture exploration is done
exhaustively for a given number of TAM wires; thus, the complexity
is combinatorial in the number of TAM wires.

IV. EXPERIMENTAL RESULTS

We have conducted two sets of experiments. The first experiment
targets the correlation between the real test power and the cycle-

TABLE III
TRANSITION COUNT VERSUS REAL TEST POWER FOR s5378

Fig. 6. Total transition count versus power dissipation for s5378.

TABLE IV
PEARSON COEFFICIENTS FOR THE THREE ISCAS’89 CIRCUITS

accurate test power model. The second experiment evaluates the power
model for test architecture design and test scheduling with power
constraints.

A. Test Power Model Correlation

In our test power simulations, we used the ISCAS circuits s1423,
s3271, and s5378. We used the tool LeonardoSpectrum to synthe-
size the designs into gate-level netlists using the cell library Hit-Kit
3.60-µm CMOS process. DFTAdvisor was used to insert scan cells,
and FlexTest was used for automatic test-pattern generation.

We performed two types of simulations. The first simulation used
ModelSim, aiming at extracting information about the switching ac-
tivity in the three circuits. During the simulation, the number of
transitions was counted. We also counted the transitions due to scan-in
and scan-out separately. For the second experiment, we simulated the
real test power consumption for the circuits. We used the tool Affirma
Spectre Circuit Simulator. In both simulations, we considered both
the test stimuli and the test responses. The results are, due to space
limitations, only presented for one circuit (Table III). The first two
columns show the transition counts for scan-in and scan-out separately,
whereas the third column shows the total transition count. The total
transition count is then compared to the real power dissipation in the
fourth column. In the table, we can see that a power model that only
considers the scan-in transitions does not correlate with the test power
dissipation. For example, the first two rows in Table III show that the
scan-in transitions are equal, but the test power dissipation values for
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TABLE V
POWER-CONSTRAINED TEST SCHEDULING ON d695 (THE AVERAGE IMPROVEMENT IS 10.4%)

the two cases are different. Similarly, only considering the scan-out
transitions leads to a power model that does not correlate with the test
power simulations. This can, for example, be seen on the second to the
fifth line in Table III. The last two columns in the table are shown in
Fig. 6. The figure shows an almost linear correlation between our test
power model and the real power simulations.

Finally, we have used the Pearson coefficient [9] to quantify the
correlation between our test power model and the real power. The
obtained values for the three circuits considered in the experiments
are listed in Table IV. The coefficients are close to one, indicating a
close linear correlation between our test power model and the real test
power dissipation.

B. Power-Constrained Test Architecture Design
and Test Scheduling

We present here the experimental results that we obtained for
comparing the two power models. We used the ITC’02 benchmarks
d695, p22810, and p93791, as well as an industrial design (eight
cores) (due to space limitations, results for p93791 are excluded but
can be found in [6]). For d695 and the industrial design, we used
real test data and filled the unspecified bits (“don’t care” bits) in the
test stimuli according to minimum transition fill and the expected test
responses in the most pessimistic way (maximum transition fill). For
p22810 and p93791, no netlists are available; therefore, we filled
the given number of test patterns of the given length with randomly
generated test data.

The experiments were conducted with different values of
Pmax—the maximum allowed power consumption—and wTAM—the
total number of available TAM wires. For each wTAM, we ran the test
scheduling algorithm exhaustively on all possible fixed-width test bus
architectures with a given maximum number of TAMs. The maximum
numbers of TAMs for d695, p22810, and p93791 were set to five,
four, and three, respectively. The maximum number of TAMs for the
industrial design was also set to three.

The CPU times for test scheduling, where the power profiles for
each wrapper-chain configuration are provided and the test architecture
(TAM partitioning) is given, is low (in seconds only). As we try all
possible TAM partitions (for a given maximum number of TAMs), the
runtime for test scheduling and TAM architecture design is higher (up
to hours). The CPU time to construct the power profile for a given
wrapper-chain configuration is reasonable (in minutes); however, as all
configurations are needed, it becomes time consuming (up to hours).

We have collected the testing times in Tables V–VII, where GP
and CA indicate the global peak power model and the proposed

TABLE VI
POWER-CONSTRAINED TEST SCHEDULING ON p22810

(THE AVERAGE IMPROVEMENT IS 11.9%)

cycle-accurate test power model, respectively. We have also in-
cluded the relative improvements of the cycle-accurate power model
compared with the global peak power model (∆t/tGP = (tGP −
tCA)/tGP, where tGP and tCA are the testing times obtained from
our test scheduling algorithm when we use the global peak power
model and the proposed cycle-accurate model, respectively). Fur-
thermore, we were also interested in the difference between the
lower bounds [10] on the testing times and the testing times ob-
tained by using the cycle-accurate model. Thus, we have included in
Tables V and VI the relative difference between our testing times
and the lower bounds; the relative difference is ∆t/tLB = (tCA −
tLB)/tLB. Note that, for some values of wTAM, there are no lower
bounds available. In the tables, we therefore mark those cases with
“−.” By comparing with the lower bounds, we quantify the quality of
our results.
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TABLE VII
POWER-CONSTRAINED TEST SCHEDULING ON THE INDUSTRIAL DESIGN

(THE AVERAGE IMPROVEMENT IS 43.1%)

We can see that using the cycle-accurate power model results in
testing times that are closer to the lower bounds compared with using
the global peak power model.

V. CONCLUSION

We proposed a test power model with a power value per clock cycle
that takes into account the scan-chain switching activity generated by
test stimuli and test responses. Furthermore, the model provides a
separate power profile per wrapper-chain configuration. Through de-
tailed power simulations, we demonstrated a high correlation between
the real test power dissipation and our cycle-accurate power model.
We proposed a SoC test architecture design and test scheduling algo-
rithm which makes use of our test power model. We made extensive
experiments on several ITC’02 benchmarks and an industrial design,
where we compared the testing time when using a single-value (global
peak) power model and the proposed cycle-accurate power model. The
presented results demonstrate that significant testing time can be saved
by making use of our more elaborate power model.
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A Synthesis Tool for CMOS RF Low-Noise Amplifiers

Gülin Tulunay and Sina Balkır

Abstract—A stand-alone design automation tool tailored for radio
frequency (RF) complementary metal–oxide–semiconductor (CMOS)
low-noise amplifier (LNA) designs is presented. Rather than relying on
commercially available circuit simulators such as Spectre or Hspice, the
presented synthesis tool is self-contained with its own built-in modules for
faster optimization. Foundry-provided silicon-verified RF device models
are incorporated into the synthesis procedure for accurate parasitic
modeling. The proposed synthesis tool can be used as an independent
circuit design environment for LNAs or, alternatively, as an auxiliary tool
generating an initial design for a commercial design environment to reduce
design time. To validate the proposed approach, an LNA operating at
900 MHz is synthesized and fabricated in a 0.25-µm CMOS technology.
Measurement results are presented, which shows the viability of the
proposed synthesis tool.

Index Terms—Low-noise amplifier (LNA), noise figure (NF), radio
frequency (RF) circuit synthesis, simulated annealing (SA), Volterra series.

I. INTRODUCTION

With the desire for high integration and low power consumption, the
demands on the performance specifications of each radio frequency
(RF) functional building block are constantly increasing. Although
RF blocks make up a small portion of the whole system, their design
time and cost are relatively high compared to their analog and digital
counterparts. In addition, as the operating frequency gets higher,
the effects of parasitics make the design of RF blocks even more
challenging.

The design of low-noise amplifiers (LNAs) involves the achieve-
ment of several design goals. Typical design strategies try to minimize
noise figure (NF) [1], [2], whereas others try to improve linearity [3]
or reduce power [4]. However, optimal solutions involving several
design constraints are hard to achieve, and much of the effort is
based on experience because systematic design methodologies for RF
integrated circuit (RFIC) designs are not readily available. Synthesis
tools for the design of RF blocks need to be developed to deal with
the increasing complexity of RFICs and to simultaneously consider
multiple specifications for rapid design times.

The optimization of RFICs has been addressed in the past by
several researchers. Most of the work focused on the optimization
of power amplifiers [5]–[8] that employ simulation-based methods. In
[9] and [10], equation-based optimization tools for LC oscillators are
presented. In [11], a simulation-based LNA synthesis tool is proposed.
The synthesis tool in [12] relies on a hierarchical analog performance
estimator, which is based on a knowledge-based approach and heuris-
tics. Symbolic performance models are used in [13] to estimate the
behavior of an LNA. Numerical analysis is required at each iteration
to compute the transistor small-signal parameters and nonlinearity
coefficients. Bhaduri et al. [14] proposes a simulation-based approach
with simulated annealing (SA) as the search algorithm. In [15], a
simulation-based RFIC synthesizer based on an improved genetic
algorithm (GA) is presented. In [16], knowledge-based behavioral
models are used for circuit evaluation with a GA as the optimization
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