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Abstract In a modern 3D IC, electrical connections between 
vertically stacked dies are made using through silicon vias. Through 
silicon vias are subject to undesirable early-life effects such as 
protrusion as well as void formation and growth. These effects result 
in opens, resistive opens, and stress induced carrier mobility 
reduction, and consequently circuit failures. Operating the ICs 
under extreme temperature cycling can effectively accelerate such 
early-life failures and make them detectable at the manufacturing 
test process. An integrated temperature-cycling acceleration and test 
technique is introduced in this paper that integrates a temperature-
cycling acceleration procedure with pre-, mid-, and post-bond tests 
for 3D ICs. Moreover, it reduces the need for costly temperature 
chamber based temperature-cycling acceleration procedures. All 
these result in a reduction in the overall test costs. The proposed 
method is a schedule-based solution that creates the required 
temperature cycling effect along with performing the tests. 
Experimental results demonstrate its efficiency. 

I. INTRODUCTION 
It is well-known that large and frequent temperature changes 

create fatigue and wearout in materials. This phenomenon is 
called temperature cycling. Temperature cycling affects ICs by 
causing various symptoms including solder joint fatigue, fracture 
in bond wires, and deformation of the dies [1]. In addition to these 
undesirable effects, 3D stacked ICs (3D-SIC) suffer from defects 
related to Through Silicon Vias (TSV). TSV protrusion and void 
formation in TSV are two of such defect mechanisms. These 
mechanisms are accelerated by temperature cycling [2] [4]. 
Defects such as resistive opens and stress induced carrier mobility 
reduction are also caused by temperature cycling. 

Temperature cycling accelerates some of the defect mechan-
isms, as pointed out above. Therefore, operating the dies under 
intensive temperature cycling can effectively accelerate such 
failures so that they are detected in the subsequent test, before the 
3D-SIC is shipped to the customers. This procedure is called 
temperature-cycling acceleration [5], [6]. An example for the 
effect of temperature cycling is the protrusion of TSV out of the 
die. Immediately after TSV fabrication, there is normally no 
protrusion and the TSV has the same size as the die. When 
temperature-cycling acceleration starts, the TSV length increases 
with the number of cycles [2], [3]. After a certain number of 
cycles, the TSV length approaches a saturation level. Continuing 
the temperature cycling has almost no effect on the TSV length, 
afterwards. This process is affected by electrical current that flows 
in TSV [2], [3]. Therefore, operating the IC under extreme tempe-
rature cycling helps to speed up the process. 

The standard procedure for temperature-cycling acceleration is 
based on one or multiple temperature chambers [6]. Although this 
procedure is affordable for 2D ICs, it is likely to be expensive for 
3D-SICs. This is due to TSV-related defects and a manufacturing 
process that includes multiple bonding stages. Usually, in 3D-SIC 
manufacturing process, pre-, mid-, or post-bond tests are 
introduced in order to avoid: (1) wasting a good die that is bonded 
to a bad die or stack, (2) wasting bonding effort spend for bonding 
bad dies or stacks, and (3) wasting packaging effort spent for 
packaging a bad stack. Depending on the cost distribution, 

temperature-cycling acceleration could be beneficial at one or 
multiple test stages. Integrating the temperature-cycling accelera-
tion with the normal tests that are performed at different stages 
and eliminating the need for temperature chambers will reduce the 
overall manufacturing costs. 

The test power density is very large for modern core-based 
system-on-chips, including 3D-SICs, especially since the tests are 
mostly scan-based [7], [8]. High power densities will lead to very 
high temperatures, in particular for 3D-SICs, and therefore should 
be taken into account when planning the tests [9], [10]. On the 
other hand, this otherwise undesirable effect is utilized in this 
paper to create temperature-cycling acceleration. Temperature-
cycling acceleration is achieved by switching between tests and 
cooling intervals. A cooling interval is the time interval that no 

decreases. Some cooling intervals are expected to be present in 
the original test schedule for thermal safety reasons. If required, 
even more intensive temperature-cycling acceleration is achieved 
by introducing cooling intervals and heating sequences into the 
process. A heating sequence consists of stimuli that generate large 
switching activities in a core and, therefore, 
temperature rapidly. The interaction of cooling intervals and 
heating sequences will create the required temperature-cycling 
acceleration effect, as presented in this paper. 

II. RELATED WORKS 
Traditionally, temperature-cycling acceleration is performed 

using one or multiple temperature chambers followed by a final 
test [5], [6]. This approach will be in many cases too expensive to 
be performed at pre-, mid-, and post-bond stages for 3D-SICs. The 
downside of this traditional approach includes: (1) costs for 
running the chambers and (2) time and equipment required for 
handling the dies/stacks between test equipment and chambers. In 
order to avoid costs indicated in (1) and (2), in current practice, 
some or even all of the temperature-cycling acceleration 
operations are avoided. This increases the temperature-cycling 
related early-life failures in the final products. 

Several works that are not directly related to temperature 
cycling but are, in methodology, similar to our proposed 
technique are briefly reviewed here. A burn-in technique is 
proposed in [11] to enforce specific temperature gradients on the 
IC. This results in an effective burn-in process for gradient-
dependent early-life failures. A test technique is proposed in [12] 
to perform tests when specific temperature gradients are enforced 
on the IC. This helps to detect gradient-dependent defects that are 
usually related to signal delay and clock jitter. 

A linear programming approach is used in [9] to generate 
thermally-safe test schedules for 3D-SICs. A temperature-based 
test partitioning technique is introduced in [13] in order to 
generate fast and thermally-safe test schedules for 3D-SICs. A 
thermal-aware test scheduling approach is introduced in [10] for 
stacked multi-chip modules, which tries to achieve a vertical 
uniform temperature distribution throughout the 3D IC during the 
test. 

Two different methods for detecting temperature-dependent 
defects are introduced in [14] and [15]. These methods guarantee 
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that the temperatures are kept within the specified range 
when the corresponding tests are applied. They focus on the 
temperature of the individual cores that are under test and the 
temperatures of other cores are neglected. 

Speeding up the test by carefully planning safety margins that 
counteract negative effects of process variation is addressed in 
[16]. The test temperatures are kept sufficiently low by 
introducing cooling intervals into the test schedule. The cooling 
intervals are carefully planned using temperature simulations. A 
fast temperature simulation technique is suggested in [16]. 

These existing methods for controlling the chips  temperatures 
try to respect a global upper temperature limit to prevent 
overheating or to respect upper and lower bounds for cores in 
order to target temperature-dependent or gradient-dependent 
defects. In all above cases, temperatures are considered 
independent of their cycling effects. To our knowledge, there is 
no existing method for controlled temperature-cycling accelera-
tion without utilizing temperature chambers. This paper is the first 
to present a technique to rapidly achieve the required amount of 
temperature cycling without a temperature chamber, and integra-
ted with application of the normal tests. 

III. PROBLEM FORMULATION 
Assume that there are  modules in an IC. The modules are on 

one or multiple dies. Tests applied to a particular module can be 
started and stopped independently. The modules could be cores 
with core wrappers in a core-based design. The extension of this 
scenario to 3D-SIC is proposed as the IEEE P1838 standard [17]. 
Test stimuli are, therefore, transferred through a Test Access 
Mechanism (TAM) to the targeted module. It is assumed that the 
TAM only affords  (a positive integer number) modules to be 
accessed simultaneously. 

As discussed before, along with pre-, mid-, or, post-bond tests, 
temperature-cycling acceleration might be beneficial. In this case, 
there will be tests that target cycling-dependent defects in addition 
to other tests. In this paper, tests that target cycling-dependent 
defects are called cycling tests and the other tests are called 
normal tests. Normal tests are scheduled along with heating and 
cooling intervals in order to generate the required amount of 
temperature cycling. Then the cycling tests can be performed. The 
effect of temperature cycling can be described based on the 
Amount of Temperature Cycling induced fatigue (denoted by 

 for module ). Based on a modified Coffin-Manson or 
Paris Law model [1], [18], ATC is estimated as: 

 (1) 

Considering module , in this equation  is the number of 
temperature cycles and  is the amplitude of temperature 
changes during cycles. , , and  are constant that are obtained 
analytically or empirically by reliability analysts.  is a constant 
that depends on the failure mechanisms and materials involved in 
the process. Its value is usually between one and nine (

). The comprehensive explanation and the details of these 
constants can be found in [1] and [18]. 

Equation 1 is easy to use when the temperature fluctuates in a 
uniform periodic manner similar to Fig. 1a. In this case five cycles 
of amplitude  are easily identified. In the general case, for 
example when the IC is under test, the temperature changes with 
time are irregular, similar to Fig. 1b. In this case it is impossible 
to easily identify cycles and their amplitudes. In such a situation, 
the amount of temperature cycling induced fatigue, ATC, is 

calculated using the widely used Rainflow-counting algorithm 
[19]. The required amount of temperature cycling is denoted by 

. The current amount of temperature cycling generated by 
the proposed integrated test up, to time , is denoted by . 
For a certain test schedule, the temperature evolution curves are 
obtained using temperature simulations. Then a fast version of 
Rainflow-counting algorithm, introduced in [18], calculates 

. Assuming that for , , only 
normal tests can be applied before time . The cycling tests can 
be applied only after the required amount of cycling related stress 
( ) has been achieved. Therefore, after time , cycling tests 
can be applied too. The Test Application Time ( ) marks the 
moment that testing module  is complete.  consists of the 
time spent before and after . The goal is to generate a schedule 
with minimal overall test application time (TAT). TAT is defined 
as . 

In addition to the dynamic power generated by switching 
activities, there will be a stray power dissipation by the module. 
The stray power could not be independently controlled with 
available test controls. It consists of the leakage power in addition 
to the clock network . Its exact value depends on the 

perature. In this paper, stray power is taken 
into account during temperature simulations. 

High power test stimuli and heating sequences will increase the 
modules temperatures. The temperature can increase so much that 
it induces unrealistic failures and harms the device. In order to 
avoid damages caused by overheating, the modules  temperatures 
must be kept below the overheating temperature ( ). 
The overheating temperature is equal to the temperature limit 
minus a safety margin to ensure trouble free operation. 

The problem is summarized as follows. The inputs to the 
proposed method include the the 
electrical model (e.g., specification of the TAM and power-related 
specifications), the switching activities of the tests and heating 
sequences, the ambient temperature ( ), the cycling and 
normal test sets, and the required amount of temperature cycling, 

. The objective is to minimize the test application time. The 
output is the corresponding schedule that guides the application 
of the tests, heating sequences, and cooling intervals to the 
modules so that they perform all the tests, given the required ATC. 

IV. MOTIVATIONAL EXAMPLE 
A. An IC with Two Modules 

As an example, consider an IC with two modules. Assume that 
 and . The required 

amount of temperature cycling is  and  for modules 
 and , respectively. The TAM can only support one module 

to be tested at a time ( =1). A three-phase approach consisting 
of the following three phases is discussed here. Phase 1: normal 
tests are scheduled. A thermal aware scheduling of tests based on 
the method proposed in [20] is used. The corresponding 
temperature curves are shown in Fig. 2 (green for  and blue for 

). Phase 1 starts at time 0 and end at . 
Phase 2 starts by evaluating the achieved ATC in phase 1. This 

value is less than required in this example. Therefore, phase 2 

 
Figure 1. Temperature patterns. (a) Uniform periodic. (b) Irregular 
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starts to create additional temperature cycling. This is done by 
applying the heating sequences and cooling intervals. 
Corresponding temperature cycles can be seen in Fig. 2 from  
to . As mentioned earlier  marks the point that the required 
ATC is achieved for module . Phase 2 ends when all required 
ATCs for all modules are met. This point is marked with  that is 
defined as . After this, phase 3 starts by applying the 
cycling tests. Phase 3 ends when all the tests are complete. This 
point is marked with .  

As discussed before, a small TAT is desirable. Test application 
time from 0 to  and from  to  are already minimized by the 
given third-party test scheduling algorithm. The only optimization 
opportunity in this three-phase approach is to speed up phase 2. 
This means that a large ATC should be achieved in a short time. 
Therefore,  should be maximized. Here we assume a 
uniform periodic temperature profile. Moreover, for this 
motivational example we assuming that in equation 1,  and 

. The ATC rate (denoted by  for module ) is defined 
as 

. (2) 
Frequency (i. e., the number of cycles per time unit) of temper-

ature changes depends on the physics of the system and the 
amplitude of temperature changes, . It is possible to achieve a 
high frequency if  is small. A larger , on the other hand, may 
increase the ATC, only if it dominates the resulting reduction in 
the frequency. 

B. An IC with One Module 
In order to clarify the tradeoff between the frequency and the 

amplitude of the temperature cycling, the physics of the system 
should be captured in the ATC rate equation (equation 2). In the 
following this is done for a simple IC with only one module. 

only one thermal element. This element has a heat capacity equal 
to . Thermal resistance between the element and the ambient is 

. Assume that the heating sequence generates a power equal to 
 and the power during a cooling interval is zero. Assume that the 

temperature varies between  and . Both  and  are 
positive real numbers. 

The period of a temperature cycle is denoted by . This period 
consists of a rise time denoted by  plus a fall time denoted by 

.  is the time taken for the temperature to increase from  
to .  is the time taken for the temperature to decrease from 

 to . These values are calculated as follows. First, the 
the time domain [16]. 

. (3) 
Let us denote  by  and  by . For heating: 

(4) 
Then 

. (5a) 
Similarly for cooling,  can be calculated: 

. (5b) 
The period, , is calculated as follows: 

. (6) 
Now, the ATC rate (equation 2) could be re-written incorporating 
the physics of the system: 

. (7) 

Let us first focus on the optimal value for , assuming that  is 
constant. In this case optimality happens when the denominator in 
equation 7 is minimized. Considering a realistic situation, this is 
equivalent to finding the minimum for  

. (8) 
Following the classical approach: 

  
(9) 

The valid solution is . Here for the sake of simplicity, 
the ambient temperature was not included in the equations. Since 
the temperature model is a Linear Time-Invariant (LTI) system 
[16], the ambient temperature can be added later on. Assume that 
power and resistance values are so that . This means 
that considering the ambient temperature (
temperature will reach to  if no control is applied. 
Consequently, the optimal value for  is . 

The resulted equations for finding the optimal value for  do 
not have a simple analytical form. Therefore, a numerical method 
is utilized. The ATC rate, , is plotted in Fig. 3 versus  for 

. It is assumed that  and . The ATC rate is 
maximal at . For values of  less than  the 
ATC rate increases by increase in . This is due to the increase in 

 dominating the decrease in  in equation 2. For 
larger  values the ATC rate decreases by increase in . This is 
due to the increase in  being dominated by the decrease in 

. In other words, a very large temperature cycle takes too 
much time to complete. 

V. THREE-PHASE APPROACH 
 Section IV.B presents a technique to find the best temperature 

interval, and if the high temperature level ( ) is under the 
overheating temperature, it is fine. However, often the overheat-
ing temperature is relatively low compared with . For the 
example in section IV.B,  is equal to  while the 
overheating temperature might be at . There are some other 
complications, as well. In practice there are a number of modules, 
instead of one. In order to accurately simulate the temperatures, 
the number of thermal elements is larger than the number of 
modules. Their temperatures depend on each other due to heat 
transfer among thermal elements. Furthermore, the power values 

Figure 3. ATC rate, , versus  for three-phase approach. 
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Figure 2. Temperature curves for the three-phase approach. 
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fluctuate with time. Besides, power values include the stray 
powers that depend on the temperature due to the temperature 
dependent leakage currents. Additionally, the modules may not be 
able to receive their heating sequences at desired times due to the 
TAM limitation. A new approach that is capable of taking all these 
circumstances into account is, therefore, introduced in this 
section. 

As discussed in Section IV.A, in phase 1 and 3 the tests are 
scheduled using a third-party thermal-aware approach. Therefore, 
there is nothing we can do in these phases to reduce the TAT. 
Phase 2, on the other hand, can be designed to minimize the TAT. 
This was demonstrated using a small example in section IV.B. 
Assume that in phase 2 the temperature of module  is targeted 
to cycles between a low temperature level denoted by  and a 
high temperature level denoted by  ( ). In comparison 
with the example in section IV.B,  and  have roles similar to 
that of  and , respectively. 

The heating sequences are powerful enough to raise the 
 and then a cooling interval is 

immediately applied. The high temperature level should always 
be lower than the overheating temperature ( ) to 

temperature to  and then the heating sequences should be 
applied again. But, the TAM might not be available at the 
moment. Consequently, the temperature may fall below  from 
time to time. 

An on-the-fly approach is used to determine the heating 
sequences schedule in phase 2, based on temperature simulations. 
The temperatures that are obtained by simulation are then 
compared with  and  in order to determine the schedule. 
Heating sequences for different modules will then compete for 
access to TAM. The priority is decided based on the following 
equation. 

  (10) 
temperature is 

much below . Note that the priorities are calculated only for 
modules that need heating, therefore . This is because if 
a module gets really cold, it takes too much time to warm it up 
again. A module that has a large amount of temperature cycling 
left to fill has a higher priority. This is indicated by . Such 
a module is likely to need a relatively long time to achieve its 
required ATC. It is likely that at the later stages of phase 2 this 
module remains alone. This implies that the interleaving 
opportunities are reduced. Consequently TAM utilization may 
decrease and TAT may increase. A small value, , is added to the 
denominator in order to prevent numerical problems when ATC 
is zero (e.g., at the very beginning of phase 2, if there have not 
been any normal test). Both  and  depend on time and are 
shortened forms of  and , respectively, at time . 

The TAT for the schedules generated by this on-the-fly 
approach depends on  and . These temperature levels 
could assume a range of values provided that 

. The combination of these temperature 
levels among different modules affects the TAT. The proper 
values for these temperature levels will be found in an external 
optimization loop. In the inner scheduling loop, the temperature 
levels defined by the outer optimization loop are used to 
determine the schedule. The outer optimization loop consists of 
a Particle Swarm Optimization (PSO) algorithm. PSO is a well-

known iterative population-based optimization metaheuristic. For 
-the-fly 

scheduling is performed to compute the cost function (i.e., TAT). 
A canonical form of PSO [21] is used in this paper in a 
straightforward manner. 

VI. INTEGRATED APPROACH 
The test application time could be shortened if normal tests 

(phase 1) are integrated into the temperature-cycling acceleration 
process (phase 2). For example a test can be utilized to heat a 
module instead of a heating sequence. It could be that the test is 
not sufficiently powerful to raise the temperature as high 
as desired for a large temperature cycle ( ). In this situation, a 
heating sequence is required to rapidly raise the temperature. The 
other extreme is when a low power test is used when the 
temperature is supposed to drop. It may happen that the 
temperature decreases but not as low as desired for a large 
temperature cycle ( ). In this case, a cooling interval can be 
introduced to achieve a desirably low temperature. 

Assume that a test is being utilized for heating as shown in the 
upper part of Fig. 4a. Assume that the test power for the current 
time interval is denoted by . This power, initially, increases 
the temperature rapidly. Assume that this level of power is applied 
for a long time. In this case a steady state temperature equal to  
will eventually be reached. As the current temperature approaches 

, the rate of increase becomes small. The derivative of the 
temperature (i.e., rate of increase) is shown in the lower part of 
Fig. 4a. When this rate reduces below a certain threshold 
(  in Fig. 4a), it is time to switch to the heating 
sequence. This quickly increases the temperature to the desired 

. Heating sequence (shown as the red curve in Fig. 4a) 
introduces a temperature increase rate much larger than that of the 
utilized test. All these mean that it is better to save the rest of the 
test for a time that the initial temperature is lower and the test can 
offer a high temperature increase rate. 

In order to obtain the rate of temperature change (green curves 
in Fig. 4), the thermal behavior of the IC should be studied. The 
thermal behavior can be described as [16]: 

.. (11)
All the characteristics of the thermal model are captured in two 

matrices  and .  is the temperature vector and  is the 
power.  and  consist of s and s, respectively, put 
together in a vector format. The rate of temperature change is . 
Therefore the condition on increase rate is:  

 . (12a) 
This rate can be described based on the current temperature and 
following power values using equation 11: 

 . (12b) 

Figure 4. Thresholds in the integrated approach: (a) Heating and (b) Cooling. 
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This could be re-written to have the condition expressed for the 
current temperature: 

 . (12c) 
Renaming  to  results in: 

 . (13a) 
Similarly, for the situation that the temperature must decrease, the 
proper condition for switching from a test to a cooling interval is: 

 . (13b) 
Switching to the cooling interval when indicated by the above 

equation speeds up the temperature decrease towards . This 
way, the normal tests are utilized in an efficient way during 
temperature-cycling acceleration process so that the overall test 
application time is reduced. 

In equation 13a and 13b, the term  is actually a 
vector consisting of the steady state temperatures. In the steady 
state situation,  is constant (no variation in time). Therefore, the 
temperature derivatives in equation 11 are zero ( ). 
Consequently, steady state temperatures can be described as 

 . (14)
Equation 13a and 13b could, therefore, be re-written as 

 and (15a) 
 

 . (15b) 
Therefore, the scheduling heuristic does not need to compute 

the derivatives of the 
sufficient to compute the steady state temperatures corresponding 
to the test sequences, in an initialization stage, before anything 
else starts. As mentioned before, scheduling is performed offline 
based on temperature simulations. During the scheduling, current 
temperatures are compared with the steady state temperatures of 
the upcoming tests. Whenever equation 15 indicates, a new 
switching event is introduced in the schedule. For example in Fig. 
4b as soon as the temperature falls below ( ) the test is 
interrupted and a cooling interval is introduced. This moment of 
time is identical to the moment that the magnitude of the 
temperature derivative becomes smaller than the magnitude 
indicated by  in the lower part of Fig. 4b. The 
variables  and , are to be optimized along with  and  
to achieve a short TAT. These variables are optimized using a 
canonical form of particle swarm optimization in a straight-
forward manner [21]. 

 Note that the heat transfer among thermal elements is taken 
into account by using matrix  to obtain the steady state 
temperatures. The steady state temperature, , is calculated for 
a short part of the tests that immediately follows. The length of 
this short part of the test is denoted by . Previously,  was 
introduced as the average power of the test. In fact  is 
computed for the upcoming test cycles within the time interval . 
The proper value of  is determined based on the dynamics of the 
system. 

Consider a  that corresponds to  ( ) percent of 
the final response (i.e., steady state temperature) to a step input. 
Assuming a constant power, the temperature equation in the time-
domain is [16] 

 . (16) 
Where 

 and (17a) 
 

 (17b) 

 is the identity matrix. We assume that the step response starts 
from the initial temperature equal to zero ( ). Replacing  
with the  percent of the final temperature results in 

 . (18) 
Replacing  from equation 14 and  from equation 17b in the 
above equation results in  

 . (19) 
Here we are going to replace a scalar time, , with a matrix of 

time, . Besides, we assume that the equivalence of the sides in 
the above equation is achieved by satisfying the following 
equation (equation 20). These assumptions work for estimating 
the value of  [22]. 

 . (20) 
Replacing  from equation 17a results in 

 . (21) 
And finally 

 . (22) 
( ) is the time constants matrix [22].  is the matrix that 

contains the values of s. A diagonal element, , represents 
the proper length for averaging the upcoming test powers for 
module . A  value obtained this way is not unnecessarily short. 
On the other hand, the use of such  values prevents the 
temperature changes that are larger than  from going 
unnoticed. This percentage, , is only used in the process of 
estimating the steady state temperatures for the upcoming tests. 
Note that the temperature simulations are always performed based 
on the original power sequence (not the average of upcoming 

). Therefore, the value of  will not affect them. 
Normal tests, heating sequences, and cycling tests may 

compete for access to TAM. The priority for module  is assessed 
based on the following criterion. 

  (23) 
Similar to equation 10, the priority is higher if the module is 

colder or if the remaining ATC is larger. In addition to these 

amount of remaining tests (denoted by ) is larger. Both normal 
and cycling tests are taken into account. The motivation for having 

 is similar to the motivation for having the remaining ATC. In 
case of normal or cycling stop cooling temperature
introduced in [20] is used instead of . In case of cycling tests, 

 is replaced with one since the demanded amount of 
temperature cycling is already met. 

VII. EXPERIMENTAL RESULTS 
Experiments have been performed to demonstrate that the 

proposed technique can efficiently achieve desired temperature-
cycling accelerations. Moreover, it is demonstrated that the 
proposed integrated approach offers a small TAT and, therefore, 
outperforms the three-phase approach. However, if the normal or 
cycling test schedules provided by a third-party have to be used, 
three-phase approach must be chosen. 

The proposed techniques are evaluated on a set of 24 
experimental ICs as detailed in Table I. 
number. These ICs have one to four stacked dies (column 2). The 
ICs with one layer (number 1 to 6) correspond to dies at the pre-
bond test stage. The ICs with more than one layer represent a mid-
bond or a post-bond test stage. Each die accommodates 2, 12, 20, 
30, 42, and 49 modules resulting in two to 196 modules per IC as 
shown in column 3. The integrated approach achieves shorter 
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TAT compared with the three-phase approach for all of the experi-
mental ICs. The percentage changes are reported in column 4. 

Compared with the three-phase approach, the integrated 
approach is more complicated for one decision-point1 in the 
schedule. On the other hand, the integrated approach produces 
shorter schedules which mean less decision-points. The CPU 
times are reported in columns 5 and 6. The integrated approach is 
not particularly slower than the three-phase approach, as shown in 
column 7. This means that in average, shorter schedules (smaller 
TAT) compensate for the more complicated and time-consuming 
decision-points. Note that if the normal or cycling test schedules 
are provided by a third-party, the actual CPU times for the three-
phase approach will be smaller than the values reported in column 
5. In this case, shorter CPU time can be considered as an 
advantage for the three-phase approach. 

CPU times, in general, grow with the number of modules and 
layers as shown in Fig. 5. The growth rate is acceptably low and 
the scheduling process for the largest IC (number 24) takes less 
than 25 minutes to complete.  

Another set of experiments are performed in order to evaluate 
the accuracy of  values estimated using equation 22. The 
accurate value for  is obtained based on high quality temperature 
simulations. The average error is found to be around five percent. 
Besides, for 95 percent of the samples, the error is smaller than 14 
percent. 

VIII. CONCLUSIONS 
Temperature-cycling acceleration is used in order to detect the 

cycling-dependent early-life failures. These failures are not 
considered as a major issue for conventional 2D ICs. Therefore, 
cycling acceleration is recommended when a high degree of 
reliability is crucial. However, recent studies suggest that the 
cycling-dependent early-life failures can be a major issue for 3D 
stacked ICs. The existing cycling acceleration procedures are very 
costly since they are usually performed using temperature 
chambers. In this paper we propose an inexpensive technique to 
apply the normal tests, heating sequences, and cooling intervals, 
in an integrated manner in order to achieve the required 
temperature cycling effect in a short time. This integrated 
approach can be used in pre-, mid-, and post-bond test stages. 
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TABLE I.  EXPERIMENTAL RESULTS 

IC specifications Percentage 
change in 

TAT 

CPU time [sec] Percentage 
change in 
CPU time  Number 

of layers 
Number of 

modules 
Three-phase 

Approach 
Integrated 
Approach 

1 1 2 29.14 1 1 0 
2 1 12 24.35 1 1 0 
3 1 20 22.01 3 2 33.33 
4 1 30 19.04 6 4 33.33 
5 1 42 16.29 9 7 22.22 
6 1 49 21.66 11 8 27.27 
7 2 4 6.95 1 1 0 
8 2 24 8.19 9 11 +22.22 
9 2 40 13.39 25 25 0 

10 2 60 9.77 50 52 +4 
11 2 84 5.97 96 100 +4.17 
12 2 98 3.89 135 139 +2.96 
13 3 6 8.78 2 1 50 
14 3 36 12.88 35 35 0 
15 3 60 12.56 99 101 +2.02 
16 3 90 12.52 242 235 2.89 
17 3 126 13.33 452 475 +5.09 
18 3 147 9.70 569 597 +4.92 
19 4 8 7.91 3 5 +66.67 
20 4 48 5.96 94 100 +6.38 
21 4 80 6.60 241 263 +9.13 
22 4 120 9.73 496 537 +8.27 
23 4 168 5.74 1078 1183 +9.74 
24 4 196 7.69 1333 1455 +9.15 

Average 12.25   0.60 

 
Figure 5. CPU time growth. 
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