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Abstract the efficiency of ABB will become, with advancing CMOS technology,

Dynamic voltage scaling and adaptive body biasing have been shownaemparable to DVS. Duarte et al. [6] analyze the effectiveness of supply
reduce dynamic and leakage power consumption effectively. In this pand threshold voltage selection, and show that simultaneous adjusting
per, we optimally solve the combined supply voltage and body bias seléoth voltages provides the highest savings. Martin et al. [13] presented
tion problem for multi-processor systems with imposed time constrain&) approach for combined dynamic voltage scaling and adaptive body
explicitly taking into account the transition overheads implied by changddiasing. At this point we should emphasize that, as opposed to these
ing voltage levels. Both energy and time overheads are considered. Weee approaches, we investigate in this paper how to select voltages for
investigate the continuous voltage scaling as well as its discrete coua-set of tasks, possibly with dependencies, which are executed on multi-
terpart, and we prove NP-hardness in the discrete case. Furthermongiocessor systems under real-time constraints. Furthermore, as opposed
the continuous voltage scaling problem is formulated and solved usitig our work, the techniques mentioned abaeglectthe energy and
nonlinear programming with polynomial time complexity, while for théime overheads imposed by voltage transitions. Noticeable exceptions
discrete problem we use mixed integer linear programming. Extensigge [8, 14, 18], yet their algorithms ignore leakage power dissipation and
experiments, conducted on several benchmarks and a real-life exampdedy biasing, and further they do not guarantee optimality. In this work,

are used to validate the approaches. we consider simultaneous supply voltage selection and body biasing, in
) order to minimize dynamic as well as leakage energy. In particular, we
1 Introduction investigate four different notions of the combined dynamic voltage scal-

Two system-level approaches that allow an energy/performance trade-Qll e \oltage selection with and without transition overheads. The pre-
during run-time of the application are dynamic voltage scaling (DVSgnted work makes the following contributions:

[9, 13, 16] and adaptive body biasing (ABB) [10, 13]. While DVS aims (2) We consider both supply voltage and body bias voltage selection at
to reduce the dynamic power consumption by scaling down operationa

i : 3 = . the system-level, where several tasks with dependencies execute a
frequency and circuit supply voltadéy, ABB is effective in reducing Y P

X ; . time-constrained application on a multiprocessor system.
the leakage power by scaling down frequency and increasing the thresfy;y o gifferent voltage selection schemes are formulated as non-
old voltageV;, through body biasing. Up to_date, most res_earch efforts” * |inear programming (NLP) and mixed integer linear programming
at the system-level were devoted to DVS, since the dynamic power com- (MILP) problems which can be solved optimally. The formulations
ponenthad beerdominating. Nonetheless, the trend in deep-submicron

are equally applicable to single and multi-processor systems.
CMOS technology to reduce the supply voltage levels and consequentli) \ye prove that discrete voltage selection with and without the con-

Fhe .threshold voltages (in ordgr to mgintain peak performance.) i?’ regult- sideration of transition overheads in terms of energy and time
ing in the fact that a substantial portion of the overall power dissipation 5" NP-hard. while the continuous voltage selection cases can be
will be due to leakage currents [3, 10]. This makes the adaptive body ¢y eq optir’nally in polynomial time.

biasing approach and its combination with dynamic voltage scaling ifye pelieve to report for the first time optimal voltage scheduling tech-
dispensable for e_nergy-efn(:lent designs in the foreseea_b_le fu_ture. niques, accounting for transition overheads in energy and delay.

\oltage selection approaches can be broadly classified into on-line the remainder of this paper is organized as follows: Preliminaries
and. off-line technques. In the following, we restrict qursel\{es to theg arding system specification as well as power and delay models are
off-line techniques since the presented approaches fall into this categ%g

?@and adaptive body biasing problem—considering continuous and dis-

= e ﬁfn in Section 2. This is followed by a motivational example in Sec-
where the scaled supply voltages are calculated before design time 3. The four investigated voltage selection problems are formulated

then applied at run-time according to the pre-calculated voltage schedyesection 4. Continuous and discrete voltage selection problems are dis-
There has been a considerable amount of work on dynamic voltaggssed in Sections 5 and 6, respectively. Experimental results are given
scaling. Yao et al. [16] proposed the first DVS approach for single prgy section 7, and conclusions are drawn in Section 8.
cessors systems which can dynamically change the supply voltage oveg a Prelimi .
continuous range. Ishihara and Yasuura [9] modeled the discrete voltage re lmma“es .
selection problem using an integer linear programming (ILP) formulaZ.1 ~ Architectural Model and System Specification
tion. Kwon and Kim [11] proposed a linear programming (LP) solutionin this paper we consider embedded systems which are realized as het-
for the discrete voltage selection problem with uniform and non-uniforrerogeneous distributed architectures. Such architectures consist of sev-
switched capacitance. Although this gives the impression that this prodral different processing elements (PEs), such as programmable micro-
lem can be solved optimally in polynomial time, we will show in thisprocessors, ASIPs, FPGAs, and ASICs, some of which feature DVS and
paper that the discrete voltage selection problem is indeed NP-hard aa8B capability. These computational components communicate via an
hence, no optimal solution can be found in polynomial time, for exampli@frastructure of communication links (CLs), like buses and point-to-
using LP. Dynamic voltage scaling has also been successfully applieddoint connections. We defin® and £ to be the sets of all processing
heterogeneous distributed systems, in which numerous processing @lements and all links, respectively. An example architecture is shown
ments interact via a communication infrastructure, mostly using heurig Fig. 1(a). The functionality of data-flow intensive applications, such
tics [7, 12, 19]. Zhang et al. [17] approached continuous supply voltags voice processing and multimedia, can be captured by task graphs
selection in distributed systems using an ILP formulation. They solve@s(7T, C). Nodest € T in these directed acyclic graphs represent com-
the discrete version through an approximation. putational tasks, while edgg<ss C indicate data dependencies between
While the approaches mentioned above scale supply voltagenly  these tasks (communications). Tasks require a finite number of clock cy-
and neglect leakage power consumption, Kim and Roy [10] proposetesNC to be executed, depending on the PE to which they are mapped.
an adaptive body biasing approach, in their work referred to as dynanttarther, tasks are annotated with deadlideshat have to be met dur-
Vih scaling, for active leakage power reduction. They demonstrate thiag application run-time. If two dependent tasks are assigned to different
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get architecture, i.e., it is known where and in which order tasks and N.s
communications take place. Fig. 1(a) shows an example task graph that | v~ Y
has been mapped onto an architecture and Fig. 1(b) depicts a possible| ;. )

execution order. On top of the precedence relations given by data de-"g o 02 ¢ (ms) ”Mﬁ Tims)
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pendencies between tasks, we introduce additional precedence relations T i) T P

re R, generated as result of scheduling tasks mapped to the same PT) after reordering, without overheads (d) after reordering, with overheads

and communications mapped on the same CL. In Fig. 1(c) the dependen-
cies R are represented as dotted edges. We define the set of all edges
as‘E = CUR. Further, we define the sét®* C ‘£ of edges, as follows:
an edgd(i, j) € E* if it connects task; with its immediate successoy
(according to the schedule), whegeandt; are mapped on the same PE.

Figure 2. Influence of transition overheads

Voltage scaling is only rewarding if the energy saved through op-
timized voltages is not outdone by the transition overheads in energy.
Furthermore, it is obvious that disregarding transition time overhead can
2.2 Power and Delay Models seriously affect the schedulablity of real time systems.

Digital CMOS circuitry has two major sources of power dissipation: (a2.3 Mathematical Programming

dynamic powePyyn, which is dissipated whenever active computation
are carried out (switching of logic states), and (b) leakage p&ugk
which is consumed whenever the circuit is powered, even if no comp
tations are performed. The dynamic power is expressed by [4, 13],

$n this subsection we briefly outline some useful mathematical program-
ming issues, which are relevant for the rest of the paper. Mathemati-
al programming offers methods for solving problems of minimizing or
5 maximizing an objective functiorfi(xs,...,Xn), with respect to a set of
Pdyn= Ceft- f-Viq (1) mconstraintsy; (1, ..., %a) < ¢j (j = 1,...,m) and bounds for tha vari-
whereCety, f, andVyg denote the effective charged capacitance, operales (b; < x < uby, i = 1,...,n). If both the objective functiorf and
tional frequency, and circuit supply voltage, respectively. Although, untthe constraintg; are linear functions, the problem is called linear pro-
recently, the dynamic power dissipation had been dominating, the tregehmming (LP). Further, if some of the variables are restricted to the
to reduce the overall circuit supply voltage and consequently threshglgteger domain, the problem is called mixed integer linear programming
voltage s rising concerns about the leakage currents—for near futyiILP). If either f or gj are nonlinear functions, we have a nonlinear
technology & 70nm) it is expected that leakage will account for moreprogramming (NLP) problem. If both andg; are convex functions and
than 50% of the total power. The leakage power is given by [13], the variables are ranged over a continuous domain, the problem is called
Pleak = Lg - Vad- Kg . efeVad . s Vs |- Vbsl - 13u (2) convex nonlinear programming (convex NLP). Solving MILP proble_ms
was proved to be NP-compléteFor LP as well as for convex NLP effi-

whereVs is the body bias voltage aridy represents the body junction cient algorithms with polynomial complexity are available [15].

leakage current. The fitting parametéts, K4 and Ks denote circuit
technology dependent constants agdeflects the number of gates. For 3 Motivational Example

clarity reasons we maintain the same indices as used in [13], where also . . .
actual values for these constants are given To demonstrate the influence of the transition overheads in terms of en-

Nevertheless, scaling the supply and the body bias voltage, in ordg@Y @nd delay, consider the following motivational example. For clarity
to reduce the power consumption, has a side-effect on the circuitdela)?easons we restrict ourselves here to a single processor system that of-
and hence the operational frequency [4, 13]: ers three voltage modesn = (1.8V,~0.3V), mp = (1.5, -0.45V),

a andmg = (1.2V,—-0.8V), wherem, = (Vyq,,Vbs,). The rail and sub-
((1+Ka1) -Vad + Kz - Vbos — Vin1) (3) strate capacitance are given @s= 10UF andCs = 40uF. The pro-
Kg - Lg - Vdd cessor needs to execute two consecutive t@skandty) with a dead-
wherea reflects the velocity saturation imposed by the used technolodie of 0.225ms Fig. 2(a) shows a possible voltage schedule. As we
(common values .2 < a < 2), Ly is the logic depth, ankl;, Ko, Ks and ~ Can observe, each of the two tasks is executed in two different modes:
Vi are circuit dependent constants. taskty executes first in modey, and then in moden, while taskt,

Another important issue, which often is overlooked in voltage scals initially executed in modens and then in moderp. The total en-
ing approaches, is the consideration of transition overheads, i.e., e&BY consumption of this schedule is the sum of the energy dissipa-
time the processor’s supply voltage and body bias voltage are alteré@n in each modeE = 9+ 15+ 4.5+ 7.5 = 36pJ. However, if this
the change requires a certain amount of extra energy and time. Th&¥&#age schedule is applied toreal voltage-scalable processor, the re-
energye, j and delaydy j overheads, when switching froWyg, to Vyq, sulting schedule will be influenced by transition overheads, as shown

f=1/d=

and fromVi,g to Vs , are given by [13], in Fig. 2(b). Here the processor requires a finite time to adapt to the
' ) 5 new execution mode. During this adaption no computations can be per-
&,j = Cr - [Mad, — Vad; |~ +Cs - [Vbg, — Vo | (4) formed [1, 2], i.e., the task execution is delayed, which, in turn, in-

- . _ . _ creases the schedule length such that the imposed deadline is violated.
O.j = max(pvdd l,vdd‘ ijdj | Pvbs: [Vbs, = Vbs ) ®) Moreover, transitions do not only require time, they also cause an ad-
whereC; denotes power rail capacitance, @ytthe total substrate and ditional energy dissipation. For instance, in the given schedule, the
well capacitance. Since transition times Y@y andVys are different, the  first transition overhea®; from modem, andmy requires an energy

two constanty qq and pyps are used to calculate both time overheadsf 10uF - (1.8V — 1.5V)2 + 40uF - (0.3V — 0.45V)2 = 1.8uJ, based on
independently. Considering that supply and body bias voltage can be

scaled in parallel, the transition overhe&d depends on the maximum  For some subclasses, e.g. convex objectives with linear constraints, there
time required to reach the new voltage levels. exist polynomial algorithms that solve the MILP formulation.
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120 o 1.850) each task; its d_eadllnedli, |ts_ number of cI_ock cycles to be executed
sof ' o Tom NG and the switched capacitanCey § are given. E{;\c_h processor can
3490 6951 e U3 vary its supply voltag®yq and body bias voltag¥s within certain con-
%0 0o or s o2 o oy o ‘o oo or o 02 os o0x o tinuous ranges (for the continuous problem), or, within a set of discrete
, time (ms) _ fime (ms) - yoltages pairsn; = {(Vqd,,Vbs, )} (for the discrete problem). The power
(&) Vgq scaling only (o) Simultaneous Vgq and Vs scaling dissipations (Ieakaé(e, gzyna?n)i%:) and the cycle time (processor speed) de-
Figure 3. Influence of Vs scaling pend on the selected voltage pair (mode). Tasks are executed cycle by

cycle, and each cycle can potentially execute at a different voltage pair,
Eq. (4). Similarly, the energy overheads for transitisandOz can i.e., at a different speed. Our goal is to find voltage pair assignments for
be calculated as 18uJ and 58uJ, respectively. The overall energy each task such that the individual task deadlines are met and the total en-
dissipation of the realistic schedule shown in Fig. 2(b) accumulates &gy consumption is minimal. Furthermore, whenever the processor has
36+ 1.84+13.6+5.8=57.2ud. to alter the settings fovyq and/orVys, a transition overhead in terms of

Let us consider a second possibility of ordering the modes, as givenénergy and time is required (see Egs. (4) and (5)).

Fig. 2(c). Compared to the schedule in Fig. 2(a), the mode activation or- For reasons of clarity we introduce the following four distinctive
der in Fig. 2(c) has been swapped for both tasks. As long as the transitjproblems which will be considered in this paper: (a) Continuous volt-
overheads are neglected, the energy consumption of the two schedulesgs scaling with no consideration of transition overheads (CNOH), (b)
identical. However, applying the second activation order to a real procesentinuous voltage scaling with consideration of transition overheads
sor would result in the schedule shown in Fig. 2(d). We can observe th&@OH), (c) discrete voltage scaling with no consideration of transition
this schedule exhibits only two mode transitio®s @ndO3) within the  overheads (DNOH), and (d) discrete voltage scaling with consideration
tasks (intra switches), while the switch between the two t&kénter  of transition overheads (DOH).
switch) has been eliminated. The overall energy consumption has been . . .
reduced toE = 43.6uJ, a reduction by 23.8% compared to the schedd Optimal Continuous Voltage Selection

ule given in Fig. 2(b). Further, the elimination of transiti®a reduces | hi ; ; h | ; | fth i
the overall schedule length, such that the imposed deadline is satisfigngt Is section we consider that supply and body bias vo tage of the pro

5.1, CNOH) and then extend this formulation to include the over-

rating the voltage schedule. However, the approaches presented in t@ﬁsads in energy and delay (Section 5.2, COH).

paper do not only achieve energy efficiency by considering transitidn.1 ~Continuous Voltage Selection without Overheads
overheads, but further take into account the simultaneous scaling of {4 can model the continuous voltage scaling problem excluding the con-

supply voltagé/yq and body bias voltagé,s. To illustrate the advantage gjgeration of transition overheads (the CNOH problem), using the fol-
of this simultaneous scaling over supply voltage scaling only, considgfying nonlinear problem formulation.

the following example. T
Fig. 3 shows two optimal voltage schedules for the same set of thri&nimize

tasks, executing in two possible voltage modes. While the first schedule|

relies onVyq scaling only, the second schedule corresponds to the simuz NG - Ceft, 'Vc12¢ +Lg(K3-Vyg, - RV, . gKsVos, |5, Vbs,|) 'tk>

taneous scaling 8fyq andVys. Please note that the figures depict the dy-¢&;

namic and the leakage power dissipation over time, unlike Fig. 2 which Edyn, Eiealg

showedVyq and Vs over time. Further, for the simplicity we neglect (Ks-Lq-Vag) (6)
transition overheads in this example. Further, we consider processor pabjectto t, = NG, - 6°d " Vdd 7
rameters that correspond to CMOS technology’nm) which leads to ((1+Ka) -Vag, + Kz - Vg, —Vin, )®

a leakage power consumption close to 50% of the total power consumed.

Let us consider the first schedule in which the tasks are executed either

atVyqr = 1.8V, orVyq2 = 1.5V. In accordance, the system dissipates Dt = D vkl)eE . (®)
either a high amount of dynamic and leakage power, or a low amount, Dkt+tk < dl V1kthathave a deadline )
as observable from the figure. We have indicated the individual energy Dk > 0 (10)
consumed in each of the active modes, separating between dynamic and

leakage energy. Correspondingly, the total leakage and the total dynamic Vidn < Vdde < Vddnae 8N Vbsy, < Vdd, < Vbsya 11)
energies of the schedule in Fig. 3(a) are given byp@3J and 16174,  The variables that need to be optimized in this formulation are the task
respectively. This results in a total energy consumption of ZJ. execution timegy, the task start timeBy as well as the voltage;q,

Consider now the schedule given in Fig. 3(b), where tasks are exandVy,q . The whole formulation can be explained as follows. The total
cuted at two different voltage settings fdfy andVps (M = (1.8V,0V)  energy consumption, which is the combination of dynamic and leakage
andmy = (1.5V,-0.4V)). There are two main differences to observeenergy, has to be minimized, as in Eq.46)The minimization has to
Firstly, the leakage power consumption during magds considerably comply to the following relations and constraints. The task execution
smaller than the leakage power given in the schedule of Fig. 3(a); thistifne has to be equivalent to the number of clock cycles of the task mul-
due to the fact that, reduces the leakage through a body bias voltaggplied by the circuit delay for a particulafyq andVps, setting, as ex-
of —0.4V (see Eg. (2)). Secondly, the high voltage maueis active pressed by Eq. (7). Given the execution time of the tasks, it becomes
for more time; which can be explained by the fact that scallpgdur-  possible to express the precedence constraints between tasks (Eq. (8)),
ing modem, requires the reduction of the operational frequency (sege., a taskr can only start its execution after all its predecessor tasks
Eq. (3)), hence to meet the system deadline, high performance mode 1, have finished their executioD( +t). Predecessors of tagk are
has to compensate for this delay. Nevertheless, the total leakage and glytasksty for which there exists an edgé,|) € Z. Similarly, tasks
namic energies resultin@41J and 1800w, respectively. Although here with deadlines have to be completedi (+ ty) before their deadlinesly
the dynamic energy was increased from1IfJ to 180pJ, compared to  are exceeded (Eq. (9)). Task start times have to be positive (Eq. (10))
the first schedule, the leakage was reduced frorf6.@ to 8.02uJ. The
overall energy dissipation becomes then02fJ, a reduction by 12.5%. 2Please note thathsandmaxoperations cannot be used directly in mathemat-
This small illustrative examples shows the advantage of simultaneoigal programming, yet there exist standard techniques to overcome this limitation
Vgg andVps scaling compared tdyq scaling only. by equivalent formulations [20].




and the imposed voltage ranges should be respected (Eg. (11)). It should Via €1 ¢ & €1 ¢ O
be noted that the objective (Eqg. (6)) as well as the task execution time V| o, —d ] 1012070 B 0[15] 5]

i ; 1 T m; m, m; m; m,m;
(Eq. (7)) are convex functions. Hence, the problem falls into the class 2 e T T2
of general convex nonlinear optimization problems. As outlined in Sec- my my | M3 mp 0) Tgsks and clozck
tion 2.3, such problems can be solved in polynomial time. For clarity (a) Schedule ! cycles in modes
reasons, in this paper, we did not include communication issues into the 1 ) 3 1 5
constraints and objective function. Nevertheless, they can be included in ~— 1T =T 1 —T
a straightforward way, by modeling communication links as non-scalable [0[2000T1]0]0]9]o[0HoJo[4]0o]0]1]0]15[0]
processors and communications as tasks mapped to such processors [19]. ™1 ™2 M3 ™M fch m3 My My My My My M3 My ?2 m3 my my my

1 2

5.2 Continuous Voltage Selection with Overheads (c) Division of task into subtasks and modes

In this section we modify the previous formulation in order to take transi- Figure 4. Discrete mode models

tion overheads into account (COH problem). The following formulatio

highlights the modifications dedwvbsm), which determines the operational frequeriigythe normal-

ized dynamic powePqynom,, and the leakage power dissipatiBs,.

Minimize 7] The frequency and the leakage power are given by Egs. (3) and (2),
> (Bayn+Bea) + Y & (12)  respectively. The normalized dynamic power is given Riyiom, =
k=1 (kJ)eE® fm'VdZdn- Accordingly, the dynamic power of a tagk operating in
subject to Di+t+8j <Dj V(kj)eE® (13) modem is computed a€ets, - Panom,- Based to these definitions, the

MILP problem is formulated as:

O j = max(Pvdd- [Vdd, — Vdg;|: Pvbs' [Vbs, — Vbs ) [
Minimize |7

As we can see, the objective function Eq. (12) now additionally accoun ) ) '

for the transition overheads in terms of energy. The energy overheads Z ZM (Ceffk Panom, *tkom+ Reak, tk*”‘) (15)

can be calculated according to Eq. (4) for all consecutive taskadT| —me

on the same processdE{ is defined in Section 2.1). However, scaling subject to Dy + Z t < diy (16)

voltages does not only require energy but it introduces delay overheads mar mo=

as well. These overheads might delay the start times of subsequent tasks.

Therefore, we introduce an additional constraint similar to Eq. (8), which D+ Y tkm < D V(kDeE a7

states that a task; can only start after the execution of its predecessor meat

Tk (Dk +1tx) on the same processor and after the new voltage mode is _ _

reached & j). This constraint is given in Eq. (13). The delay penalties Gkm=tm fm and 3 o&m=NG &meN (18)

O j are introduced as a set of new variables and are constrained subject meM

to Eq. (14). Similar the CNOH formulation, the COH model is a convex Dk>0 and tm>0 (19)

nonlinear problem, i.e., it can be solved in polynomial time. The total energy consumption, expressed by Eq. (15), is given by two
. . . sums. The inner sum indicates the energy dissipated by an individual

6 Optimal Discrete Voltage Selection task Tx, depending on the timg , spent in each moden. While the

In the previous section, we have shown how continuous voltage scuter sum adds up the energy of all tasks. Unlike the continuous voltage
ing can be solved optimally in polynomial time. Voltage scaling wascaling case, we do not obtain the voltagg andVs directly, but rather
performed for bothyg andVi,s. Furthermore, the consideration of tran-We find out how much time to spend in each of the modes. Therefore,
sition overheads was introduced into the model. These approaches gask execution timg m and the number of clock cycleg m spent within

vide a theoretical lower bound on the possible energy savings. In realifymode become the variables in the MILP formulation. Of course, the
however, processors are restricted to a discrete 9éjandVy,s volt-  Number of clock cycles has to be an integer and hegggs restricted to

age pairs. In this section we investigate the discrete voltage selectihi¢ integer domain. We exemplify this model graphically in Figures 4(a)
problem without and with the consideration of overheads. We will alsand 4(b). The first figure shows the schedule of two tasks executing

analyze the complexity of the discrete voltage selection problem. ~ each at two different voltage settings (two modes out of three possible
. modes). Taski executes for 20 clock cycles in mode and for 10

6.1 Problem Complexity clock cycles inmy, while taskt, runs for 5 clock cycles img and 15

Theorem 1 The discrete voltage scaling problem is NP-hard. clock cycles inmp. The same is captured in Fig. 4(b) in what we call

- . ) mode model. The modes that are not active during a task’s runtime
Proof 1 We proof by restriction. The discrete time-cost tradeoff (DTCTEaVe the corresponding time and number of clock cycles 0 (mege
problem is known to be NP-hard [5]. By restricting the discrete dynamig,, 1, andml for 12). The overall execution time of task is given
voltage scaling (DDVS) problem to contain only tasks that require ags the sum of the times spent in each mog,( tkm)- It should be
execution of one clock cycle, it becomes identical to the DTCT problefnted that the model in Fig. 4(b) does not capture the order in which

Hence, DTCTe DDVS which leads to the conclusion DDZS\NP. modes are activated, it solely expresses how many clock cycles are spent

For space reasons, we refer the interested reader to [20], where an i&@ach mode. Eq. (16) ensures that all the deadlines are met and Eq. (17)
haustive proof is given. Note, that the problem is NP-hard, even if w@aintains the correct execution order given by the precedence relations.
restrict it to supply voltage scaling (without adaptive body biasing) andhe relatlon between execution time and number of clock cycles as wel]
even if transition overheads are neglected. It should be noted that tA the requirement to execute all clock cycles of a task are expressed in
finding renders the conclusion of [Plimpossible, which states that the Ed: (18). Additionally, task start timds, and task execution times have
discrete voltage scaling problem (considered in [11] without body biad® P€ equal or larger than zero, as given in Eq. (19).

ing and overheads) can be solved optimally in polynomial time. 6.3 Discrete Voltage Selection with Overheads
6.2 Discrete Voltage Selection without Overheads We now proceed with the incorporation of transition overheads in the

In the following we will give a mixed integer linear programming MILP formulation given in Section 6.2. Obviously, the order in which
(MILP) formulation for the discrete voltage selection problem withthe modes are activated has an influence on the transition overheads, as
out overheads (DNOH). We consider that processors can run in diffeie have already demonstrated in Section 3. Nevertheless, the formula-
ent modesm € M. Each modam is characterized by a voltage pair tion in Section 6.2 omits information regarding the activation order of
modes. For instance, from the Fig. 4(b), we cannot tell if for tagk

3The flaw in [11] lies in the fact that the number of clock cycles spent in anodemy or my is active first. We introduce the following extensions
mode is not restricted to be integer. needed in order to take both delay and energy overheads into account.




Givenm operational modes, the execution of a single tgséan be sub- 7 Experimental Results
divided intom subtasks},i = 1,...,m. Each subtask is executed in one
and only one of then modes. Subtasks are further subdivided imo
slices, each corresponding to a mode. This results-mslices for each
task. Fig. 4(c) depicts this model, showing that tegkuns first in mode
mp, then in modem, and thatr, runs first in modamg, then inmp. This
ordering is captured by the subtasks: the first subtagi ekecutes 20
clock cycles in moden,, the second subtask executes one clock cycle i
my and the remaining 9 cycles are executed by the last subtask in m(@g:'
my; To executes in its first subtask 4 clock cycles in moag 1 clock
cycle is executed during the second subtask in mmogleand the last
subtask executes 15 clock cycles in the moge Note that there is no
overhead between subsequent subtasks that run in the same mode.
instance, the two subtask&andt$ run both in modem, and hence there
is no switch. The following gives the modified MILP formulation:

We have conducted a set of experiments using numerous generated
benchmarks as well as a real-life GSM voice codec example, in order
to demonstrate the applicability of the presented approaches. The au-
tomatically generated benchmarks consist of 75 task graphs containing
between 10 and 150 tasks, which are mapped and scheduled onto archi-
Hactures composed of 1 to 3 processors. The technology dependent pa-
eters of these processors were considered to correspond to a CMOS
ication in 7@m for which the leakage power represents approxi-
mately 50% of the total power consumed. For experimental purpose the
amount of deadline slack in each benchmark was varied over a range 0
t(%gp%, using a 10% increment, resulting in 750 performed evaluations,
carried out with the aim to achieve representative average values.
The first set of experiments was conducted in order to demonstrate
the achievable energy savings when comparing the claggicselec-
tion with simultaneoudyq andVs selection. Fig. 5(a) shows the out-
Minimize comes for the continuous voltage selection with and without the consid-
eration of transition overheads. The continuous voltage ranges were set
|71 to 0.6V < Vyg < 1.8V and—1V < Vs < 0. The figure shows the per-
> (Ceffk “Pdnom,  tksm + Peak, 'tk-,s,m) centage of total energy consumed (relative to the baseline energy) as a
K=lscM meaf function of the available slack within the application. As a baseline we
7] consider the energy consumption at the nominal (highest) voltadkgdor
+ Z Z z Z <bk,&i7j ~EF{,,-> (20) andvs Itis easy to inspect the advantage of the combined voltage selec-
k=lscMieM jeM tion scheme over the classical voltage selection, with a difference of up
. to 40%. These observations hold with and without the consideration of
subject to S = bisi.j - DP. | (21) overheads. Regarding the overh_ead influence on_the overall energy con-
séari&ar |5 o ’ sumption, we can see from the figure that th_e savings are arom_md 1% for
the combined scheme and 2% for the classical voltage selection. These
% =Y > bkmij-DR;j where(kl)e£* (22)  moderate amounts of additional savings have a straightforward expla-
ieM jeM nation: Within the continuous scheme (which from a practical point of
view is unrealistic), the voltage differences between tasks are likely to be
Dic+ Z Z thsm+ Ok < dlk (23) small, i.e., large overheads are avoided (see Eq. (4) and Eq. (5)).
se M meM . X
We have further evaluated the discrete voltage selection scheme.
D+ > > tsmt+O&+3p1 <D V(kI)€E,(pll)€E* (24) Here the processors could switch between three different voltage set-
seM meM tings(1.8,0), (1.5,—0.4), and(1.2,—0.6) for the combined scheme, and
Csi=tksi-fi kind,.,nsinl.. miinl..mceN (25) 18,15, and 12 for the classicalyq selection. The results are given in
' - . Fig 5(b). As in the continuous case, we can observe a difference between
> Z Cksi =NG kinl,...n (26)  the classical supply voltage selection and the more efficient combined
seMieM selection scheme. For low amounts of slack (around 10%), the savings
for the combined selection are significantly lower than in the continuous
In order to capture the energy overheads in the objective functigi@se. The reason for this is that, due to the small slack available, the pro-
(Eq. (20), we introduce the boolean variablgs; j. In addition, we cessors have to run in the highest voltage mogie, whiph does not reduce
introduce an energy penalty matrix EP, which contains the energy ovégakage power. Further, we can see that with increasing slack, the over-
heads for all possible mode transitions, iR j denotes the energy all energy approaches the theoretical minimum given by the continuous
overhead necessary to Change form mode J These energy over- case, since more time Is spent in the energy-effICIent medét is inter-
heads are precomputed based on the available modes (voltage pairs)&fithg to observe the influence of the transition overheads, in particular
Eq. (4). The overall energy overhead is given by all intratask and invhen not much system slack is available. In this situation the unneces-
tertask transitions. The intratask and intertask delay overheads, giverBaTy switching between voltages to exploit the "small” amounts of slack
Eqg. (21) and (22), are calculated based on a delay penalty nRrjx ~ causes an |ncre§sed energy overhead. Consider, for_ instance, the case!
which, similar to the energy penalty matrix, can be precomputed bas#édiere the combinedyq andVis selection has been optimized with and
on the available modes and Eq. (5). For a tgsind for each of its sub- Wwithout overheads. Between 10% to 40% of slack, the consideration of
taskst;, except the last one, the varialiigs; ; = 1 if modei of subtask transition overheads results in improved solutions with up to 12% higher
1§ and modej of rﬁ*l are both activeg=1,...m—1,i,j = 1,....m). savings. Of course, with increasing slack the number of tasks executed at

These are used in order to capture the intratask overheads, as in Eq. ( lowest voltage setting increases, and hence the number of transitions

For intertask overheads. we are interested in the last mode ofr;task's ecreased. As a result, the influence of the transition overheads re-
and the first mode of the subsequent taskrunning on the same pro- duces. It should be noted that the reported results for the discrete scheme

cessor). Therefordy m; j = 1 if the modei of the last subtask" and have been evaluated using graphs with at most 80 tasks (without over-

. . 1 - ) ._head, DNOH) and 30 tasks (with overhead, DOH), since the required
the modej of first subtask are both active. For the example given inqhimization times become intractable, as a result of the NP-hardness

Fig. 4(c),b1121, P1211, b1313, b2133, P2232 are all 1 and the rest of the problem (Section 6.1). To overcome this problem we have ad-
are 0. Deadlines and precedence relations, taking the delay overheggiznajly investigated a voltage selection heuristic. This heuristic uses
into account, have to be respected according to Eq. (23) and (24). Hefig yoltage schedules derived from the continuous selection (COH). For
Y sear Ymear tksm represents the total execution time of a tagkbased  oach selected continuous task voltage, the two surrounding discrete volt-
on the number of cycles in each of the subtasks and modes. Eq. pairs are chosen (similar to the classical approach proposed in [9]).
N il inimi , we perform a simple reordering of mode
tween the execution time and the number of clock cycles and the requitgsiyations. The results of this simple heuristic follows the discrete volt-
ment to execute all clock cycles of a task. Due to space limits, we refgbe selection without overheads, as shown in Fig 5(b). However, due to

the reader to [20], where more details regarding this MILP formulatiofis re|atively reduced polynomial time complexity, it can be applied to
are given. In particular, we have omitted here details on the computati®f}qe instances of the problem.

of theb variables as well as the constraints that make sure that one and|, orqer to further investigate the influence of transition overheads,
only one mode must be used by a subtask.
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we have carried out an additional set of experiments in which the amouatned for the DOH problem. Overall, the conducted experiments have
of processors’ overheads in energy and delay were varied by adjustidgmonstrated the advantages of the combined voltage selection over the
the values foC;, Cs, pvdd, @andpyps In accordance, we use the discreteclassicaMyq scheme. Furthermore, it was shown that the consideration
voltage selection with consideration of overheads. The results are givehtransition overheads has a profound impact on the overall achievable
in Fig 5(c). As expected, the energy dissipation increases for highenergy savings.
values of the overhead determining parameters. For instance, whilgya :
“hypothetical” processor which requires no transition overheads can § COI’]ClUSIOI’]S i ) )
duce the energy consumption by 58% if 40% of slack is available, &n€rgy reduction techniques, such as dynamic voltage scaling and adap-
realistic processor witkl; = 20uF, Cs = 80uF, pyqq = 200us/V, and tive body biasing can be gffectlvel_y epr0|ted_ at the system-le_vel. In
Pvbs = 200us/V achieves only 42%. This highlights the importance idhis paper, we hav_e |nvest|gateq different notions of the combined dy-
carefully consider the influence of transition overheads. namic voltage_scallng and adaptlve b_ody blasmg_ problem at the system-
In addition to the above given benchmark results, we have conducti&y®l- These include the consideration of transition overheads as well
experiments on a real-life GSM voice codec application, in order to vafiS the discretization of the supply and threshold voltage levels. It was
idate the real-world applicability of the presented techniques. Detaifiémonstrated that nonlinear programming and mixed integer linear pro-

regarding this application can be found in [19]. The GSM codec coiramming formulations can be used to solv_e these problems. Further,
sists of 87 tasks and is considered to run on an architecture compo NP-hardness of the discrete voltage scaling case was shown. Several

of 3 processing elements with two voltage modek8&y/, —0.1v) and generated benchmark examples as well as a real-life voice codec exam-
(1.0v,—0.6)). At the highest voltage mode, the application reveals
deadline slack close to 10%. Switching overheads are characterized
Cr = 1uF, Cs = 4pF, pyqq = 10us/V, andoyps = 10us/V. Since the
processing elements can only run at these discrete voltages, we restri
the following discussion to discrete voltage selection. Tab. 1 shows th
resulting energy consumptions in terms of dynafgjgn, leakageEeak, 3]
overheack, and totalEs energy (Columns 2-5). Each line represents :

[ Approach Tl Egyn | Eeax | € [ Es [ Reduc. %] s
Nominal 1.342 | 0.931 no 2.273 — g
DVDDNOH 1.276 | 0.892 | 0.051 | 2.219 2.34
DVDDOH 1.277 | 0.892 | 0.005 | 2.174 4.38 [6]
DNOH 1.292 | 0.625 | 0.168 | 2.085 9.91 7]
DOH 1.294 | 0.626 | 0.010 | 1.931 15.18
Heuristic 1.324 | 0.617 | 0.112 | 2.053 9.67 (8]

Table 1. Optimization results for voice codec algorithm

a different voltage selection approach. Line 2 (Nominal) is used as 4
baseline and corresponds to an execution at the nominal voltages. The
lines 3 and 4 give the results for the classivgy selection, without  [10]
(DVDDNOH) and with (DVDDOH) the consideration of overheads. As
we can see, the consideration of overheads achieves higher energy saving
(4.38%) than the overhead neglecting optimization (2.34%). Although
the dynamic energy is slightly increased when considering the overhead&?l
the total energy is minimized due to the reduction of transition overheade]
The results given in lines 5 and 6 correspond to the combiQgdand

Vps Selection schemes. Again we distinguish between overheads neglect-
ing (DNOH) and overhead considering (DOH) approaches. If the overt4]
heads are neglected, the energy consumption can be reduced by 9.9 g/%
yet taking the overheads into account results in an reduction of 15.18%,
solely achieved by decreasing the transition overheads. Compared [t6]
the classical voltage selection scheme (4.38% savings), the combinﬁlq]
selection achieved a further reduction of 10.8%. These experiments uh-
derline how the consideration of transition overheads helps in achievings]
energy-efficient voltage schedules. For comparison, the last line shows
the results of the heuristic approach. Although the result does not matitb]
the optimal one given in line 6, it should be noted that such heuristi
techniques are needed when dealing with problems of larger complexity
(increased number of voltage modes and tasks). In the GSM applic&”]
tion, although the number of tasks is realistically large, we considered
only two voltage modes. Therefore the optimal solutions could be ob-

gle were used to show the applicability of the introduced approaches.
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