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Abstract 2 Preliminaries

Multi-mode systems are characterised by a set of interacti@.1 Functional Specification of Multi-Mode Systems
operational modes to support different functionalities and starFhe abstract specification model we consider here is based on a
dards. In this paper, we present a co-design methodology foaombination of finite state machines and task graphs, used to cap-
multi-mode embedded systems that produces energy-efficient iure the interaction between different operational modes as well
plementations. Based on the key observation that operatioras the functionality of each individual mode. We refer to this
modes are executed with different probabilities, i.e., the systemodel as operational mode state machine (OMSM). A similar
spends uneven amounts of time in the different modes, we devetugel was used in [4]. However, we extend this model towards
a novel co-design technique that exploits this property to signigystem-level design and include transition time limits as well as
icantly reduce energy dissipation. We conduct several experirode execution probabilities. The following section explains this
ments, including a smart phone real-life example, that demomodel, using the smart phone example shown in Fig. 1a). This
strate the effectiveness of our approach. Reductions in powsmart phone combines three different functionalities within one

consumption of up to 64% are reported. device: a GSM phone, a digital camera, and an MP3-player.
2.1.1 Top-level Finite State Machine _ _
1 Introduction We consider that an application is given as a directed cyclic graph

, , Y(Q,0), which represents a finite state machine. Within this top-
The need for embedded systems continues to increase and pogg| model, each nod® € Q refers to an operational mode and

consumption has become one of the most important design Qfch edgd € O specifies a transition between two modes. If
jectives. Over the last few year numerous methodologies for tigg system undergoes a change from moge¢o modeOy, with
design of low power consuming embedded systems have begn y 'the transition time" associated with the transition edge
proposed, among whlch we find approache_s that leverage power (Ox,0y) has to be met. At any given time there is only one
management techniques, such as dynamic power managemghive mode, i.e., the modes are mutually exclusive. Fig. 1a) ex-
(bPM) and dynamic voltage scaling (DVS). emplifies the operational mode state machine for a smart phone
A key characteristic of many current and emerging embegxample with eight different modes. An activation scenario could
ded systems is their need to work across a set of different ifyok like this: When switched on, the phone initialises inet-
teracting operational modes. Such systems are called multi-maglgrk Search mode. Upon finding a network, the phone changes
embedded systems. Three previous approaches have addregseoRadio Link Control (RLC) mode. In this mode it maintains
the problem of designing mixed hardware/software implementghe connection to the network by handling cell handovers, radio
tions of multi-mode systems [7, 9, 13]. The main principle belink failure responses, and adaptive RF power control. An in-
hind these approaches is to consider the possibility of hardwageming phone call necessitates to switch i6&M codec + RLC
sharing, i.e., computational tasks of the same type, which cafode. This mode is responsible for speech encoding and decod-
be found in different modes, utilise the same hardware comppg while maintaining network connectivity. Similarly, the re-
nent. Thereby, multiple implementations of the same task typgaining modes have different functions and are activated upon
are avoided, which, in turn, reduces the necessary hardware ceabde change events. Such events originate upon user requests
As opposed to these approaches, the presented work addre¢sags MP3-player activation) or are initiated by the system itself
the design of low energy consuming multi-mode systems, hende,g. loss of network—switch back intetwork search mode).
it differs in several aspects from the previous works. The pa- Based on the key observation that many multi-mode systems
per makes the following contributions: a) We analyse the efpend their operational timeot evenlyin each of the modes, we
fects that the consideration afode execution probabilitidsas assume that for each operational ma@alés execution probabil-
on energy-efficiency. b) A co-design methodology for the desigity Wo is given, i.e., we know what percentage of the operational
of energy-efficient multi-mode systems is presented. We proposme the device spends in each mode. For instance, in accordance
a co-synthesis for multi-mode systems which maps and schdd-Fig. 1 a), the smart phone stays 74% of this operational time in
ules a system specification that captures both mode interactiRadio Link Control (RLC) mode, 9% inGSM codec + RLC mode,
and mode functionality. ¢) We investigate dynamic voltage scaénd 1% inNetwork Search mode. The left over 16% of the op-
ing in the context of multi-mode systems and consider that netation time are associated with the remaining modes. Of course,
only programmable processors might be DVS enabled, but addi-reality the mode probabilities vary from user to user. Never-
tionally the hardware components. theless, it is possible to derive an “average” usage profile based
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a) Operational Mode State Machine c) Possible Target Architecture

b) Task Graph of a Single Mode
Figure 1. Architectural and Specification Model

on statistical information collected from several different usersieeds to respect the imposed maximal mode transition times.
Taking this information into account will prove to be important Further, PEs might feature dynamic voltage scaling to enable a
when designing systems with a prolonged battery life-time.  tradeoff between power consumption and performance which can
2.1.2 Functional Specification of Individual Modes be exploited during run-time. For such PEs a voltage schedule
The functional specification of each mo®ec Q in the top-level needs to be derived, additionally to a timing schedule [10].

finite state machine is expressed by a task g@@(ﬂ'7 C); see To implement a multi-mode application captured as OMSM,
Fig. 1b). Here, each nodec 7 represents a task, an atomic unitthe tasks and communications of all operational modes need to be
of functionality that needs to be executed without preemption. Weapped onto the architecture, and a valid schedule for these activ-
consider a coarse level of granularity where tasks refer to funities€ € (4 = 7 U C) needs to be constructed. Further, for tasks
tions such as Huffman decoders, de-quantizers, FFTs, IDCTs, giapped to DVS enabled components an energy reducing voltage
Therefore, each task is further associated with a taskfyp€&©.  schedule has to be determined. Hence, an implementation candi-
A distinctive feature of multi-mode systems is that task type segte can be expressed through four functions which need to be de-
O of different mode<O € Q can intersect, i.e., tasks of identi- rived for each operational modee Q: MTO T —T M$: C—A,

cal type can share the same hardware resource. Of course,g@- 4 — RS, andV : Tpys — ¥, whereM® and M$ denote
source sharing is also possible for multiple tasks of identical typask and communication mapping, respectively. Activity start
which are found in a single mode, however, due to task commumes are specified by the scheduling functi&h while VO de-
nalities among different modes the chances to share resourcesfiies the voltage schedule for all tasks 7pys mapped to DVS-
increased. Edgesc C in the task graph refer to precedence conpPEs, wherel;is the set of the possible discrete supply voltages of
straints and data dependencies between the computational taghstt. Clearly, the mappings as well as the corresponding sched-
i.e., if two tasksf; andtj, are connected by an edge, then task ules are defined for every mode separately, i.e., during the change
must have finished and transfered its data to taskeforet; can  from modeOy to modeOy, the execution of activities found in

be executed. A feasible implementation needs to obey all timingodeO, are finished, and the activities of mo@g are activated.
constraints and precedence relations. 2.3 Motivational Example

2.2 Architectural Model and System Implementation  The influence of mapping in the context of multi-mode systems
Our system-level synthesis approach targets distributed archit#gth different mode execution probabilities is demonstrated in the
tures that possibly consist of several heterogeneous processing@lowing example. For simplicity we neglect timing and commu-
ements (PEs), such as general purpose processors (GPPs), AS1egion issues here. Consider the application shown in Fig. 2 a)
ASICs, and FPGAs. These components are connected throughéhch consists of two operational mod€3, andO,, each spec-
infrastructure of communication links (CLs). A directed grapfified by a task graph with three tasks. The system spends 10%
Ga(P, L) captures such an architecture, where nades? and  Of its time in modeO; and the remaining 90% in mods,, i.e.,
edges\ € £ denote PEs and CLs, respectively; Fig. 1c) shows dhe execution probabilities are given B = 0.1 and¥; = 0.9.
example architecture. The specification needs to be mapped onto an architecture built
Since each task might have multiple implementation altern@f a general purpose processor (PEQO) and an ASIC (PE1), linked
tives, it can be potentially mapped onto several different PEs th@y a bus (CLO). Depending on the task mapping to either of the
are capable to perform this type of task. However, if a task @&mponents, the execution properties of each task are given in the
mapped to a hardware component, i.e., ASIC or FPGA, a cofellowing table. It can be observed that all tasks are of different

for this task type needs to be allocated, involving the usage of PEO (chW) PdEl (HW)
area. Tasks assigned to GPPs or ASIPs (software tasks) need>< || . X€C. | @Y. energy) exec. yn. energy ) area
L - “Iype || time (mg (mw3y time (M9 (mw3 (cells)
to be sequentialised whilst the tasks mapped onto FPGAs and 0 T > 0010 20
ASICs (hardware tasks) can be performed in parallel if the nec—g 8 17 55 0012 300
essary resources (cores) are not already engaged. However, con 30 16 16 0.023 >75
tention between two or more tasks assigned to the same hardwarep 26 13 31 0.047 245
core necessitates a sequential execution order, similar to software E 30 15 1.8 0.015 210
tasks. Cores implemented on FPGAs can be dynamically recon- F 24 14 22 0.032 280

figured during a mode change, involving a time overhead whidype, therefore, if a task is mapped to HW, a suitable core needs to



[/} O 01 o)
Mapping Mapping[ Ty [T5 [T3[ T4 [T5 [ Te | O S
o1 o Sring [ofo[1fof1]0o] Swing[ofofolaf[1[1]
‘x\A T agmPEO A T __PEO rHA
@0 OmON @ g g
mONIPG ot de] B =
D © 0 ©
S i 5| LR 1< @
o ! o A C
Cc ," PEL § E PEL § a) Application with resource b) Resource sharing, c) No resource sharing,
W.=01 W.=0.9 - @ é n — @ i sharing possibility but no shut-down possible but component shut-down
1= 2= g 5 . . .
EJs 4 Figure 3. Example 2: Multiple Task Implementations
a) Application specified b) Optimised without c) Optimised with .
by two interacting modes mode consideration mode consideration 3 Problem Formulanon
Figure 2. Example 1: Mode Execution Probabilities Our goal is an energy-efficient and feasible implementation of ap-

be allocated explicitly for that task. Hence, in this particular expllcatlon Y, modelled as an OMSM. This involves the derivation

i i 0 o]
ample, we do not consider hardware sharing. Each allocated cc())lfethe mapping and schedule fun_cﬂorM_.R, My, ; andvr), .
ee Section 2.2, under the consideration of static and dynamic

uses area on the hardware component which offers 600 cells, i'se'Wer dissinations as well as mode execution brobabilities. The
at most 2 cores can be allocated at the same time without violatiR ISSipatl we de execution p NUes..
erage power consumpti@ofan implementation alternative is

the area constraint (see above table, column 6). Note, althou !

the two modes execute mutually exclusive, the task types impl ven by: p= Zﬂ(ﬁgy%r paat) . Yo 1)

mented in hardware (cores) cannot be changed during run-time, o=

since their implementation is static (non-reconfigurable ASIC). where p‘éy“, pea andWo refer to the dynamic power consump-
Consider the mapping shown in Fig. 2b). This representin, the static power consumption, and execution probability of

the optimal solution in terms of energy dissipation when nemodeO, respectively. The power consumptions are given as,

glecting the execution probabilities, since the highest energy 1 _
dissipating tasktg andts) are executed using a more energy- E(’Jy": < z E(s)) o and p3= z pStat(g)
efficient hardware implementation. Nevertheless, taking the real e€qp Po tcko

behaviour into account, mod®, is active for 10% of the op- where4, andhpg are all activities and the hyper-period of mode

erational time, i.e., its energy dissipation can then be calculatgql' oo : stat i i
e . pectively. P*'4(&) refers to the static power consumption
as 01- (10mWst 14mW s+ 23uWg = 2.4023nWs Similarly, o 5 component, found in the set of all active components

modeOs is active 90% of the time, hence, its energy is given b% C PU L of modeO. With res i
- } pect to the type of activities,
0.9 (13mW st 151W st 14mW§ = 24.3135mW s Based on both ¢ gy namic energy consumpti&te) is calculated as,

modes, the total energy dissipation results irv268nW's

. : : : P in(€) - g0® if €€ It
Fig. 2c) shows an alternative mapping which represents the max(€) - tmin(€) v '1€€Tovs
optimal assignment of tasks when mode execution probabil- E(e) = Pmax(€) - tmin(€) if e€ T\ Tpvs
ities are considered. In this configuration tasis and Ts Pc(e) -te(e) ifeeC

use a hardware implementation. According to this solution . . L
the energy dissipation of mode 1 and mode 2 are given t!v?}wer'erax is the dynamic power d|$S|pa't|on afil the execu-
0.1. (LOMW s+ 14mW s+ 16mW$ — 4mWsand 09- (13mW s+ on time of tasks when executed at nominal supply volégsg.

- Taskst € Ipys mapped to DVS-PEs can execute at a scaled sup-
15uW s+ 32uW g = 11.7423nW s respectively. The total energy - :
for this mapping is 1¥423nW's hence, it is 41% lower com- ply voltageVygy, resulting in a reduced power consumption. Fur-

. . L C ther, communications consume poviRerover a timec.
pared to the first mapping shown in Fig. 2b), which is not op- The synthesis goal is to find%\tlzesk mapph@ Ca commu-

timised for an uneven task execution probability. Furthermore,cation mapping©, a time schedul&Y, and a voltage sched-
the second task mapping, shown in Fig. 2c), allows to switch-off PPINGVly’, ' g

PE1 and CLO during mod®, since all tasks of this mode are as-ule V° for each operational mod®, such that the total average
signed to PEO. This results in a significant reduction of the statROWer p, given in Equation (1), is minimised. A feasible imple-
power, further increasing the energy savings. mentation cand|date needs to fulfil the_ following requirements:
An important characteristic of multi-mode systems is tha®) The mapping of tasks!® does not violate area constraints,
tasks of the same type might be found in different operationh®- (Xner8) < ag®™, Ve P; wherelr is the set of all
modes, i.e., resources can be shared among the different mod@gk types implemented on RE anda, andap® refer to the
To increase the possibility of component shut-down, it might brea used by task typpand the available area on RErespec-
necessary to implement the same task type multiple times, hofiely. b) The timing schedul& and the voltage schedulé®,
ever, on different components. The following example, shown i#ased on task and communication mapping, do not exceed any
Fig. 3, clarifies this aspect. Here tasksandt, are of type A, task deadline®; or task graph repetition periods therefore,
allowing resource sharing. In the first mapping, given in Fig. 3 bjs(T) +texe(T) < min(6r, @) , VT € 7, wherets(T) andtexe refer
both tasks utilise the same HW core. However, additionally inf® task start time and task execution time (potentially based on
plementing taskrs as software, as shown in Fig. 3c), allowsVoltage scaling), respectively. c) The system recqnflguratlontlme
to shut-down PE1 and CLO during the execution of m@e T between mode changes does not exceed the imposed maximal
Hence, multiple implementations of task types can help to redufode transition time™®. Hencetr <t"*, vT € ©, needs to
power dissipation. be respected for all mode transitions.
These two examples show that it is essential to guide the sy- Synthesis of Low Power Multi-Mode Systems
thesis process by an energy model that takes into account the & co-synthesis approach for energy-efficient multi-mode sys-
ecution probability and allows multiple task implementations. tems is based on two nested optimisation loops. The outer loop



Input: -(L)imgxll (ﬂlrrggaitefgi mictgicntir; task graphs), Technology multiple times. In our approach, we allocated additional cores
Output: - Outer loop: Core Allocation, Task Mapping (line 5) for parallgl task; W|_th low mob|_I|ty (I_mg 4), therefore, the
- Inner loop: Comm. Mapping, Scheduling, Scaled Voltages chance to exploit application parallelism is increased. Clearly,

8%5a%ﬁ;%&ejé%'r?\ifg'gi?]%%%’)” /f randomly from an energy point of view, this is also preferable, especially
03: forall mape Pop in the presence of DVS, where a decreased execution time can be
8;«5 g:)?gzg%m%Ur%ee'\:l]?ﬁ\i}\i}icisr(e@%);//%S()%PMLAP exploited. At this point it is possible to compute the static power
06 ap:cgchEeapenalty(map,éore‘;') ) consumption of the implementation (line 7), taking into account
07: PstatPE=CalcStaticPowerPE component shut-down. Components can be shut-down during the
08: trp=CalcTransitionPenalty(cores) execution of a certain mode, whenever no tasks belonging to that
09: forall modec Q ! .

10: CommMappingScheduling(mode) // inner loop mode are mapped onto these components. Another aspect is the
o }E’éTno(‘rjfgggﬂg@g‘f&%ﬁg&ﬂg&?nincl VS reconfigurability of FPGAs which allows to exchange the cores
13: PstatCL=CalcStaticPowerCL to suit the active mode. However, this reconfiguration during a
1 ran'i“g;n’\/'k"’i‘ﬁgliRgi'\:/iimfasé((';%”'tp'PStatCLvPStatPEvapr“p) mode change takes time, hence, we introduce a transition penalty
16:  mat=SelectedMatingIndviduals(ran) if the maximal transition times are exceeded (line 8). Having de-
%f g"]yfgpﬁr']”tﬁfsfé%‘é%gm;‘t) termined the cores to be implemented (line 5), it is now possible
19: Shutpdov?nlmproveme?]tMutatid?[Qp) to schedgle gach mode of .the applic_ation and to derive a feasible
20:  ArealmprovementMutatioRb ) communication mapping (line 10). Since the modes are mutually
21: TimingimprovementMutatioop) exclusive, it is possible to employ a communication mapping and
22:  TransistionimprovementMutatidPgp) <, possib ploy pping
Figure 4. Pseudo Code: Multi-Mode Task Mapping GA scheduling optimisation for a single mode system. We utilise the

technique outlined in [12]. If timing constraints are violated by
optimises task mapping and core allocation while the inner loopike found schedule, a timing penalty is introduced (line 11). Fur-
responsible for the optimisation of communication mapping anither, based on the communication mapping and scheduling, the
scheduling. Due to the space limitations we focus here on tlynamic power consumption of the application can be computed,
mapping and core allocation, which are explained next, and refexking into account DVS (line 12). Similarly to the shut-down of
the interested reader to [12] were communication mapping amEs, it is also possible to switch-off a CL when no communica-
scheduling are outlined. tions are mapped to that link (line 13). Based upon all estimated

4.1 Task Mapping and Core Allocation Approach power consumptions and penalties, a fitness is calculated (line
5 U

The presented task mapping approach, which deterniigder -4 3S.Fu = p-tp- (1‘£WA ' %ﬂei”v(aﬂ —ag™)/(ap™-0.01)

all modes of applicatiolY, is based on a genetic algorithm (GA). (WR* Mreo, ir/tF X)l,ﬂw_ eredt € energy_consum?nqmls gk:ven

More exactly, we have extended a GA mapping technique for siRY Equatn?n ) anl_pdlr;tro llljces a F"r?'ng pe_nellty. Furt Fr’ an

gle mode systems [11] to suit the particular problems of multg"€@ Penalty is applied for all PEs with area violatirby relat-

U irfNaX  Qimi iti
mode systems. These problems include resource sharing, com used arean and. area constranaﬂ‘ . Similarly, a transition
nent shut-down. and mode transition issues ime penalty is applied for all transitions that exceed their maxi-

In general, GAs optimise a population of individuals over se\):nal transition time limity, "g);' transition timér exceeds maxi-
eral generations by imitating and applying the principles of natlﬁpal allowed transition t'méTn. - Both area and transition penalty
ral selection. l.e., the GA iteratively evolves new populations b re weightedwa andwg) .Wh'Ch ‘”?l”OWS to_adjust the aggressive-
mating (crossover) the fittest individuals (highest quality) of th ess of the .penalty. Having asagngd a_ﬁtness to all |nQ|V|duaIs of
current population pool until a certain convergency criterion i € population, they are ranked using "T‘e.ar scah_ng (line 15). A
met. In addition to mating, mutation, that is, the random chan 8urnament selection scheme picks individuals (line16) for mat-

of genes in the genome (string), provides the opportunity to pu (line 17). The produced offsprings are inserted into the pop-

the optimisation into unexplored search space regions. An excgl-at'on (line 18). In order to push the GA away from infeasible
lent introduction to GA can be found in [3]. In our case, eac nd lO.W quality deS|g.n Space regions, we apply four new genetic
mapping candidate is encoded into a multi-mode mapping strir?@i:'tat'on operators (lines 19_2_2)’ introduced next.
as shown in Fig. 2b) and Fig. 2c). A detailed description of thehut-down Improvement: To increase the chances of compo-
proposed mapping GA is outlined in Fig. 4. nent shut-down, which Ieads toa reductipn of static power con-
Starting from an initial random population (line 1), the opti-Sumption, we employ a simple yet effective strategy during the
misation runs until the convergency criterion is met (line 2). Th@ptimisation. Out of the current population randomly picked in-
criterion we use is based on the diversity in the current populdividuals (probability 2% was found to lead to good results) are
tion and the number of elapsed iterations without any improve®odified as follows. A single modéy and a non-essential PE
individual. To judge the quality of mapping candidates, i.e., thBa are selected. Non-essential PEs are qongldered to be.PEs tha
fitness which guides the genetic algorithm, it is necessary to dglPlement task types that have alternative implementations on
timate important design objectives, including static and dynamgther PEs, hence, they are not fundamental for a feasible solu-
power dissipation, area usage, and timing behaviour (lines 08an. Our goal is to switch-off PEw during the execution of
13). The following explains each of the estimations. The hardn0deOx. Therefore, all tasks of mod@ which are mapped to
ware area depends on the allocated cores. Of course, for each fsRre randomly re-mapped to the remaining PE§ (@), hence,
type mapped to hardware at least one core of this type needs tdfe™a can be shut-down during mo@..
allocated. However, if too many cores are placed onto an ASl&rea Improvement: To avoid convergency towards area infeasi-
or FPGA, the available area is exceeded and an area penaltyplis solutions we employ a second strategy. If only infeasible area
introduced (line 6). On the other hand, if multiple tasks of thenappings have been produced for a certain number of generations
same type are mapped to the same hardware component andvilery to push the search away from this region by randomly map-
hardware area is not violated, it is possible to implement corging hardware tasks onto software programmable PEs.



Hardware Component Transformed HW Component Example without probab. with probab. (proposed)
core 0 (No. of Powerp | CPUtime || Powerp | CPU time || Reduc.
() | — modes) | (mw) | ) | (9 %)
B mull (4) 8.131 20.7 7.529 247 7.29
core 1 @ @ £ core A mul2 (4) 3.404 155 2.771 182 || 18.61
B mul3 (5) 10.923 234 || 10.430 23.0 417
core 0 Tl‘ 1, § mul4 (5) 7.975 21.0 6.726 252 || 15.50
B coreA T mul5 (3) 5.186 18.4 4.668 22.1|[ 10.01
corel [ Tol| Ts [ T4 | ] " [ mul6 (4) 1.677 20.6 1.301 19.9 || 22.46
ts =) "ty tep mul7 (4) 3.306 11.6 1.250 21.4 62.18
Figure 5. DVS Transformation for HW Cores mul8 (4) 1.565 32.1 1.329 28.0 15.06
- . mul9 (4) 3.081 6.0 1.901 58| 3828
Timing Improvement: In contrast to the area improvement strat- —muiio ®) 1.105 283 0.941 321 14.83
egy, if a certain amount of timing infeasible solutions have been muit1 (3) 2.199 9.3 1.304 16.6 || 40.70
produced, software tasks are randomly mapped to faster hardwarewli2 (4) 7.006 25.4 5.975 342 || 14.69

implementations. Thereby, the chance to find timing feasible im- t4pje 1. Considering Execution Probabilities (w/o DVS)

plementations is increased.

Transition Improvement: As mentioned above, cores imple-

mented on FPGAs can be dynamically reconfigured, involving Experimental Results

a time overhead. If this overhead exceeds the imposed transitionr co-synthesis approach for energy-efficient multi-mode sys-

time limits, the mapping is infeasible. Hence, after generating feems has been implemented on a Pentium 111/1.2GHz Linux PC.

a certain number of generations solely solutions that violate the order to evaluate its capability to produce high quality solutions

transition times, tasks are randomly re-mapped away from th&terms of energy consumption, timing behaviour, and hardware

FPGAs that cause the violations. area requirements, a set of experiments has been carried out on
Although some of the produced genomes might be infeasibie automatically generated examplesu{1 -mul12 ) and one

in terms of area and timing behaviour, all these strategies hawgal-life benchmarkgmart phone ). All reported results were

been found to improve the search process significantly by intrgbtained by running the optimisation processes 40 times and av-

ducing individuals that evolve into high quality solutions. eraging the outcomes.

4.2 Dynamic Voltage Scaling in Multi-Mode Systems Each of the 12 generated examples is specified by 3 to 5 oper-
Dynamic voltage scaling is a powerful technique to reduce emtional modes, each consisting of 8 to 32 tasks. The used target
ergy consumption by exploiting temporal performance requirérchitectures contain 2 to 4 heterogeneous PEs, some of which
ments through dynamically adapting processing speed and s@pe DVS enabled. These PEs are connected by 1 to 3 CLs.
ply voltage of PEs. The applicability of DVS to embedded dis- To illustrate the importance of taking mode execution prob-
tributed systems was demonstrated in [5, 8, 10]. However, theahilities into account during the synthesis process, we compare
papers concentrated on dynamically changing the performanae execution probability neglecting approach with our synthesis
of software PEs only, while parallel execution of tasks on hardechnique. Tab. 1 shows this comparison for the 12 generated
ware resources has been neglected. Nevertheless, in the conextchmarks. Columns 2 and 3 give the dissipated average power
of energy-efficient multi-mode systems, where performance rand optimisation time for the execution probability neglecting ap-
guirements of each operational mode can vary significantly, DM®oach while Columns 4 and 5 show the same for the proposed
needs to be considered carefully. For instance, consider an approach. Take, for instance, exampial6 . Ignoring the ex-
verse DCT algorithm, used by the MP3 decoder and the JPE@ution probabilities during the optimisation an average power
image decoder, implemented in fast hardware. Clearly, the JPBG1.677mW is achieved. However, the optimisation under the
decoder should restore images as quickly as possible (maxingahsideration of the real-world characteristic that modes execute
clock frequency), while the MP3 decoder works at a fixed sanwith uneven probabilities the average power can be reduced by an
pling rate of 2Bns(reduced clock). Using DVS it is possible to appropriate task mapping and core allocation.80ImW. This
adapt the HW core speed to suit both needs and reduce the endsgy significant reduction of 22.46%. Furthermore, it can be ob-
dissipation to a minimum. served that the proposed technique was able to reduce the energy
In this work, we consider that hardware components might engissipation of all examples with up to 62.18%. Note that these
ploy DVS. However, due to the area and power overhead involveedductions are achieved without a modification of the underlying
in additional DVS hardware (DC/DC converter), we take into achardware architectures, i.e., the system costs are not increased.
count that all cores allocated to the same hardware component Hris also important to note that the achieved energy reductions
fed by a single voltage supply, i.e., dynamically scaling the sugire solely introduced by taking the mode execution probabilities
ply voltage simultaneously affects the performance of all cores énto account during the synthesis process, i.e., both compared ap-
that component. proaches allow the same resource sharing and rely on the same
To cope with this, we transform the potentially parallel exescheduling technique. Comparing the optimisation times for both
cuting tasks on a single scalable hardware resource into an equipproaches it can be observed that the proposed technique shows
alent set of sequentially executing tasks, taking into account theslight increased CPU time for most examples, which is mainly
dynamic power dissipation on each core. Note that this is doneduoe to the design space structure.
calculate the scaled supply voltages only, i.e., this virtual trans- We were also interested to see how the proposed technique
formation does not affect the real implementation. Fig. 5 showompares to DVS and if further savings can be achieved by tak-
the transformation of 5 hardware tasks, executing on two corésg the mode probabilities and DVS simultaneously into account.
to 3 sequential tasks on a single core. This sequential executitab. 2 reports our findings. The DVS technique we use here is
is equivalent to the behaviour of software tasks, hence, a voltage extended version of the one presented in [10]. This extension

scaling technique for software processors can be applied.



Example without probab. with probab. (proposed) without probab. with probab. (proposed)

(No. of Powerp | CPUtime || Powerp | CPUtime [[ Reduc. Smart Powerp | CPUtime || Powerp | CPUtime [[ Reduc.

modes) (mw) C) (mwW) ©® (%) phone (mw) ©) (mw) ©® (%)

mull (4) 4271 526.6 3.964 768.6 || 10.92 w/o DVS 2.602 80.1 1.801 96.9 | 30.76

mul2 (4) 1.568 860.4 1.273 687.4 || 18.82 with DVS 1.217 37545 0.859 434481 29.41

mul3 (5) 4012 1053.5 3.344 1192.2|| 16.66 .

mui (5) 2914 11352 2320 11254 20.39 Table 3. Results of Smart Phone Experiments

23:2 Eﬁ; é:ggg i?;; é;iég 2:5:; 3212.\8,, taking into account the mode usage profile, this can be_ reduced by

mul7 (4) 1331 5403 0479 8207 || 64.02 30.76% to 180ImW. We have also applied DVS to this bench-

mulg (4) 0.564 1262.1 0.436 14120 22.64 mark, considering that the GPP of the given architecture supports

mul9 (4) 0.942 161.2 0.648 177.1]] 34.66 DVS functionality (see second row in Table 3). We can observe

mul10 (5) 0.480 1456.3 0.394 13619 17.88 that the power dissipation drops t®17mW, even when neglect-

mulll (3) 0.396 3181 ) 0.255 403.2 || 3553 ing mode execution probabilities. However, the combination of

mull2(4)|] 2857] 13847] 2460] 14507 1391 applying DVS and taking execution probabilities into account,
Table 2. Experimental Results with DVS results in the lowest power dissipation oBBIMW, a 29.41%

. . reduction. Overall, decreasing the average power fr&d@Z2nW
enables the consideration of DVS not only for software procegs o gsonw. This is a significant reduction of nearly 67%.
sor but also for parallel executing cores on hardware PEs (sge Conclusions

Section 4.2.) As in the first experiments, we compare two ap- h d | desi hodol f
proaches, one neglecting the mode execution probabilities durifff "Nave proposed a novel co-design methodology for energy-
flicient multi-mode embedded systems. Unlike previous ap-

optimisation, while the second takes them into account througf . . T .
out the synthesis. Similar to Tab.1, Column 2 and 3 of Tab. Broaches, the presented co-design technique optimises mapping

show the results without consideration of execution probabilitie€nd scheduling not only towards hardware cost and timing be-

whilst Column 4 and 5 present the results achieved by the prg@viour, but additionally reduces power consumption. The key
posed approach. Lets consider againl6 . Although the exe- contribution was the development of an effective mapping strat-

cution probabilities are neglected in Column 2, we can obser&dy that consi.ders uneven mode exeg:ution probabilities as weI_I as
a reduced average power dissipatior6@3mW) when compared several other important power reduction aspects, such as multiple

to the results given in Tab. 1. This clearly demonstrates the higSK implementations. Fc;]r tTiS prPﬁSfe' we have introduced a GA
energy reduction capabilities of DVS. Nevertheless, it is possib} sed mapping approach along with four improvement strategies

to further minimise the average power t@65mW by consider- nat guide the mapping optimisation towards high quality solu-
tions in terms of power consumption, timing feasibility, and area

ing the execution probabilities together with DVS. This is an im= ; ; ;
provement of 32.53%. For all other benchmarks, savings of up #529¢- We have validated our approach using several experiments
64.02% were achieved. Due to the computation of scaled suppfif'uding & smart phone real-life example. These experiments
voltages and the influence of scheduling on the energy dissipV® dﬁ'rr.]on'strated that it is important to take mode execution
tion, the optimisation times are higher when DVS is consideredProbabilities into account.
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