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Abstract
In this paper, we propose a new technique for the combined voltage
scaling of processors and communication links, taking into account dy-
namic as well as leakage power consumption. The voltage scaling tech-
nique achieves energy efficiency by simultaneously scaling the supply
and body bias voltages in the case of processors and buses with re-
peaters, while energy efficiency on fat wires is achieved through dy-
namic voltage swing scaling. We also introduce a set of accurate com-
munication models for the energy estimation of voltage scalable embed-
ded systems. In particular, we demonstrate that voltage scaling of bus
repeaters and dynamic adaption of the voltage swing on fat wires can
significantly influence the system’s energy consumption. Experimental
results, conducted on numerous generated benchmarks and a real-life
example, demonstrate that substantial energy savings can be achieved
with the proposed techniques.

1 Introduction
To fully exploit the potential performance provided by multiprocessor
architectures (e.g. systems-on-a-chip), communication has to take place
over high performance buses, which interconnect the individual compo-
nents, in order to prevent performance degradation through unnecessary
contention. Such global buses require a substantial portion of energy, on
top of the energy dissipated by the computational components [18, 19].
The minimization of the overall energy consumption requires the com-
bined optimization of both the energy dissipated by the computational
processors as well as the energy consumed by the interconnection in-
frastructure.

Dynamic voltage scaling (DVS) and adaptive body biasing (ABB)
are two system-level approaches that can be used to reduce the
energy consumed by processors. Both techniques provide an en-
ergy/performance trade-off, which can be exploited during run-time.
Conceptually, DVS aims to reduce thedynamic powerconsumption by
decreasing the operational frequency and supply voltage [8, 23], while
ABB is efficient in limiting thestatic leakage powerconsumption by
reducing the operational frequency and increasing the circuit’s thresh-
old voltage via body biasing [12]. Until recently, dynamic power has
been the main source of power dissipation. However, in deep-submicron
CMOS technology (feature size< 70nm), leakage power is predicted to
become comparable to the dynamic power [4, 12]. Hence, the combina-
tion of DVS and ABB will become essential to manage the total energy
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dissipation of next generation embedded systems [14]. Approaches for
combined DVS and ABB in distributed time-constrained systems have
been reported [22, 15].

A negative side-effect of the shrinking feature sizes is the increasing
RCdelay of on-chip wiring [10, 19]. The main reason behind this trend
is the ever-increasing line resistance. In order to maintain high per-
formance it becomes necessary to “speed-up” the interconnects. Two
implementation styles which can be applied to reduce the propagation
delay are: (a) The insertion ofrepeatersand (b) the usage offat wires.
In principle, repeaters split long wires into shorter (faster) segments
[10, 11, 19] and fat wires reduce the wire resistance [18, 19]. Tech-
niques for the determination of the optimal quantity of repeaters are in-
troduced in [10, 11]. An approach to calculate the optimal voltage swing
on fat wires has been proposed in [18]. Similar to processors with sup-
ply voltage scaling capability, approaches for link voltage scaling were
recently presented in [17, 21]. An approach for communication speed
selection was outlined in [13]. Another possibility to reduce communi-
cation energy is the usage of bus encoding techniques [3]. In [9], it was
demonstrated that shared-bus splitting, which dynamically breaks down
long, global buses into smaller, local segments, also helps to improve
energy savings. An estimation framework for communication switch-
ing activity was introduced in [7].

Until now, energy estimation for system-level optimization was
treated in a largely simplified manner, with the aim to hide most “ir-
relevant” information [13, 20]. Communication delay and energy es-
timations are often based on naive models which ignore essential as-
pects such as bus implementation technique (repeaters, fat wires), leak-
age power, and voltage swing adaption. This, however, very often leads
to oversimplifications which affect the correctness and relevance of the
proposed approaches and, consequently, the accuracy of results. On
the other hand, issues like optimal voltage swing and increased leakage
power due to repeaters are not considered at all for implementations of
voltage-scalable embedded systems.

The aim of this work is to introduce a voltage scaling technique, con-
sidering scaling of both communication links and processing elements.
The approach is based on suitable delay and energy models, in partic-
ular for communication links that are implemented via repeaters or fat
wires. As opposed to previous system-level approaches, we take also
into account the communication leakage power consumption as well as
the dynamic adaption of the voltage swing. The presented work makes
the following contributions:

(a) We solve the combined voltage scaling problem for processing
elements and communications links. We take into consideration
transition overheads in terms of energy as well as time, and also
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Figure 1. Architecture and application model

account for supply voltage and body bias scaling, in order to re-
duce simultaneously dynamic and leakage energy dissipation. The
problem is formulated as a nonlinear programming (NLP) problem
which solves the voltage scaling optimally in polynomial time for
components that can operate over a continuous range of voltages.

(b) Since voltage scaling for components that operate over a set of
discrete voltages was proofed to be NP-hard [15], we introduce a
simple yet effective heuristic based on the NLP formulation for the
continuous voltage scaling problem.

(c) To allow an effective voltage scaling on the communication links,
we outline a set of delay and energy models. Further, we take into
account the possibility of dynamic voltage swing scaling on fat
wires and address the leakage power dissipation in bus repeaters.

The remainder of the paper is organized as follows. Section 2 intro-
duces the used architecture and application models. An illustrative ex-
ample, outlining the motivation behind the presented work, is given in
Section 3. The problem formulation is presented in Section 4. Power
and delay models for processors as well as communication links are
given in Section 5. Section 6 presents the NLP formulation for contin-
uous voltage scaling and the heuristic used for discrete voltage scaling.
Experimental results are given in Section 7. Conclusions are drawn in
Section 8.

2 Architecture and Application Model
In this paper, we consider embedded systems which are realized as
multiprocessor systems-on-a-chip (SoC). Such architectures consist of
several different processing elements (PEs), some of which feature
DVS and ABB capability. These computational components commu-
nicate via an infrastructure of communication links (CLs), like buses
and point-to-point connections. Similar to the PEs, the CLs might be
equipped with voltage scaling capability. An example architecture is
shown in Fig. 1(a).

The functionality of data-flow intensive applications, such as voice
processing and multimedia, can be captured by task graphsG(T ,C ).
Nodesτ ∈ T in these directed acyclic graphs represent computational
tasks, while edgesγ∈ C indicate data dependencies between these tasks
(i.e. communications). Tasks require a certain number of clock cycles
NC to be executed, depending on the PE to which they are mapped.
Similarly, if two dependent tasks are assigned to different PEs,πx and
πy with x 6= y, then the communication takes place over a CL, involving
a certain number of clock cycles for the data transfer. Further, tasks are
annotated with deadlinesdl that have to be met during run-time.

We assume that the task graph is mapped and scheduled onto the
target architecture, i.e., it is known where and in which order tasks and
communications take place. Fig. 1(a) shows an example task graph that
has been mapped onto an architecture, and Fig. 1(b) depicts a possible
execution order. To tie the execution order into the specification, we
perform the following transformation on the original task graph. Firstly,
all communications that take place over communication links are cap-
tured by communication tasks, as indicated by squares in Fig. 1(c). For

instance, communicationγ1−2 is replaced by taskτ6 and the edges con-
nectingτ6 to τ1 andτ2 are introduced.K defines the set of all such com-
munication tasks. Secondly, on top of the precedence relations given by
data dependencies between processing or communication tasks, we in-
troduce additional precedence relationsr ∈ R , generated as result of
scheduling tasks mapped to the same PE and communications mapped
on the same CL. In Fig. 1(c) the dependenciesR are represented as
dotted edges. After these transformations we obtain an extended task
graphGE(V ,E). We define the sets of all nodes and all edges in the
extended graph asV and E , respectively. Further, we define the set
E• ⊆ E of edges, as follows: an edge(i, j) ∈ E• if it connects nodeτi
with its immediate successorτ j (according to the schedule), whereτi
andτ j are mapped on the same component. For example, in Fig. 1(c),
E• = {(2,3),(4,5),(6,7),(7,8),(8,9)}.

3 Motivational Example
In order to motivate the principles behind the proposed techniques, we
first illustrate the influence that the combined supply voltage and body
bias scaling of bus repeaters has on the system’s energy efficiency (Sec-
tion 3.1). Secondly, we show how dynamic voltage swing scaling can
significantly reduce the energy consumption of a fat wire-based bus
(Section 3.2).

3.1 Voltage Scaling on Repeater-Based Buses
Consider an architecture consisting of two voltage-scalable processing
elements (PE1 and PE2) that communicate via a repeater-based, shared
bus (CL1), which also allows voltage scaling. PE1 has to execute task
τ1 and PE2 runs taskτ2. Taskτ2 can only start after receiving data from
taskτ1, and it has to finish execution before a deadline of 2ms. Fig. 2(a)
shows the initial schedule for this system, considering an execution at
the nominal voltage settings (highest supply voltage and body bias volt-
age), i.e., all components run at their highest performance. The diagram

Pdyn

Pleak

Pdyn

Pleak

Pdyn

Pleak

Pleak=80mW

Pdyn=90mW

Pleak=90mW

Pdyn=125mW

Pleak=103mW

Pdyn=156mW

τ2

τ1

γ1−2 γ1−2

τ2

Pdyn=65mW

Pleak=4mW

τ1

Pdyn=72mW

Pleak=5mW

Pdyn=90mW

Pleak=80mW

0 1.00.5 1.5

E=195uJ

t (ms)

(b) Scaling of PEs

τ1

γ1−2

τ2

Pdyn=75mW

Pleak=4mW

Pdyn=73mW

Pleak=5mW

Pdyn=81mW

Pleak=6mW

0

100

200

100

200

100

0

0

0

Slack

C
L1

P
E

1
P

E
2

1.00.5

P
 (m

W
)

200

300

1.5

E=323uJ

t (ms)

(a) Schedule without voltage scaling

0 1.00.5 1.5

E=163uJ

t (ms)

(c) Scaling of PEs and CL

0.5ms

Figure 2. Voltage scaling on a repeater-based bus

shows the power dissipation (dynamic and leakage) of the individual
components over time. For clarity reasons we assume in this example
that the processors as well as the repeaters of the bus have the same nom-
inal voltage values (Vdd = 1.8V andVbs = 0V). Further, we assume that
the supply voltages and the body bias voltages of all components can be
varied continuously in the ranges[0.6,1.8]V and[−1,0]V, respectively.
Given the power consumptions at the nominal voltages, we can compute
a total energy consumption of the tasks and communication in the ini-
tial schedule as(156+103)mW·0.5ms+(90+80)mW·0.5ms+(125+
90)mW·0.5ms= 323µJ. As can be observed, at the nominal voltages
the system over-performs, leading to a slack of 0.5ms.

In order to reduce the energy consumption, we can exploit this slack
by scaling the voltages of the processing elements. Using the tech-
nique described in [15], it is possible to calculate the optimal voltage



settings. The resulting voltages for the execution of tasksτ1 andτ2 are
(1.43V,−0.42V) and (1.54V,−0.49V), respectively. The correspond-
ing, voltage scaled schedule is shown in Fig. 2(b). The dynamic and
leakage power consumptions of the tasks are reduced to(72mW,5mW)
and (65mW,4mW); however, the execution times have increased to
0.79msand 0.71ms. Executing the tasks with these settings, the sys-
tem dissipates an energy of 195µJ, a reduction by 39% compared to the
energy at nominal voltages.

To demonstrate the importance of combined voltage scaling of the
processors and the repeater-based bus, we have produced the volt-
age scaled schedule shown in Fig. 2(c). Here the supply voltage as
well as the body bias voltage of the repeaters have been adjusted with
the aim to reduce the dynamic and leakage power dissipation of the
bus. The optimal voltage settings for the tasks and the communica-
tion can be calculated as(1.48V,−0.42V) for PE1, (1.77V,−0.61V)
for PE2, and(1.59V,−0.50V) for the bus repeaters. Correspondingly
the power dissipations are given by(81mW,5mW), (75mW,4mW), and
(73mW,5mW), thereby, reducing the overall system energy dissipation
to 163µJ. Compared to the nominal energy consumption a reduction by
49%, which is 10% better than in the case when only the PEs are voltage
scaled. �

3.2 Voltage Swing Scaling on Fat Wire-Based Buses
In this example, we demonstrate the influence that a dynamic varia-
tion of the voltage swing (the voltage on the wire) has on the energy
efficiency of the bus. Fig. 3 shows the total power consumption of a
fat wire bus (including drivers and receivers), depending on the voltage
swing at which data is sent. These plots have been generated via SPICE
simulations using the Berkeley predictive 70nm CMOS technology li-
brary. The two plots show the total power consumption on the bus for
two different voltage settings of the bus drivers and receivers. For ex-
ample, if the driver connected to PE1 and the receiver at PE2 operate
at 1.0V, the lowest bus power dissipation (0.55mW) is achieved by a
voltage swing of 0.14V. Let us assume that the voltages of the driver
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Figure 3. Optimum swing on a fat wire bus

and receiver are changed during run-time to 1.8V due to voltage scal-
ing. The bus power/voltage swing relation for this situation is indicated
by the dashed line. As we can observe, by keeping the voltage swing
at 0.14V, the power dissipation on the bus will be 4.5mW. However,
inspecting the plot reveals that it is possible to reduce the bus power
dissipation by changing the voltage swing from 0.14V to 0.6V. At this
voltage swing, the bus dissipates a power of 2.2mW, i.e., a 51% reduc-
tion can be achieved by changing the voltage swing.

Now assume that the driver and receiver voltages are changed back
from 1.8V to 1.0V. Keeping the swing at 0.6V results in a power of
0.83mW, which is, compared to the optimal 0.55mW at 0.14V, 33%
higher than necessary. �

The examples above have demonstrated that the combined supply
voltage and body bias scaling as well as the dynamic voltage swing scal-
ing are effective techniques to reduce power consumption. To exploit
their power reduction potential, we have to introduce suitable energy
and delay models, which can be used during system-level optimization.
These models will be presented in Section 5.

4 Problem Formulation
We assume that all tasks and communications of the extended task graph
have been mapped and scheduled onto the target architecture. For each
taskτi its deadlinedli , its number of clock cycles to be executedNCi ,
and the switched capacitanceCe f fi are given. Each processor can vary
its supply voltageVdd andbody bias voltageVbs within certain continu-
ous ranges (for the continuous voltage scaling problem), or within a set
of discrete voltages pairsmz = {(Vddz,Vbsz)} (for the discrete voltage
scaling problem). The power dissipations (leakage, dynamic) and the
cycle time (processor speed) depend on the selected voltage pair. Such
a voltage pair is also referred to asperformance mode. We consider that
a transition between two different performance modes on a processor
requires an overhead in terms of energy and time. Tasks are executed
cycle by cycle, and each cycle can potentially execute at a different volt-
age pair, i.e., at a different performance mode.

For each communication taskτi j , which captures a communication
between processing taskτi and τ j , the number of bytesbi j is given.
Depending on the employed bus implementation style, either using re-
peaters or fat wires, we have to distinguish between two subproblems:
Repeater Implementation: The communication speed as well as the
communication power on bus architectures implemented through re-
peaters depend on the supply voltage and body bias voltage. Similar
to processing elements, these voltages can be varied within a continu-
ous range, or within a set of discrete voltage pairsmz = {(Vddz,Vbsz)},
and transitions between different bus performance modes require an en-
ergy and time overhead. Furthermore, an energy overhead is required to
adapt the bus voltage to the processor voltage. �
Fat Wire Implementation: If communication is performed over fat
wires, it is necessary to dynamically adapt the voltage swing at which
data is transfered. Furthermore, in order to reduce the power dissipated
in the bus drivers and receivers, it is possible to dynamically scale the
supply and body bias voltage of these components. While the voltage
swing can be scaled without an influence on the bus performance,
the operational speed of the bus drivers and receivers is affected
through voltage scaling, i.e., the bus performance has to be adjusted
in accordance to the driver/receiver speed. In the case of continuous
voltage scaling, the value for the voltage swing, the supply voltage, and
the body bias voltage can be changed within a continuous range. On
the other hand, for the discrete voltage scaling case, the components
operate across sets of discrete voltages, referred to as modes. For the
voltage swing this set isnz = {Vswz} and for the bus drivers and receiver
the set ismz = {(Vddz,Vbsz)}. Of course, changing the voltage swing
value as well as the supply and body bias voltages requires an energy
and time overhead. �

Our overall goal is to find mode assignments for each processing and
communication tasks such that the individual task deadlines are satisfied
and the total energy consumption, including overheads, is minimal.

5 Power and Delay Models
We consider an interconnect structure in which PEs as well as CLs can
operate at different frequencies and voltages. In Fig. 4(a) we can ob-
serve three voltage/frequency islands which can, independently of each
other, run at their own voltages and frequencies. The first and second
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island correspond to processing elements, while the third represents the
communication link. In addition to the processing cores, the PEs’ volt-
age/frequency islands contain the communication adapters A1 and A2.
The main function of these adapters is the translation between the logic
state values used by the PEs and the bus. For instance, at a certain mo-
ment the logic value 1 might be represented by a voltage of 1.2V in
the PE, while on the bus the same logic value corresponds to the signal
voltage 0.5V. The adapters are implemented as registers that store one
bit for each bus line and they operate in a multiplexed fashion, either
at the processor voltage or the bus voltage. As shown in Fig. 4(a), the
CLs’ voltage/frequency island contains the bus itself, as well as drive
and receiver stages, which are responsible for driving the bus load and
restoring the originally sent signals, respectively.

In the remainder of this section, we introduce the models that are
used to capture the power dissipation and delay of processing elements
as well as communication links.

5.1 Processor Models
Digital CMOS circuitry has two major sources of power dissipation: (a)
dynamic powerPdyn which is dissipated whenever active computations
are carried out (switching of logic states), and (b) leakage powerPleak
which is consumed whenever the circuit is powered, even if no compu-
tations are performed. The dynamic power is expressed by [6, 14],

Pdyn = sτ ·Ce f f · f ·V2
dd (1)

wheresτ, Ce f f, f , andVdd denote the switching activity caused by task
τ, the charged capacitance, operational frequency, and circuit supply
voltage, respectively. The leakage power is given by [14],

Pleak = Lg ·Vdd ·K3 ·eK4·Vdd ·eK5·Vbs + |Vbs| · IJu (2)

whereVbs is the body bias voltage andIJu represents the body junction
leakage current. The fitting parametersK3, K4 andK5 denote circuit
technology dependent constants andLg reflects the number of gates.
For clarity reasons we maintain the same indices as used in [14], where
also actual values for these constants are given.

Scaling the supply and the body bias voltage, in order to reduce the
power consumption, has a side-effect on the circuit delayd and hence
the operational frequency [6, 14],

f = 1/d =
((1+K1) ·Vdd +K2 ·Vbs−Vth1)α

K6 ·Ld ·Vdd
(3)

whereα reflects the velocity saturation imposed by the used technology
(common values 1.4≤ α≤ 2), Ld is the logic depth, andK1, K2, K6 and

Vth1 are circuit dependent constants. The execution time of a taskτ ∈ T
is expressed byt = NCτ/ f , whereNCτ is the number of clock cycles
needed to execute the task.

Each time the processor’s supply voltage and body bias voltage are
altered, the change requires a certain amount of extra energy and time.
These energyεk, j and delayδk, j overheads, when switching fromVddk

to Vddj and fromVbsk to Vbsj , are given by [14],

εk, j = Cr · |Vddk −Vddj |
2 +Cs · |Vbsk −Vbsj |

2 (4)

δk, j = max(pVdd · |Vddk −Vddj |, pVbs· |Vbsk −Vbsj |) (5)

whereCr denotes the power rail capacitance, andCs the total substrate
and well capacitance. The time/voltage slopes for adjustingVdd or Vbs
are captured by the constantspVdd and pVbs. Considering that supply
and body bias voltage can be scaled in parallel, the transition overhead
δk, j depends on the maximum time required to reach the new voltages.

5.2 Communication Models
We consider a bus-based communication system as in Fig. 4. When-
ever the processing elementPE1 sends data toPE2 over the bus,Vdd1 is
converted to the bus voltageVdd3 by the bus adapter ofPE1. At the des-
tination processing elementPE2, Vdd3 is converted toVdd2. Each voltage
conversion in the bus adapter requires an energy overhead, which is:

Eadapter= Cadapter· (VddPE −Vddbus)
2 (6)

Thus, the total energy consumed when communicating between two
processorsPE1 andPE2 over the bus is given by:

Ecomm= Eadapter1 +Ebus+Eadapter2 (7)

Feature size scaling in deep-submicron circuits is responsible for an
ever-increasing wire delay of the global interconnects. This is mainly
due to higher wire resistancesR caused by a shrinking cross-sectional
areaA of the wire (R∝ 1/A). Two approaches to cope with this problem
have been proposed: (a) the usage of repeaters [10, 11] and (b) the usage
of fat wires [18, 19]. The bus energyEbus of Eq. (7) depends on which
of these two approaches is used. The following subsections outline the
models to estimate these energy dissipations.

5.2.1 Repeater-based Bus
The wire delay depends quadratically on the wire length, which can
be approximated using anRC model. In order to reduce the quadratic
dependency (i.e., reducing the wire delay), it is possible to break the
wire into smaller segments by inserting repeaters. The authors in [19]
estimate an increasing number of repeaters with technology scaling
down. For instance, up to 138 repeaters are used in 50nm technology
for a corner-to-corner wire with a die size of 750mm2. Technically, re-
peaters are implemented as simple CMOS inverter circuits, as shown in
Fig. 4(b). In accordance, the power dissipated by a bus implemented
with repeaters is given by,

Prep = N · (sτ ·Crep ·V2
dd · f︸ ︷︷ ︸

Pdyn

+Vdd ·K3 ·eK4·Vdd ·eK5·Vbs + |Vbs| · IJu︸ ︷︷ ︸
Pleak

) (8)

whereN is the number of repeaters,sτ is the average switching activity
caused by communicationτ ∈ K , Crep is the load capacity of a repeater
(the sum of the output capacity of a repeaterCd, the wire capacityCw,
and the input capacity of the next repeaterCg), andVdd, Vbs, and f are
the supply voltage, body bias voltage, and the frequency at which the
repeaters operate. Further, the constantsK3, K4, K5, andIJu depend on
repeater circuits.



The bus speed is constrained by the repeater frequency. Since the
repeaters are implemented as CMOS inverters, we can use Eq. (3) to
approximate the operational frequencyf of the bus. Correspondingly,
the execution time of a communicationτ ∈ K is given by,

t =
⌈

NBτ
Wbus

⌉
· 1

f
(9)

whereNBτ denotes the number of bits to be transmitted by commu-
nication τ andWbus is the width of the bus (i.e. the number of bits
transmitted with each clock cycle). Accordingly to Eq. (8) and (9), the
bus energy dissipation is given byEbus = Prep · t. Of course, scaling
the supply voltage and body bias voltage of the repeaters requires also
an overhead in terms of energy and time, which are given in the same
way as the overheads required by processor voltage scaling (see Eq. (4)
and (5)). Nevertheless, the insertion of repeaters comes at the cost of
an increased area and power consumption. For example, the authors’ of
[19] estimate that in 50nm CMOS technology the power dissipated by
repeaters will account for 40% of total power consumption.

5.2.2 Fat Wire-Based Bus
Another approach for reducing the wire delay is to increase the physical
dimensions of the wire, instead of scaling them down with technology.
The usage of “fat” wires, on the top metal layer, has been proposed by
[18]. The main advantage of such wires is their low resistance. Provided
thatL ·Rw/Z0 < 2ln2 (L is the wire length,Rw is the wire resistance per
unit length andZ0 its characteristic impedance), they exhibit a transmis-
sion line behavior, as opposed to theRCbehavior in the repeater-based
architecture. Using fat wires, the transmission speed approaches the
physical limits (the speed of light in the particular dielectric). However,
only a limited wire length can be accomplished with the available width
of the top metal layer. For example, for a 4mmlong wire in 180nmtech-
nology, the authors in [5] obtained a fat wire width of 2µmon the top
metal layer.

The dynamic power consumption of such a fat wire-based bus is
mainly due to its large line capacitance. This capacitance is driven by a
bus driver, for which the dynamic power consumption is:

Pdridyn = sτ · f · (Cdri +Cw) ·V2
dd (10)

wheresτ is the switching activity caused by communicationτ ∈ K , f
is the bus frequency, andCdri andCw represent the capacitance of the
driver and the wire, respectively.

One way to limit the dynamic power is to transmit data at a lower
voltage swing,Vsw, instead of using the higher bus voltageVdd. Corre-
spondingly, the dynamic power consumed by the driver is given by:

Pdridyn =
{

sτ · f · (Cdri +Cw) ·Vdd ·Vsw if Vsw is generated on chip
sτ · f · (Cdri +Cw) ·V2

sw otherwise
(11)

Furthermore, the driver dissipates a non-negligible leakage power

Pdri leak = Lg · (Vdd ·K3 ·eK4·Vdd ·eK5·Vbs + |Vbs| · IJu) (12)

Since the lower swing corresponds to lower signal values, a receiver
has to restore the “original” signal. This requires an amplification, for
which a dynamic and a leakage power consumption can be calculated
as:

Precdyn = sτ · f ·Crec ·V2
dd (13)

Precleak = Lg · (Vdd ·K3 ·eK4·Vdd ·eKL·(Vdd/2−Vsw/2) ·eK5·Vbs + |Vbs| · IJu)
(14)

Please note that the leakage power exponentially depends on the differ-
ence between the bus voltageVddbus and the voltage swingVsw (KL is a

technology dependent parameter), i.e., a lower voltage swing results in
a higher static energy (while the dynamic power is reduced). In order
to find the most efficient solution we need to find an appropriate volt-
age swing that minimizes the total bus powerPbus= Pdridyn + Pdri leak +
Precdyn + Precleak. Using the optimal voltage swing can help to signifi-
cantly reduce the power consumption of the bus [5, 18].

The speed at which the data can be transmitted over the fat wires can
be considered to be independent of the used voltage swingVsw. Yet, the
bus driver and receiver circuits introduce a delay that is non-negligible
and depends on the voltagesVdd andVbs. This delayd and the corre-
sponding operational frequency can be calculated according to Eq. (3).
In order to lower the power dissipation of the drivers and receivers, it is
possible to reduceVdd and/or to increaseVbs, which, in turn, necessitates
the reduction of the bus speed. However, it is important to note that the
optimal voltage swing depends on theVdd andVbs settings of the drivers
and receivers. Since these settings are dynamically changed during run-
time via voltage scaling, the value of the optimal voltage swing changes
as well during run-time. Therefore, in our proposed voltage scaling
technique for fat wire-based buses, we consider the dynamic adaption
of the voltage swing in order to achieve high energy efficiency.

In addition to the transition overheads in term of energy and time,
which are required when scaling the voltages of the drivers and receivers
(see Eq. (4) and (5)), the dynamic scaling of the voltage swing neces-
sitates additional overheads. For a transition fromVswj to Vswk these
overheads in energy and time are given by,

εk, j = Cwr · (Vswk −Vswj )
2 and δk, j = pVsw· |Vswk −Vswj | (15)

where Cwr is the wire power rail capacitance andpVsw is the
time/voltage slope.

At this point it is interesting to note that the combination of the fat
wire-based and the repeater-based approach would not offer any advan-
tage. Using fat wires eliminates theRC behavior of the wire, and thus
introducing repeaters would be useless and even increase the energy dis-
sipation and the delay.

6 Combined Voltage Scaling for Processors and
Communication Links

In this section, we consider the supply and body bias voltage scaling
problem for the processors and the communication links, including the
transition overheads in terms of both delay and energy. We first in-
troduce a nonlinear model of the continuous voltage scaling problem,
which is optimally solvable in polynomial time, and then outline a
heuristic for the discrete voltage scaling case.

6.1 Continuous Voltage Scaling

The nonlinear programming formulation for the continuous voltage
scaling problem is given as follows:
Minimize

|T |

∑
k

Edynk +Eleakk︸ ︷︷ ︸
computation

+
|K |

∑
k

Edynk +Eleakk︸ ︷︷ ︸
communication

+ ∑
(k, j)∈E•

εk, j︸ ︷︷ ︸
overhead

(16)

subject to

tk =

 NCk ·
(K6·Ld·Vddk)

((1+K1)·Vddk+K2·Vbsk−Vth1)α if τk ∈ T⌈ NBk
Wbus

⌉
· (K6·Ld·Vddk)

((1+K1)·Vddk+K2·Vbsk−Vth1)α if τk ∈ K
(17)



Dk + tk ≤ Dl ∀(k, l) ∈ E (18)

Dk + tk +δk,l ≤ Dl ∀(k, l) ∈ E• (19)

Dk + tk ≤ dlk ∀τk ∈ T with a deadline (20)

Dk ≥ 0 (21)

Vddmin ≤ Vddk ≤Vddmax (22)

Vbsmin ≤ Vbsk ≤Vbsmax (23)

Vswmin ≤ Vswk ≤Vswmax (24)

The variables that need to be determined in this formulation, in order
to minimize the total energy, are the task and communication execution
timestk, the start timesDk, as well as the voltagesVddk , Vbsk , andVswk .
The whole formulation can be explained as follows. The total energy
consumption (Eq. (16)), with its three contributors (energy consumption
of tasks, communication, and voltage transitions) has to be minimized.
For all these energies both their dynamic and active leakage components
are considered. The dynamic energy of tasks and communications is
given by the following equations (derived from the equations discussed
in Section 5):

Edynk =


NCk ·sk ·Ce f fk ·V2

ddk
if τk ∈ T

∑N
⌈ NBk

Wbus

⌉
·sk ·Crep ·V2

ddk
if τk ∈ K on repeaters⌈ NBk

Wbus

⌉
·sk ·Cf at ·Vddk ·Vswk if τk ∈ K on fat wires (inter)⌈ NBk

Wbus

⌉
·sk ·Cf at ·V2

swk
if τk ∈ K on fat wires (extern)

(25)
whereCrep = Cd +Cw +Cg andCf at = Cdri +Cw +Crec are the to-
tal capacitances that have to be charged by bus implementation either
repeater-based or fat wire-based, respectively. Further, in the case of fat
wire implementations we have to distinguish between the chip-intern or
chip-extern generation of the voltage swing.

The leakage power dissipation of processors and repeater-based
buses are given by,

Eleakk = Lg(K3 ·Vddk ·e
K4·Vddk ·eK5·Vbsk + IJu · |Vbsk |) · tk (26)

and for fat wire-based buses we need to additionally account for the
leakage in the receiver (see Eq. (12) and (14)), which is given by,

Eleakk = (Pdri leak +Precleak) · tk (27)

The energy overhead due to voltage transitions between two activities
running on the same component is given by Eq. (4) and (15).

The minimization has to comply to the following relations and con-
straints. The task execution time has to be equivalent to the number of
clock cycles of the task multiplied by the circuit cycle time for a partic-
ularVddk andVbsk setting, as expressed by the first line of Eq. (17). The
communication time is computed in the second line of Eq. (17) from
the number of bits, bus width and the bus cycle time. The time overhead
due to voltage transitions on a processor is captured by Eq. (5) and (15).
We have to express the following precedence relations: A taskτl can
only start its execution after all its predecessors tasksτk have finished
their execution (the sum of a tasks start timeDk and its execution time
tk), see Eq. (18). In addition, for two consecutive tasks on the same
component, the start time of the later taskτl can only begin after its pre-
decessors on the same component has finished execution (Dk + tk) and
the mode transition has been carried out (δk,l ), see Eq. (19). The sum of
a tasks start timeDk and its execution timetk, which is its finishing time,
has to respect the task deadlinedlk, see Eq. (20). Task start times and
communication start times must be positive (Eq. (21)). The imposed
voltage ranges should be respected (Eq. (22), (23), and (24)). It should
be noted that the objective (Eq. (16)) as well as the task execution times

(Eq. (17)) are convex functions. Hence, the problem falls into the class
of general convex nonlinear optimization problems. Such problems can
be solved optimally in polynomial time [15].

6.2 Discrete Voltage Scaling
Since processor designs are most often restricted to a finite set of dis-
crete performance modes, it is not possible to apply the continuously
selected voltages directly. In [15], we have demonstrated that discrete
voltage scaling is NP-hard. Therefore, we propose the following heuris-
tic to effectively transform the continuously selected voltages, produced
by solving the NLP formulation from Section 6.1, into discrete values.
According to the operational frequencies that are calculated as result of
the continuously selected voltages, the two surrounding discrete perfor-
mance modes are chosen,fd1 < fcon < fd2. That is, the execution of a
task/communication is split into two regions withtd1 andtd2 being the
execution times in mode withfd1 and fd2, respectively. Fig. 5(a) and
5(b) indicate this transformation for an application with three tasks. In
the continuous scaling case, Fig. 5(a), each of the tasks executes at a
single voltage setting, i.e., the voltages are changed only between tasks.
In the discrete case, the voltage setting is changed during the task exe-
cution.Of course, the required time overhead for the mode change has
to be considered as well, i.e.,t = td1+ td2+δ, wheret is the task execu-
tion time with continuous voltage setting. Please note that the discrete
voltage swing in the case of fat wire-based buses is determined by the
discrete settings for the drivers and receivers, i.e., for each setting of
these components there exists a corresponding voltage swing. In gen-
eral, executing activities in two performance modes leads to close to
optimal discrete voltage scaling [15]. Furthermore, restricting the ex-
ecution to two settings avoids unnecessary intra-task transitions which
cause energy and time overheads. Having determined the discrete per-
formance mode settings, the inter-task transition overheads are reduced
by reordering the mode sequence of each task. From a task execution
point of view, mode reordering does not have any effect. That is, if a
certain task requires 600 cycles to execute, then it is equivalent to first
execute 100 cycles at a lower voltage and then 500 at a higher voltage,
or to first execute 500 cycles at a higher voltage and then 100 cycles
at a lower voltage. We reorder the modes in such a way that a task
starts execution with its execution in the lower (higher) performance
mode if the preceding tasks on the same component finishes execution
in the lower (higher) performance mode. This is outlined in Fig. 5(c).
It is worthwhile to mention that this reordering only affects the order in
which the voltages are altered, that is, the code execution order inside
the task remains unchanged. While this reordering technique is optimal
for components that offer two performance modes, this is not true for
components with three or more modes. Nevertheless, as demonstrated
by our experiments, this heuristic is fast and efficient. Of course, the
additional slack produced as a results of the reduced transition times is
exploited as well.

7 Experimental Results
To validate the applicability of the presented techniques, we have car-
ried out several experiments using numerous generated benchmarks as
well as a realistic GSM voice transcoder example. The automatically
generated benchmarks consist of 120 task graphs containing between
50 and 300 tasks, which are mapped and scheduled onto architectures
composed of 2 to 5 processors, interconnected via 1 to 4 buses either
implemented repeater-based or fat wire-based. In the continuous volt-
age scaling case the processor voltage pairs (Vdd,Vbs) are varied be-
tween(0.6,−1)V and (1.8,0)V, while the discrete voltage levels are
mz = {(1.8,0),(1.4,−0.2),(0.8,−0.6),(0.6,−1)}. The voltage ranges
for repeater-based systems are identical to the possible processor volt-
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Figure 6. Optimization Results of different Implementations

age settings. For the fat wire-based buses the continuous voltage swing
values can be set between 0.2 and 1V, and for the discrete case it can
be adjusted tomz = 0.2,0.3,0.4,0.6,1V. The technology dependent pa-
rameters of these processors and buses were considered to correspond
to a CMOS fabrication process in 50nm, for which the leakage power
represents approximately 50% of the total power consumed. For exper-
imental purpose the amount of deadline slack in each benchmark was
varied over a range 0 to 100%, using a 10% increment. Furthermore, the
amount of communication within the generated benchmarks was varied
between 10 to 50% of the total execution time, with an increment of
10%. Overall, these experiments resulted in 2400 performed evalua-
tions, carried out with the aim to achieve representative average values
(based on normalized energy value of each evaluated task graph).

The first set of experiments was conducted with the aim to inves-
tigate the energy savings that are achievable when dynamically scal-
ing the supply voltage as well as body bias voltage of bus repeaters.
The 32bit-wide bus architecture under consideration consisted of 27 re-
peaters per bit-line of which each has a total length of 27.4mm. The ca-
pacitance of single wire including the repeaters was estimated as 7.2pF,
using the power optimized data from [2]. Fig. 6(a) shows the outcomes
of three system configurations for different amounts of system slack.
All plots have been normalized against the nominal energy dissipation
of unscaled systems with repeater-based buses. The first plot gives the
energy consumption for systems in which the repeaters’ voltages are
kept fixed, while the supply voltage (but not the body-bias voltage) of
the processors is dynamically scaled. The second plot represents a sys-
tem in which the repeater settings are still kept fixed, while combined
Vdd andVbs scaling is applied to the processors. The third plot indicates
the systems in which the repeater-based bus as well as the processors
are scaled by changingVdd andVbs. Please note that Fig. 6(a) gives the
energy values for systems with a communication amount of 30%, com-
pared to the total execution time. Inspecting the graphs reveals that the
highest energy savings are achieved by considering the combinedVdd

andVbs continuous voltage scaling scheme on the buses as well as on
the processors (plot 3). We can also observe that the energy efficiency is
increased by approx. 12% if combined voltage scaling is applied on the
bus (difference between plot 2 and 3). Generally, the combinedVdd and
Vbs scaling yields higher energy saving (around 30%) than theVdd-only
scaling (difference between plot 1 and 2)1. Since all plots in Fig. 6(a)
represent the results for continuous voltage scaling, it is interesting to
note that the proposed heuristic for discrete voltage scaling (Section 6.2)
achieves results that are within 4% of the values obtained at continuous
voltage levels. This difference is only partially due to the suboptimal
nature of the heuristic, but mainly due to the fact that, by definition,
discrete voltages cannot achieve the same energy savings then continu-
ous ones. It is important to note that the efficiency difference of about
12% on average, between implementations with and without bus voltage
scaling is preserved also when discrete voltage levels are used.

In the second set of experiments, shown in Fig. 6(b), we investigate
the achievable energy savings on a fat wire-based bus system, assum-
ing the same bus-width as in the repeater based approach. However, fat
wires are considered to be suitable only for short distance connections.
In the following we consider a length of 4mmwith a single line capac-
itance 609f F . Similarly to the previous experiments, the plots 1 and 2
represent systems in which only the processing elements are scaled (Vdd
only for plot 1 and combinedVdd andVbs for plot 2), while the third plot
indicates systems in which the buses are voltage scaled in terms ofVdd,
Vbs, andVsw. As expected, the fully voltage scalable systems, achieve
the best energy savings, with reductions between 4% to 18% compared
to systems with fixed bus voltages. Again, applying the heuristic for
discrete voltage scaling shows that results comparable to the continuous

1Please note that energy savings are achieved even at zero deadline slack.
This means that according to the given schedule, the task set finishes on deadline
when executed at the highest voltage. However, even in this case, due to the
fact that the application executes on a multiprocessor system, initial slack (idle
processor time) is available in the system and can be exploited by voltage scaling.



case (within 4%) can be achieved. Please note that we do not try to ad-
vocate here neither repeater-based nor fat wire-based approaches and to
show that one is better than the other, but rather we use our experiments
to validate the applicability of voltage scaling for both approaches. In
general it can be said that both approaches have their own niche for
which they are most suitable — repeaters for lengthly connections up
to the cross-sectional die distance, and fat wires for short distance con-
nections. At this point it is also interesting to note that the optimization
times for the individual applications with up to 300 tasks were below 1
minute, using the MOSEK optimization software [1] on a 2GHz AMD
Athlon PC.

Experimental experience has shown that with an increasing amount
of communication data, the bus voltage scaling approach achieves in-
creasingly higher energy reductions. If, for example, the time required
for communications is around 15% of the total execution time, the en-
ergy savings due to bus voltage scaling are around 10%. With commu-
nication time around 30%, the energy savings become around 16%.

In addition to the above presented results, we have conducted experi-
ments using a real-life GSM voice codec application, in order to validate
the real-world applicability of the presented techniques. A detailed de-
scription of this application can be found in [16]. The GSM codec con-
sists of 87 tasks and 137 data dependencies, which are considered to run
on an architecture composed of 3 processors (with two voltage modes
((1.8V,−0.1V) and (1.0V,−0.6V))), communicating over a repeater-
based shared bus. At the highest voltage mode, the application reveals a
deadline slack close to 10%. Switching overheads are characterized by
Cr = 1µF,Cs = 4µF, pVdd = 10µs/V, andpVbs= 10µs/V. Tab. 1 shows
the resulting total energy consumptions for six different situations. The

Approach VS type Etot (mJ) Reduc. (%)

Nominal — 2.273 —
PE (Vdd) cont. 2.174 4.4
PE (Vdd,Vbs) cont. 1.931 15.2
Heur. PE (Vdd,Vbs) disc. 2.026 10.9
PE+BUS (Vdd,Vbs) cont. 1.762 22.5
Heur. PE+BUS(Vdd,Vbs) disc. 1.853 18.5

Table 1. Optimization results for voice codec algorithm

first column denotes the used voltage scaling technique and the second
indicates if continuous or discrete voltages were considered. The third
and fourth column give the energy consumption and achieved reduc-
tion in percentage for each scaling approach. For instance, according to
the second row, the system dissipates an energy of 2.273mJ at nominal
voltage settings, i.e., without any voltage scaling. This value serves as
a baseline for the reductions indicated in the fourth column. The third
and fourths row present the results of systems in which the bus remains
unscaled while the processors are eitherVdd or Vdd andVbs scaled over
a continuous range. As we can observe, savings of 4.4 and 15.2% are
achieved. In order to adapt the continuous selected voltages towards the
two discrete voltage settings at which the processor can possibly run,
we apply our heuristic outlined in Section 6.2. The achieved reduction
in the discrete case is 10.9% (row 5). Nevertheless, as shown by the val-
ues given in row 6, it is possible to further reduce the energy by scaling
the repeater-based bus. Compared to the baseline, a saving of 22.5% is
achieved. Using the discrete voltage heuristic, the final energy dissipa-
tion results in 1.853mJ, which is 18.5% below the unscaled system.

Summarizing the experiments, we have seen that dynamic voltage
scaling and adaptive body-biasing on repeater-based communication in-
frastructures as well as dynamic voltage swing scaling on fat wire-based
buses can help to reduce the energy consumption of communication-

intensive computing systems.

8 Conclusions
We have proposed a new technique for combined voltage scaling of pro-
cessors and communication links, which reduces the dynamic and leak-
age power consumption. This is achieved by scaling the supply and
body bias voltage of processors as well as repeater-based buses. Fur-
thermore, in the case of fat wire-based buses, energy efficiency is ob-
tained by additionally scaling the voltage swing. For this purpose, we
have used a set of accurate delay and energy models. By applying the
introduced technique to numerous examples, including a realistic GSM
codec, we have demonstrated that bus voltage scaling can achieve up
to 16% higher energy savings when compared to fixed voltage bus sys-
tems.
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