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Abstract! The usefulness of the algorithm is demonstrated with an

Anint ted techni for test schedull d hai industrial design.
n integratéd technique for test scheduling and scan-chain- o et of the paper is organized as follows. Related

division under power constraints |s.proposed n th'TQ‘ PaPer. \ork is described in Section 2, and preliminaries are given
We demonstrate that optimal test time can be achieved forin Section 3. The details of our anoroach are presented in
systems tested by an arbitrary number of tests per core : pp P

using scan-chain division and we define an algorithm for it. Section 4. The paper is concluded with experimental results

The design of wrappers to allow different lengths of scan- in Section 5 and conclusions in Section 6.

chains per core is also outlined. We investigate the practical 2 Related Work

limitations of such wrapper design and make a worst case .

analysis that motivates our integrated test scheduling and 2.1 Test Scheduling

scan-chain  division algorithm.  The efficiency and gcheduling the tests in a system means that the start time

usefulness of our approach have been demonstrated with i34 end time for each test are determined in such a way that

industrial design. all constraints are satisfied and the test time is minimized.

1 Introduction Chakrabar.ty showed thgt the test schedgling.problem where

each test is denoted with a fixed test time is equal to the

open-shop scheduling [1] which is known to be NP-

complete and the use of heuristics are therefore justified.
Several techniques to minimize the test time have been

) ; ' i proposed. For instance, Chakrabarty proposed a test

for this purpose, including test scheduling [1], [2], [3], [4], * scheduling technique for core-based systems considering

and test vector set reduction[5]. _ test conflicts [1]. Zorian has proposed a technique for test
The basic idea of test scheduling is to schedule tests ingme minimization under test power limitations of Built-In

parallel so that many test activities can be performed geif Test (BIST) systems [2]. The test conflicts in such
concurrently. However, there are usually many conflicts, systems are few dues to that each testable unit has its
such as sharing of common resource, in a system under teSyqgicated test resources.

which inhibit parallel testing. Therefore the test scheduling g, general systems, Chet al. [3] and Muresaret al.

issue must be taken into account during the design of they) have proposed techniques to minimize test time under
system under test, in order to maximize the _pOSS|b|I|ty for power limitations and conflicts. In the approach by Cleéu

paral_lel test. Further, test _power constraints must be 5 [3] a resource graph is used to model the system where
considered carefully, otherwise the system under test may,, arc petween a test and a resource indicate that the

be damaged due to overheating. resource is required for the test, Figure 1. From the resource
We have recently proposed an integrated framework forgraph a test compatibility graph (TCG) is generated
the testing of SOC [6], which provides a design ;i ;

) J _ . (Figure 2) where each test is a node and an arc between two
environment to treat test scheduling under test conflicts andy,yqes indicate that the tests can be scheduled concurrently.
test power constraints as well as test set selection, tesg, instancet; andt, can be scheduled at the same time.
resource placement and test access mechanism design iNngach test is attached with its test time and its power
systematic way. In this paper, the issue of test schedulingnsymption and the maximal allowed power consumption
will be treated in depth, especially the problem of scan- is 10 The testsy, t,, t are compatible, however, due to the

chain division (test parallelization). We will present & nqyer fimit they can not be scheduled at the same time.
technique for test parallelization under test power

constraints and demonstrate how it can be used to find the2.2 Test Parallelization

optimal test time for the system under test. Our technique isBy test parallelization we mean that the test vectors in a

based on a greedy algorithm, which runs fast and can begjyen test are rearranged in such a way that several tests can

therefore used during the design space exploration processhe executed in parallel. For a scan-based design, each test
vector is shifted in (scanned in), and after applying a capture

1. This work has partially been supported by the Swedish Agency cycle, the test response is shifted out (scanned out). Even if
for Innovation Systems (VINNOVA).

The increasing complexity of System-on-Chip (SOC) has
created many test problems, and long test application time
is one of them. Minimization of test time has become an
important issue and several techniques have been develope
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Figure 1. Resource graph of an example system.
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Figure 3. An illustrative example.

Figure 2. Test compatibility graph (TCG) of the C = {c1, G,y g,} is a finite set of cores and each core
example system (Figure 1). ¢iOC is characterized by:
Pigie(Ci): idle power,

a new test vector is shifted in at the same time as the test  Paryin(C;): minimal parallelization degree, and
response from the previous test vector is shifted out, the  Parma(C): maximal parallelization degree;
shift-in and shift-out process contributes to a major part of ~ Rsource™ {1, 2.--, Iy} is a finite set of test sources;
the test time due to the length of the scan-chain (number of ~ Rsink={r1, r2,..., Ip} is a finite set of test sinks;
flip-flops). By dividing a scan-chain into several chains of ~ Pmax Maximal allowed power at any time;
shorter length, the test time is reduced. T={ty1, t12.....toq} is afinite set of tests, each consisting

Another advantage with test parallelization, beside testOf a set of test vectors. And each corgjs associated with
time minimization, is that the time a resource is required for several tests; (j=1,2,...K). Each test; is characterized by:
a particular test is reduced, which reduces the impact of test  ttes(t;j): testtime at parallelization degreeghr(t;)=1,

conflicts. For instance, if tegf that requires, andr 4, in the Pres{tjj): test power dissipated when tésglone is
example given in Figure 1, is parallelized by a factor 2, the ~ applied at parallelization degreefar(tj)=1,
time whenr, andr 4 is used by, is reduced to 1. source T- Rgqyrcedefines the test sources for the tests;

Aertset al. [5] have investigated the problem of dividing ~ Sink T- Rgjncdefines the test sinks for the tests;
scan-chains for test time minimization where the constraint T 2C gives the cores required for a test;
constraints are defined by available pins (bandwidth). We bandwidtlr;): bandwidth at test sourcgIRsorce
focus on the limitations defined by maximal power If the system in Figure 3 is tested by one test per core
consumption and test resources conflicts. However, for the(i=1) andr, is TG1 /TRELY,is a shared test busis TG2/
integrated test scheduling and scan-chain division TREZ2 andry is the tap, the test resource graph given in

algorithm, bandwidth limitations are considered. Figure 1 is valid for the system.
3 Preliminaries 3.2 Test Power Consumption
3.1 System Modeling Generally speaking, there are more switching activities

o o during the testing mode of a system than when it is operated
An example of a system under test is given in Figure 3 ynder the normal mode. The power consumption of a
where each core is placed in a wrapper in order to achievecpos circuit is given by a static part and a dynamic part.

efficient test isolation and to ease test access. Each corgpe dynamic part dominates and can be characterized by:
consists of at least one block with added DFT technique and b= Cx Vx f xa 1

in this example all blocks are tested using the scan
technique. The test access paap)] is the connectionto an  where the capacitanc€, the voltageV, and the clock

external tester and the test resourtest generato(TG) 1, frequencyf are fixed for a given design [7]. The switch
test generato, test response evaluat¢f RE) 1 andtest activity a, on the other hand, depends on the input to the
response evaluat@®, are implemented on the chip. system which during test mode are test vectors and

Applying several sets of tests where each set is created atherefore the power dissipation vary depending on the test
some test generator (source) and the test response igectors.
analysed at some test response evaluator (sink) tests the An example illustrating the test power dissipation

system. variation over timet for two testt; andt is given in
In our approach, a system under test, such as the ondrigure 4. Letp;(t) and p;(t) be the instantaneous power

shown in Figure 3, is by a notatiodesign with testDT = dissipation of two compatible testsandt;, respectively,

(C, Rsource Rsink Pmax T. source, sink, constraint,

bandwidthg, where:

2. This is a simplification of the model we used in [6].



and P(t;) and P(t;) be the corresponding maximal power whereny is the degree of parallelization of a tgst

dissipation. Finally, we need an estimation on the relation between
If pi(T) + Pj(T) < Pmax the two tests can be scheduled at test power and test time when parallelizing a test. When a

the same time. However, instantaneous power of each testest is parallelizad and the test time is reduced, three options

vector is hard to obtain. To simplify the analysis, a fixed are possible for the change of test power, namely: (1) not

valuep(t;) is usually assigned for all test vectors in atest affected, (2) decreased or (3) increased.

t; such that when the test is performed the power dissipation If the test power is not affected (option 1) or if it is

is no more the¢(tj) at any moment. decreased (option 2) while the test time is reduced, it is
The pesfti) can be assigned as the average powerdesirable to parallelize the test as much as possible.
dissipation over all test vectors inor as the maximum The worst case occurs when the test power increases after

power dissipation over all test vectors in The former a test parallelization since it means that the maximal power
approach could be too optimistic, leading to an undesirablelimit must be considered in order not to damage the system.
test schedule which exceeds the test power constraints. Thén this paper we investigat the worst case.

latter could be too pessimistic; however, it guarantees that Gerstendérfer and Wunderlich investigated the test
the power dissipation will satisfy the constraints. Usually, in power consumption for scan-based BIST and used the
a test environment the difference between the average andaveighted switching activity (WSA) defined as the number
the maximal power dissipation for each test is often small of switches multiplied by the capacitance [8]. The average
since the objective is to maximize the circuit activity so that power is WSA divided by the test time as a measure of the
it can be tested in the shortest possible time [3]. Therefore,average power consumption for a test where WSA is
the definition of power dissipatiopes(t;) for a testt; is defined as the number of switches multiplied by the
usually assigned to the maximal test power dissipation capacitance [8]. As aresult, when the test time decrease, the
(P(t;))) when testt; alone is applied to the device. This test power increases:

simplification was introduced by Chou et al. [3] and has Presdtij) = Prestij) X N 4
been used by Zorian [2] and by Muresairal. [4]. We will

use this assumption also in our approach.

For the parallelization of a particular test a model is also
required. Aertset al. have defined such formulas for scan-
based designs to determine the change of test time when
scan-chain is subdivided into several chains of shorter
length[5], the test time for a tests given by:

test) = (tv; + 1) x[ /0] +1ty; 2 3.3 Test Wrapper Design

The simplifications we have defined in this section are
used in order to discuss the impact on test time and test
power. Especially note that the assumption in Equation 4 is
a worst case assumption. For instance, if the test time for a
fest is reduced by a factor 2, the test power increases by a
factor 2.

at a core with; scanned flip-flops; number of scan-chains, Test conflicts can be minimized by placing the core in a
andtv; test vectors. The formulas assume that a new testwrapper such as the TestShell proposed by Marinissah
vector is scanned in at the same time as the test response {9]. A standard under development is the IEEE P1500
shifted out. This scheme is applicable for all test vectors but Standard for Embedded Core Test, consisting of a Core Test
when the test response from the last test vector is shifted out.anguage and a Core Test Wrapper [10] (Figure 5). The

and therefore the term +1 is added in Equation 2. P1500 wrapper is similar to the TestShell. A major
In our approach, we use the a formula which follows the difference between TestShell and P1500 is that the latter
idea introduced by Aertst al, namely: only allow a single bit bypasses while the TestShell allows

Presdtip) = [ (testij))/ N | 3 a TAM wide bypass.
A Recently, Marinissent al. proposed a library of wrapper

gig\giggtion ________ Pt) +PM) =1p() | + () | cells allowing a flexible design [11]. For instance, it is

possible to design non-clocked bypass structures of TAM
Pmax width.

4 Proposed Approach
4.1 Optimal Test Time

In this section we first discuss the possibility of achieving
optimal test time with the help of test parallelization under
power constraints. We assume a given system to be

P(t) =Ip(0) |
P(t) = (D) |

Time T' modelled as described in Section 3.1 where each test has a
p;i(t) = instantaneous power dissipation of test t ' test time and a test power consumption attached to it. This
P(t;) = | p(t) | =maximum power dissipation of test t can be illustrated using a rectangle for each test (as shown

Figure 4. Power dissipation as a function of time [3]. in Figure 6(a)) where the horizontal side corresponds to its



Figure 5. Conceptual view of P1500 [10].

scan-chainl %

test time while the vertical side corresponds to its test power —I Core \T/_,
consumption.

A test schedule can be illustrated by placing all tests in a
diagram as in Figure 6(b). At any moment the test power
consumption must be below the maximal allowed power in combination with Equation 8, the following is obtained:
limit pmax The rectangle where the vertical side is given by tiesdtij) _ O Pmax O _

Pmax and the horizontal side is defined by the total test ZT - %nij - ptest(tij)g_
application timetyy, characterizes the test feature of a oo
given system under test. tiesdtij) ¥ Presdtij) _

If the rectangle defined bpya tiota iS €qual to the Z Prmax =t
summation otyes(t;)*Pres(ti) for all tests, as given by the ot
following equation, we have the optimal solution.

ower _
LD7 Sissipation Pmax Power limit
—| scan-chairD |-—- . ’5_—
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Figure 6. The test time and test power consumption
' for a test (a) and the test schedule of the example
STPi Wrapper Instruction Registe STPo system (Figure 2) (b).
Wrapper 1
wc{0:5] I_D—-[ scan-chair > .
MTPI[0:2] jD MTPJO0:2]

Figure 7. Part of Figure 5 where the two scan-chains
are connected to a single chain.

opt 10

The above equation indicates the possibility to obtain
toodti) ¥ () = Xt 5 optimal test time by parallelization, in theory. However, in
Dizm_ testij) ™ Prestt Pmax™ topt the analysis, it is assumed that we have only one test set per
! . . i block or that all test sets for a core are considered as a single
The optimal test time for a system under test is thus: test. In such case, the above analysis is valid. However, a
tonlt) % Pty . h . y : ,
topt = 3 testij’  Testij/ 6 testable unit is often tested by two test sets, one produced by
0iOj Pmax an external test generator and one produced by BIST.

Usually, the optimal test time cannot be achieved due to A Problem arises when the degree of parallelization of
test conflicts. The worst case occurs when all tests are intWO tests at a testable unit require different degree of
conflicts with each other and all tests must be scheduled inParallelization. For instance, a scan-chain is to be divided

sequence. The total test time is then given by: into m;; chains at one moment and intg chains at another
¢ - toodti) moment whergZk. However, if the core is placed in a
sequence Dizmj test] wrapper such as P1500 it is possible to allow different

lengths of the scan-chains. As an example, in Figure 7, the
old wiring marks how to set up the wrapper in order to
make the two scan-chains to be connected into a single

For a scan-based design the scan-chains can be divide
into several which reduces the test application time. If every
testt;; is allowed to be parallelized by a factoy, the total

| . - scan-chain.
test time when all tests are scheduled in sequence is: For a given core; tested by the testy; and {, we have
> (testj))/m; 8 two test sets each with its degree of parallelization
0i0j calculated asj; andn;,. It means that the number of scan-
The lower bound of the degree of parallelizatiomjs= chains at; should, when tedt; is applied, bey; and, when

1. For a scan-based core, it means a single scan-chain. Thg, is applied,n;,. For instance ifnj;=10 andn;,=15 the

upper bound of the degree of parallelization is defined by number of scan-chains are given by5%3=30 which is

the maximal test power consumption: least common multiplie(lcm). This means that we also
Nij = Pmax (Presttij)) 9 generalize our solution to make it applicable to an arbitrary

By using the upper bound as the degree of parallelization"UMber of tests per testable unit (core).



4.2 Optimal Test Algorithm Sort T according to the key (p, t oxp) and store the result in P;

. . . L . Schedule &1, 1=0;
The optimal test scheduling algorithm is illustrated in Rgpeealtjuem” P;]

Figure 8. The tima determines when a test is to start and it  For all tests  in P do
is initially set to zero. In each iteration over the set of cores n=min{ [@vailable power duringt, T+tes(t;)]/ Pres(tij) L]

and the set of tests at a core, the degree of parallelizagion Parmax)ci), available bandwidth duringr, T+ttes(tij5]}
is computed for the tesf; its new test time is calculated; and Te"dﬂ_'tf;_tteS(ti't?_)xnn_

the starting time for the test is settoFinally T is increased ﬁ‘gsu (I:Jo;gﬁgin”ts are satisfied during, tnJ then

by ties(tij)/mj. When the parallelization is calculated for all Insert; in S with starting at time;

tests at a core, the final degree of parallelization can be Remove;tfrom P,

computed. T= nexttimegT);

The algorithm consists of a loop over the set of cores and

at each core a loop over the set of its test, it corresponds to a Figure 9. The system test algorithm.

loop over all tests resulting in a complexi®(|T|) where T | which only has one solutiomes(pjj) = Pmax/ 2 (assuming
is the number of tests. Pmax > _Dtes(_tij) > 0). Howe\{er, we can not make any
1=0; conclusions in respect to test time since two tgandt; may
for all cores g have equal test power consumption but different test time.
for all tests ; at core ¢ The difference between the optimal test time and the worst
Mj = Pmax/ Presfti) total test time given by:
start test} at timer; foo(ti) oot
T=TH st )i toodti) - testij/ testij’ 15
n; = lem(niy,..., r],b Disz testl EIiZDj 2 Dizmj 2
Figure 8. Optimal test parallelization algorithm. This motivates the use of an integrated test scheduling and

test parallelization approach.

4.4 An Integrated Test Scheduling and Test
The optimal degree of parallelization for a téshas been Parallelization Algorithm
defined aPmay/Prestij) (Equation 9). However, such division ) , , .
does not usually give an integer result. For instance, assumd? (his section, we outline the test scheduling and test
a system with a maximal test power consumptiopag, = parallel!zann pgrt of the algprlthm and leave the fu.ngtllon for
10 and the test power for a tetat a scan-based core as constraint checkln.@nd nexttlmgout. The tests are initially
Pres(lij) = 4. In this casey; = 2.5. However, the number of sorted basgd on e|.thpower(p), tlme(t) 0rpower><t|me(p><t)' i
scan-chains in a core can not be 2.5. In practigahould be and placed in P (Figure 9). Iterations are perf(_)rmed until P is
rounded down, in this case into 2 (rounding up to 3 leads to a€mpty (all tests are scheduled). For all tests in P at a certain

test power of 12, which is bigger than,,,). The practical time T, the maximal possible parallelization is determined as
degree of parallelization for a tests given by: the minimum among:
My = | Pmax (Presttiy)) | 11 * [available power duringt, T+tes(tj)]/ Pres(tj)L]

: . * Parmaci), and
For each ted;, the difference between the optimal and the , ayilable bandwidth duringr, T+est;)].

practical degree of parallelization is given by:

4.3 Practical limitations

Pax = Presttiy) X Nj + 4, 12 The constrgints are checked and if all are satisfied, the test is
scheduled in S at timeand removed from P.
and the differencéy; for each test; is given by: The computational complexity of the algorithm, comes
A = Presdtip) X Mj = Presdtij) X [ M | = from sorting and two loops. The sorting can be performed
Presitij) X (M =| n;; |) 13 using a sorting algorithm &(|T|xlog [T]). '_I'he worst case for
A, reaches its maximum whem-m; Dis approximately 1 the loops occurs when only one test is §chedu|ed in each
which occur whemy; = 0.99.. leading ta\j= pres(ti). The iteration I’eSU|tIngH_Irjjl complexity given by:
worst case test time occurs WhAp = pe(t;;) for all testt;; (Ti) = ﬂ LTl
andn; = 1, resulting in a test time given by Equation 8 which iZO 2 2

Is equal tdsequencé:omputed using Equation 7 sinog= 1. where T| is the number of tests in the system. The total worst
We now show the difference between the worst case test

time for th " d its optimal test ti Th : case execution time i§|klog [T+ [T|2 + [T}/2 which is of
Ime for the system and Its optimal test ime. evyors_caseo(l.rlz). For instance, the shortest-task-first approach by
occurred whendyj = pesftj) and n;= 0.99... which in

; 3
Equation 13 results in the following: Chakrabarty has a worst case complexitQgt|°) [1].

Prax = ptest(tij) + ptest(tij) 14
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Figure 10. The test schedule of the example design @ J TestJ 6 13 testbus 1 L
using test parallelization (a) and combined test K TestK 3 9 testbus 1 1
parallelization and test scheduling (b). L Test L 3 9 testbus 1 1
5 Experimenta| Results M Test M 218 5 testbus 1 8
We have performed experiments on a design example andg " 2 IESI N 379 Ip ! 8
an industrial design. For the design example (Figure 3) with 2 & esto 4l 50 P ! 8
resource graph in Figure 1 and the TCG in Figure 2 all tests 8~ B TestP 72 205 fp 1 8
are allowed to be parallelized by a factor 2 except fortigst D TestQ 104 39 fp 1 8

which is fixed. The test schedule when not allowing test
parallelization results in a test time of 6 time units
(Figure 6(b)) and when only test parallelization is used the
test time is also 6 time units (Figure 10(a)). However, when
combining test scheduling test parallelization the test time
is reduced to 4 time units (Figure 10(b)).

The industrial design has characteristics given in Table 1
and the power limitation is 1200 mW and only one test may
use the test bus or the functional pins (fp) at a time.
Furthermore block-level tests may not be scheduled
concurrently with top-level tests. The minimal and maximal [1]
degree of parallelization is also given for each test.

A designers solution requires a test time of 1592 where 2]
the tests are scheduled in the following sequence: A, B, C,
E,F1J K L M N, O, P, Q. Using the test scheduling [3]
approach we proposed [6] results in a test schedule as: N,
{AllB,I,E,FC,J, M}, P,0O,Q,L, Kwhere Ais scheduled
concurrent with B, I, E, F, C, J, M. The test time is 1077 [4]
which is an improvement of the designers solution with
32%. The test schedule achieved using the approachts]
proposed in this paper results in a test time of 383, Table 2.

6 Conclusions 6]
In this paper, we have proposed an integrated technique for
test scheduling and scan-chain division under power
constraints for the testing of SOCs. We have investigatedm
scan-chain division under test power constraints and show 8]
that the optimal solution for test application time can be
found in the ideal case and we have defined an algorithm for
finding such solutions. We have also outlined the wrapper[9]
design allowing the core to be tested by several test sets at a
variable length of the scan-chain. For such wrapper design,
we have made a worst case analysis, which motivates tha{lo]
scan-chain division must be integrated into the test
scheduling process. We have performed experiments on ani1]
industrial design to show the efficiency of the proposed
technique.

Table 1. Characteristics of the industrial design.

Approach Testtime  Improvement
Designer 1592
Test scheduling 1077 32%
Test parallelization 383 76%

Table 2. Results on the industrial design.
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