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1. Introduction

Data modeling and algorithm design are recognized as major problems when realizing computer programs. These two topics are inextricably intertwined which is not always well understood. Throughout the last three decades a number of different theories, methodologies, and tools have been proposed and presented to solve the basic problems involved in the selection of data representation and/or algorithm. Database researchers have focused on the problem of data modeling in relation to minimization of representation, while the algorithm theorists have analyzed algorithms without deep concern for the data representation aspect. As the problem is to model behavior of real or imagined entities, it is obvious that there are important gains to be made from considering the two aspects together.

The previous argument is easily demonstrated by an example. Consider the problem of representing a set abstract datatype. Choosing a list structure results in the complexity property of $O(n)$ for locating an element in the set, while using a hash-table representation reduces the same property to a constant factor.

Although the basic problems of algorithm and data structure selection are intertwined thus, there exists an important border between the two. This border may, if identified, be formed into an interface. Such an interface can exist only if a high-level data model provides sufficient abstraction and modeling power, so that we are not forced to mix our representation with the code of the algorithm. High-level specification systems, like Refine [Smith85, REFINe87], use set theory as such a high-level model. We envision that the concept of an association is a powerful, free form that allows the modeling of both type and data structures at a high level, which is very natural to human beings.

The referred types of high-level models are normally associated with a very low runtime efficiency. However, this cost may be reduced by the application of "intelligent" compiling techniques, to a level approaching the most efficient paradigms. Refine is a good example of research heading in this direction.

The report is structured in the following manner. In the first section we investigate the notion of an association, a labeled relation between objects or values, and its graphical equivalent, the semantic network. The second section presents some important results from psychology research. Semantic networks are used as a medium to describe the structure of human memory. We focus on concepts and how they are formed. An important border is identified between formal world con-
cepts, which are well defined, and natural concepts, which do not have precise boundaries and vary with the experience of different people.

The next section starts out by examining the most basic concepts of an executing machine, the primitive data objects (e.g. integers). These are first described on the concept level using semantic networks, and thereafter compared to the typical fix-size realizations that fit the hardware of the executing machines. These fix-sized entities are demonstrated to be restricted realizations of the general association model they are based on.

The resulting fix-size primitive data objects are generalized into arrays of such. Arrays are thus described as restricted semantic nets. The next step is the natural generalization of arrays to aggregates of data, which allow different sized elements and arbitrary attributes. However, the common machine-oriented realization of an aggregate shares its schema with every other aggregate of the same type. This restriction is given special attention in the fourth section. The circle that started with associations, as the basis of concepts, has now been closed. Any further generalization of an aggregate will return to the semantic net.

The section continue by discussing the importance of type systems and the dangers associated with the construction of application type systems that have no connection to the original. The discussion is summarized by number of conclusions concerning the type concept. Four major aspects of a data model are identified: Object type, representation type, position schema, and type schema. The object type is the name of the concept being modeled, the representation type is the name of the data structure used to implement the concept in the target abstract machine, the position schema is the implementation of the representation type, and the type schema is a map that returns the primitive object types associated with each attribute.

The last part of the section reflects on these data model aspects in relation to the three trade-off dimensions speed, space, and model power. For instance, static resolution of one or more of the aspects result in a smaller and faster running system with lower model power.

In the fourth section we critically examine three important data modeling paradigms: records, object oriented programming, and databases. The purpose of the text is to show that the paradigms only solve small parts of the complete data
modeling problem.

The last section uses the four major aspects of a data model to classify the most important programming languages, e.g. Pascal which represents the first generation of Algol derivatives, C++ as the newest contribution to the family of statically compiled object oriented languages initiated by Simula, Smalltalk-80 as the well known, high power interpreted object oriented language, and finally Lisp. None of the examined systems come very close to the desired data model power, and we conclude the discussion by recognizing that all the mentioned systems represent a particular point in the trade-off space (speed, space, and model power), and that a more powerful system should be able to cope with objects having different trade-offs.

The major results presented in this report are:
1) An analysis of the important relations between human beings, specification languages and the executing machines.
2) Natural concepts are not suited to be realized with type hierarchies, records, or any other data model that force fix structure conformation of the individuals in a category.
3) The identification of four major aspects of a data model: Object type, representation type, position schema, and type schema.

The objects represented in programming activity are implementations of concepts that reside in our minds. This relation between concepts and objects indicates that there is much of interest in the structure of concepts; a data model is complete if it is able to represent all of these concepts. Such a complete model is probably not possible. However, we should strive to find models that are able to capture as much as possible.

The boundaries of a concept is not always well defined and concepts are not the kind of classes found in object oriented systems. The former point can be understood by regarding the structure of a natural concept as a result of cultural influences and individual experience. Cases exist when objects can not be unambiguously classified to a single category. Further, concepts are not necessarily formed from properties present in all of the individuals, but rather from the most common properties.

A data model which provides all of the referred aspects to the application at run-
time, is at the high end of the model-power spectrum, while a system which removes all by compilation to gain execution speed, is at the low end.

The representation type and its associated position schema are mandatory to the existence of an interface between a high-level data model, and actual representation. The interface allow trade-offs to be made by choosing different representations. This cost may further be reduced by the application of "intelligent" compiling techniques, towards a level approaching the most efficient paradigms.

We believe that the material presented in this report sums up to a conceptual framework for the implementation of very powerful data management systems.

2. Semantic Networks

During the past decades, semantic networks have become an important representational media for several research domains including computer science and psychology. The primary application is knowledge representation in some context; the AI community use it to represent the semantics of sentences, expert knowledge in expert systems etc., psychologists use it for models of the structure of human memory. In this report we will use networks to schematically model human memory, and as a universal high level data structure in our quest for clarification of certain important concepts of the computer science domain.

Historically the concept of an association, and a net of such, trace back as far as the ancient Greeks. An overview and a history of these pre-computer era applications can be found in [Anderson73]. An early and important application to computer science was done by Quillian 1966 in his PhD thesis [Quillian66]. He used the term semantic networks in his attempt to represent the semantics of English sentences. Since then, practically every network structure have been labeled semantic although they have been used to represent all sorts of non-semantic things. A more correct term would be associative networks [Brachman79]. We will however stick to the term semantic throughout this report, as the distinction often is
fuzzy.

A simple, informal drawing of a semantic net may look like figure 1. If we choose a node, say Peter, we may regard Peter as an object - i.e. we temporarily fix our perspective for a specific purpose. Outgoing arcs are attributes and target nodes are values. This perspective yields an alternative representation as a set of \((o,a,v)\) 3-tuples.

\[
\begin{align*}
get(Peter, \text{Age}) & \rightarrow 33 \\
get(Peter, \text{Height}) & \rightarrow 6
\end{align*}
\]

Fig 2: Access function \(\text{get}()\).

We introduce a function \(\text{get}(o,a)\) which takes two parameters, an object and an attribute, and returns the value pointed to. In figure 1 we would get the results in figure 2.

\[
\begin{align*}
\text{put}(Peter, \text{Age}, 33) \\
\text{put}(Peter, \text{Height}, 6)
\end{align*}
\]

Fig 3: Access function \(\text{put}()\).

The companion function to get is \(\text{put}(o,a,v)\) which does one of two possible things: If \(a\) exists, then the current \(v\) is replaced by parameter \(v\), else \(a\) and \(v\) is added. \(O\) is created if it does not exits. For instance, figure 1 could be constructed by the use of put, as in figure 3.

![Diagram](image)

Fig 4: List Returned by all().

A third function \(\text{del}(o,a)\) removes an existing outgoing arc from \(o\). A fourth and last function \(\text{all}(o)\) returns a set of all attributes of \(o\). All(Peter) applied in the context of figure 1 would return the result in figure 4 or some other conventional implementation of a set. The idea behind the all function is to allow an agent that does not know the structure of an object, to access it.

A strong benefit of semantic networks is that indices and other redundant structures may explicitly be represented in the notation itself. For instance, to add an inverse index to figure 1. The loop construct, in figure 5, iterates through all
attributes of Peter and binds each in turn to A. Each attribute, in the second line, is regarded as an object, and Peter is added as an attribute. The idea is to repeat this process with several Persons and get a result like in figure 6.

\[
\text{forall}(\text{Peter, A}) \\
\text{put}(\text{A, Peter, get}(\text{Peter, A}))
\]

Fig 5: Inverse index construction.

The objects Age and Height may now be accessed to answer questions like, \textit{all objects where age > 30}, etc.

Fig 6: Simple inverse index.

What has been presented so far is the basic, intuitive idea of the network representation. We proceed by showing what kind of trouble we might encounter. Consider figure 7.

\[
\text{get}(\text{Obj, A1}) \rightarrow 33 \\
\text{get}(33, \text{unit}) \rightarrow \text{AMBIGUOUS}
\]

Fig 7: The intuitive model is ambiguous.

The analysis of the situation show that our intuitive identification of a node by its \textit{symbol} need to be improved to \textit{position and symbol}, where position is a \textit{unique coordinate} in an arbitrary space. We summarize with the following definitions.

\textbf{Node:} (Position, Symbol)  \\
\textbf{Arc:} (Source Node, Attribute Position, Destination Position)

The Arc definition is somewhat cryptic. The second element is a \textit{node} instead of a
simple symbol, because we need to be able to switch perspective on the attribute, and regard it as an object which may have its own attributes. This was exemplified above by objects Age and Height. The change of perspective is called view inversion.

We have reached definitions that result in a representation which is believed to have an expressive power "sufficient to encode any fact or concept that is encodeable in any other formal, symbolic system" [Hendrix79]. Semantic networks may thereby serve as a unifying medium of representation between diverse specialized representations appropriate to their respective domains [Shubert79]. The networks will in this report be used to explain important properties of human memory, data structures, and computer hardware.

3. Human Perception and Memory

In this section we describe a model of human perception and memory. The presentation is based on material from "Human Information Processing" [Lindsay77] and focuses on the parts which are relevant to our discussion of some difficult concepts of the computer science domain.

Human memory consists at least of sensory, short term and long term memory subsystems. Sensory memory is closely coupled to the external world sensors. It holds sensory information long enough for the visual analysis parts of the brain to work correctly. Short term memory holds information for a few seconds to a couple of minutes. The classical description [Miller76] describes short term memory as a passive store. In more recent theoretical descriptions [Baddeley83] it is described as a temporary workspace (working memory), which is closely associated with consciousness and thought. By concentrating, for instance, we can recall information from the long term memory, or focus on small, selected partitions of the sensory input.

The long term memory makes up a person's total knowledge of the world. Sensory information is partially fed to it without conscious intervention. We choose to picture this memory as a large semantic network. Learning is divided into two separate processes: Adding relations to the existing knowledge or extending the number of nodes in the network. The former increase the understanding of what we already know, and the latter occurs if we are exposed to sensory patterns that we have no previous knowledge of or when we excite our brain with new imagined
things or worlds.

We imagine the extension of the network to be separate, in the sense that it is unrelated to the previously known. By experimenting, mentally or physically, inferring or recognizing properties the interconnectivity of the network increases. Any relation may be removed if not recalled frequently. The phenomenon is a kind of cashing, a trade-off between computation (speed) and memory (space).

The network is scanned by a hypothetical mind process that tries to find similarities among subnets, guided by teachers, active analytical thinking, or maybe predefined rules with evolutionary advantages. The process results in new subnets linked to the individual entities, from which they were formed, with Is-A relationships [Brachman83]. The process is called abstraction and the result is called a concept.

Axiomatic systems are an important special case among the variety of imagined/conceived worlds. The concepts formed by applying the rules of an axiomatic system differ from those, whose structure is based on real world experience or imagined world exploration. We call the former type formal concepts and the latter natural concepts. The facts in a formal world is either axioms or theorems constructed from the axioms. Thereby, the formal concepts are defined precisely and unambiguously which enable the powerful symbolic manipulations that are provided by existing formal systems, e.g. mathematics. Natural concepts are not as “nice” however. They do not always have precise boundaries and they show cultural as well as individual differences.

The description below of a natural concept is formulated in the spirit of empirical research in natural categories and their conceptual structure [Rosch73, 74, 75, 77]; summarized in “Psychology and Language” [Clark77].
A natural concept is a kind of average of all the individual objects from which it was formed, where an attribute is part of the concept only if it is common enough to exceed a certain threshold.

Note that this does not say that the concept is the most typical of the individuals, the prototype, but rather a new part of the net with no corresponding percept. Some individuals are more "typical" to the category, though, and the prototype is what people generally have in mind when they use the concept. Further, "average" should not be interpreted as union of all the attributes of all the individuals. The emphasis is instead on "threshold", which ensures that the attributes of the concept are very common among the individuals.

The concept model in the previous paragraph require some examples.

Imagine a dog.

This phrase triggers a mind picture or some similar feeling of the concept dog. This dog is different in different peoples minds, because the concept was formed from different individuals, which depend on personal experience. It is similar enough, though, to enable communication.

The dog is the size of a cat.

Most peoples' pictures will at this point switch to a particular dog or subcategory. Most dogs of these peoples experience were larger. This indicate the average and threshold properties of the model.

An iconic picture capture the most distinguishing features of the concept it represents. The artist creating the icon uses his talent to draw only the most characteristic parts, which somehow define the essence of the concept. The referred object or concept is easily recognized. This does not require the observer to have seen the icon before, as is the purpose of icons.

The structure of natural concepts, as described above, implies that there exist no simple method of deciding the category of an unknown object. We believe that classification is done by matching the unknown object to every concept in long term memory with a matching procedure that returns a similarity estimate. This estimate is interesting only if it exceeds a threshold, and is in that case fed to short term memory. In most cases only one concept match, which means that the object unambiguously belong to a certain category; the higher the estimated value
is, the more typical member is the object. In other cases where two or more estimates are high, the process indicates that the object is difficult to classify, for instance a small tree would result in a high value for both “tree” and “shrubbery”.

By selecting two or more concepts a person can abstract new concepts, analogously with the process described above. The abstraction process may thus be repeated on the concepts to form higher level concepts. The interpretation of this is not that all concepts have a fixed position in a single hierarchy - the reality is tremendously more complex. As stated in the first sentence of this paragraph, any concepts may be the temporary atoms when abstracting new concepts. As virtually everything we learn somehow is explained in terms of something else [Hofstadter79], these concepts probably form a huge, cyclic “spaghetti” type graph.

Concepts are created and named in natural language practice as a convenience to the speakers and in programming practice as a means to handle the complexity of the underlying implementations. The names themselves can be constructed from combinations of phonemes, from combinations and/or differences of other similar/dissimilar object or concept names.

We summarize this section by emphasizing the important conclusions reached by the reasoning path we have followed.

1) There are two kinds of concepts: Natural and formal concepts.

We understand the former to have fuzzy borders and an internal structure which vary with cultural differences and individual experience. This implies that the objects we have in computers that represent these concepts, can not without losses be forced into the kind of uniformity supported by the currently popular data modeling paradigms. We will elaborate this point in the critique sections. The latter category are precise and well defined to suit the purpose to which they are constructed, which make them easier to handle with fixed structures in computers.

2) As the individuals belonging to a category can be very different, attributes of natural concepts can not in the general case [Putnam75] be factored out and inherited without unnatural constructs which allow selective inheritance.
Inheritance is thereby reduced to an implementation strategy in such cases. We will further explain this point in the “Critique of Object Oriented Programming” section.

3) Classification of an unknown object requires a match to every concept in memory.

Each match result in a similarity estimate. The highest estimate is the natural category. This process is clearly non trivial.

4) Names are “keys” to lookup concepts inside our brains.

There is a strong relation between concepts and types, which make names very important to programming practice. We will continue to discuss this point in the following section.

4. Types

In this section we will start by looking at the most basic concepts in programming languages, the primitive types, and analyse them by applying the high level view provided by the semantic networks. The second part of the section investigates the relation between the networks and the higher level data structures we use in everyday programming. The view we advocate is that the entities of both levels can be viewed as compilations or reduction of the general semantic network (association) model.

The bottom-up view of data structures of the initial section and the top-down view of the following are combined with the conceptual level in the third part, where we argue for a wide perspective of what a type is. Finally we conclude the section with a discussion of trade-offs in relation to problem complexity.

We begin this section by taking a close look at the most basic entities in programming languages, the primitive datatypes of the particular abstract machine. Such an abstract machine “know” among other things how to do arithmetic on different representations, like integer, char, real. These representations are provided externally as a set of primitive, atomic types of a programming language that is built upon this abstract machine.
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The precise definition of an integer as stated in mathematics literature is unnecessarily complicated for our purpose. We provide an informal, but sufficient one for our argumentation: An integer is unbounded and store whole numbers. The naive interpretation of the definition is a set, where each element in the set represents one unit of the number - a style known as Peano arithmetic.

\begin{center}
  \begin{tikzpicture}
    \node at (0,0) {\textbf{Int}};
    \node at (2,1) {\textbf{Store}};
    \node at (4,0) {\textbf{Set}};
    \node at (4,1) {1};
    \node at (4,-1) {0};
    \path[->] (0,0) edge (2,1);
    \path[->] (2,1) edge (4,0);
    \path[->] (4,0) edge (4,1);
    \path[->] (4,0) edge (4,-1);
  \end{tikzpicture}
\end{center}

\begin{center}
  \texttt{| all( get(Int, Store) ) |\rightarrow n}
\end{center}

\begin{center}
  \textbf{Fig 10: Semantic net implementation of an integer.}
\end{center}

An implementation of such a set, using the semantic network notation, is shown in figure 10. We compute the integer number by counting the number of elements in the set. This set realization is an unrestricted realization of the definition above, and storage space is proportional to the size of the number stored. It is however cumbersome in real life computation. A second interpretation of the integer definition is shown in figure 11.

\begin{center}
  \begin{tikzpicture}
    \node at (0,0) {\textbf{Int}};
    \node at (2,1) {\textbf{Store}};
    \node at (4,0) {\textbf{Data}};
    \node at (4,1) {1};
    \node at (4,-1) {0};
    \path[->] (0,0) edge (2,1);
    \path[->] (2,1) edge (4,0);
    \path[->] (4,0) edge (4,1);
    \path[->] (4,0) edge (4,-1);
  \end{tikzpicture}
\end{center}

\begin{center}
  \textbf{Fig 11: Semantic net implementation of an integer.}
\end{center}

The central idea is to give the symbols, that make up the number, a weight according to their respective positions. We choose a minimal set of symbols \{0, 1\}. A sequence of these form a binary number, for instance 101, which is interpreted as $1 \times 2^2 + 0 \times 2^1 + 1 \times 2^0 = 5$, translated to decimal base.

\begin{center}
  \begin{tikzpicture}
    \node at (0,0) {\textbf{Int}};
    \node at (2,1) {\textbf{Store}};
    \node at (3,2) {31};
    \node at (3,0) {0};
    \path[->] (0,0) edge (2,1);
    \path[->] (2,1) edge (3,2);
    \path[->] (2,1) edge (3,0);
  \end{tikzpicture}
\end{center}

\begin{center}
  \textbf{Fig 12: Restricted implementation of an integer.}
\end{center}

The implementation in figure 11 has a number of advantages compared to traditional fixed size implementations. Storage space is proportional to $\log_2 n$ of the
stored number, and there is no bound on the maximum size number we can store. In practice, though, it is not a good solution, because it does not match well with the most efficient implementations of integers in hardware. Good utilization of hardware resources and fast physical paths require fix widths. The solution supported by today's systems is a fix chunk of memory that should be large enough, typically 16 or 32 bits. Note that this solution, exemplified in figure 12, is a restricted implementations of the full concept.

![Array diagram](image)

**Fig 13: Array as a regular structure in a semantic net.**

We continue by investigating the relation between the composite datastructures/types we use in everyday programming and semantic nets. The fixed representation shown in figure 12 is naturally generalized to a common and useful regular sequence of values, conventionally named Array. A high level view of an array, as an association, is provided by the semantic nets, figure 13.

![Data diagram](image)

**Fig 14: Hardware memory.**

In figure 13 the array is shown as a close relative to the aggregate, commonly referred to as record, with the restriction that the attributes must be positive integer symbols. It is important to note that there is no restriction on differing value sizes, as in the further restricted version, where the arcs and target nodes are removed by compilation. These are replaced by sequence and a starting address, forcing each element to a constant size, which enable indexing to be performed as
Section 4 Types

a simple address calculation.

Semantic nets and the conceptual model of an record are close: The center node is the record object, the labels of the outgoing arcs are attributes. The important differences are that records are fix size entities and the values may not themselves always have relations connected to them. These values are further private to the record, i.e. they may not be referred to from the outside, see figure 15. The implications of these limitations will be further investigated in the "Critique of Records" section. A Lisp type property-list is closer still. Its size is dynamic, although it suffers from the same reference problem as records.

Fig 15: Illegal value references.

At the application level, the remedy to the reference problem is to make the node with symbol 33 in figure 15 a new record or property-list, and change the declarations of the age attribute to a pointer. The change is not transparent, though, and the value in the new record must be accessed via a special field name, which is clearly undesirable.

Fig 16: Record model.

The implementation model of a record is shown in figure 16. The schema part of the record is a map between attribute symbols and positions, in the figure, offsets from the start of record's memory address.

An access to a record pointed to by p first access the schema to get an offset, add
it to get(p, data), and complete the access. One of the large gains from compiled languages is that the attribute is known at compile time, which permits the compiler to do the schema computation at compile time, throw away everything except the data pointer and generate a special instruction as in figure 36. This kind of instruction is supported directly by many hardware processors.

We mentioned above that the schema is a map between attribute symbol and position. More precisely we define a position schema to be a function

\[ F(o, a) \rightarrow \text{position} \]

The schema function \( F \) takes an object \( o \) and an attribute \( a \) as parameters and returns a position associated with \( a \).

Fig 17: Record implementation model.

This view holds for any implementation of an association datatype. As a record is composed from primitive types it is possible to put the types of these into a schema too. We call this a type schema and define it as a function.

\[ G(o, a) \rightarrow \text{Type} \]

The schema function \( G \) takes an object \( o \) and an attribute \( a \) as parameters and returns the type associated with \( a \).

We conclude that semantic networks, as argued above, is a superset of arrays and
records though both, especially in their non restricted versions, provide nice working abstractions. Any higher level data structures, like heaps, stacks, queues, hash indexes, b-trees etc. can be composed from arrays, records and code. Thereby we have demonstrated that semantic networks can be used to fully describe these too.

We will now consider the problem of what a type is, what an attribute is and how they relate. We start out with a simple window system example. This window system contains only two kinds of windows: those with white background and those with black background. Note that we carefully avoid the word type.

The example in figure 18 is simple but adequate to convey the modeling options available at this level. We have in the second part removed the type attribute, and concatenated each of its values to the name. What is really the difference between the two? Is it just syntactic or does it reach further? What is confusing about the example is that the difference between type and attribute values seem to disappear - somehow they are interchangeable. We have deliberately made the example confusing to strengthen our points.

```
Implementation 1
Class window
    int type* {Black, White}
end;

Implementation 2
Class black_window end;
Class white_window end;
```

Fig 18: Simple window system.

Figure 19 show a type system with a simple implementation of a symbol table. Each entry in the symbol table has a name, which is the type from the view of this type system, here called system_type to distinguish it from the type attribute. Note that the type attribute is nothing but an attribute to the "system" type system, as is shown in the figure by the lone arc labeled type ending in "nowhere". What we actually try to do is to build a second type system upon the initial one.

Dynamic typing in the figure is to have the system_type attribute available at runtime. If the language provided an iswindow() predicate, it would be trivial to build

*The word "type" is not a reserved word. It is simply a field identifier.
your own predicates isblackwindow() and iswhitewindow() that operate on the window type. This approach would result in more freedom from the “system” type system than if you use the isblack_window() and iswhitewindow() that are naturally provided by the second implementation, at the cost that you must build that part yourself - an application type system. This type system is however free from the arbitrary restrictions imposed by language constructors.

Fig 19: Types and Attributes.

Some of the confusion in the initial example might have been avoided by changing implementation 1 in figure 18 to the version shown in figure 20.

```
Class window
  int color {Black, White}
end;
```

Fig 20: Attribute naming variation.

The important conclusions of this section is that you cannot extend the system types, i.e. the types that are built in, by adding your own attribute type to the objects you create, and that how the split between types and attributes is done, is not simple. We notice the potential of an attribute free system, although the number of types would be very high (cartesian products).
Now we are prepared to discuss the wide perspective of the type concept. In our earlier presentation of concepts we mentioned that a name or a word triggers a concept in our minds. This was emphasized, even though it is obvious, because it plays such a central role.

Figure 21 show that a name refers to both concept and implementation. The relation to the concept is, of course, implicit, while the relation to the implementation is explicitly part of the used notation or its semantics. If there was not a strong relation between name and concept, naming would not matter. Anyone familiar with the programming level of computer systems know that this is not the case. On the contrary, naming plays a crucial role in any kind of problem solving situation. If the name choices are good it serves to strongly reduce the problem of handling complexity.

There is an interesting relation between concept and implementation. Often the concept exits before the implementation, developed in some other discipline like mathematics. For instance, consider the addition operation applied on integers. Addition of integers is a general concept of something that is able to perform the mathematical concept of addition, which is not limited in any sense. An implementation in hardware is always a reduction of this generality into something manageable, like a 32 bits wide position system. The reduction property implies that the relationship is potentially one (concept) to many (implementations).

Note that no specific part of figure 21, has been labeled type. Our goal is not to arrive at yet another type definition, but to find a unifying view on all of them. Depending on temporary perspective choices, type mean different things. The type
concept is obviously complex and can not be simply defined without losing something.

An implementation of a concept may from one view be just that, while from another, it is a type. Consider an implementation of a window. From the view of the inside of the object, it is an implementation of a concept, a display window, while from the outside we regard it as a type that may be instantiated when needed. We note that the relation between type system and implementation is important. The "type view" of the window only exists in our minds, until it is entered into the type system.

Fig 22: Different cuts in the set of types belonging to an application.

The following few paragraphs consist of a discussion of trade-offs. It is our strong belief that almost all difficult problems are difficult largely because trade-offs have to be made so that the resulting system is able to present answers in reasonable time.

Fig 23: Trade-off dimensions.

Figure 22 is represents all the types of a particular application. A programmer of this application largely "knows" what different types have different trade-off requirements in each set. The programmer thereby have to cut the set of types
into subsets with similar trade-off requirements. This is an absolute necessity for most difficult problems.

The three trade-off dimensions seen in figure 23 are speed, space and model power. Ideally you would like to choose any point in the positive three dimensional space they form. Unfortunately, there are dependencies among the three variables, strongly limiting the number of possible choices. We choose*, as an analogy, to picture this reachable space of choices, as the surface of a sphere. If we choose a point suitable to our application, it will most certainly not land on the surface. We are thereby forced to choose a possible trade-off on the surface of the sphere.

---

![Diagram](image)

**Fig 24: Model power axis.**

Figure 24 zoom in on the model power axis. In the space to the right of the “Necessary model power” axis we imagine a large number of concepts that we want to implement. The concept range from well-defined to imprecise.

---

![Diagram](image)

**Fig 25: Space axis.**

The arrow down show that if we implement an imprecise concept directly with a lower modeling power than is strictly necessary, we loose flexibility. This does not mean that we can not run our program unless the processor is at the “high”

*The sphere was chosen to illustrate a hypothetical space. It is not based on reality.
level required. Instead we need to build a more powerful abstract machine before we start the modeling process, and this machine must be built with great care.

There is an interesting relation between the number of instances and model power. Figure 25 show the first quadrant where the “number of instances” control the y axis and model power range from well-defined (low) to imprecise (high) on the x axis. The graph is not based on actual measure, but has been drawn to show the difference that exist because we use well-defined concepts to implement imprecise ones.

---

![Fig 26: Speed axis.](image)

Finally the speed axis, shown if figure 26, approximates the speed it takes a number of languages or systems* to perform a single primitive value access. The exact values of each system varies in reality from implementation to implementation. However, differences of a magnitude remain independently of the skill of the programmers in each case. The large gap between records and the rest of the systems is an open invitation to every self-respecting programmer!

5. Current Approaches

In this section we critically view three major data modeling paradigms. Records are the first subject to be scrutinized, and an important one, because records are the primary implementation choice of the two other paradigms, namely object oriented programming and database systems. Our attack of object oriented programming focuses on the use of inheritance as the sole relation. This part of the discussion is independent of Records, as is most of the database systems discussion. The purpose of the text is to show the inadequacy of each paradigm and we will argue strongly against some solve-it-all cultures.

5.1 Criticism of Records

Many problems surface when trying to use records as a data modeling primitive.

*References are given in the Programming Languages section.
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We will take a look at some examples concerning illusory space savings, forced uniformity in the set of attributes, a single type for each attribute, and separate data description. More on the subject can be found in [Kent79].

The major idea of the record is that the schema is separate from the data instance, we call this shared schema. The motivation is that we save space by avoiding the repetition of the same information. We call the reversed view distributed schema; the information to interpret a data instance is stored explicitly in that instance in such a way that it may be accessed to get a description of the data. Casually glancing at the record data model, the schema appears to be distributed. The extraction of the schema is a computational, machine-oriented way of handling large amounts of data. The space saved by sharing the schema easily becomes illusory. The resulting rigid system does not handle variation well, and the user is confronted with the unnatural requirement of predicting the worst case. This estimate is then allocated in every instance, resulting in much waste.

<table>
<thead>
<tr>
<th>Person-1</th>
<th>Person-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>&quot;Ann Smith&quot;</td>
</tr>
<tr>
<td>address</td>
<td>&quot;Riverside Dr.&quot;</td>
</tr>
<tr>
<td>age</td>
<td>22</td>
</tr>
<tr>
<td>maiden-name</td>
<td>&quot;Jones&quot;</td>
</tr>
<tr>
<td>&quot;Stan Smith&quot;</td>
<td></td>
</tr>
<tr>
<td>&quot;Park Avenue&quot;</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

Fig 27: Variation among instances of a single type.

A person is an example of a natural concept we would like to represent with a record. The record model restrict us in two dimensions: All persons must have the same fields, and a given field is forced to contain information of equal size in all records. What attributes would be needed to model a person entity? Consider name, address, social security number, height, age, sex, maiden name etc. All of these attributes are not needed in every person instance. Some people have not got a social security number only girls have maiden names etc.

To accommodate the variations, we have three options:

1) Define the record format to include the union of all relevant fields, where not all the fields are expected to have values in every record.

These null values naturally leads to storage overhead. A user or application programmer is forced to predict every possible field that may appear in a person
record, and there is no restriction on what fields have values when.

2) Allow the same field to have different meanings in different records.

The meaning of the field would be interpreted by adding an extra type field to the record. Unfortunately the interpretation of this record will only be known by the application that conceived it. The database and independent applications treat the two conceptually associated fields as separate chunks of data, with no known restrictions between them. Further, space will be wasted if not all the data happens to be of equal size.

3) Define a new record type for every combination of fields.

This approach eliminate the storage overhead, but if the data varies too much, the number of record types will explode. The desired correspondence between concept and record disappears, and no restriction exist that prevent two records to model the same entity at the same time.

Our second example show some problems of the restricted “second dimension”. Suppose we have a bank account record type. An account can belong to either a corporation, or to a person. This relationship is naturally modeled by having an owned-by field in the account record. The problems occur because persons are identified by social security number, while corporations are identified by name (string). The solutions available are the same as the three listed above, and are accompanied with the same list of problems.

We conclude this section by stating that records, although very useful as is evidenced from the vast experience collected of their application to various problems, are not sufficient to handle the full user-level data modeling requirements. Further problems exist that we have not pointed to here, like lack of self-description, unrestricted access etc. We do not, however, belittle the usefulness of the record model as a tool to build higher level models. Instead we strive to emphasize a
number of arguments that imply that the record model is not sufficient.

5.2 Criticism of Object Oriented Programming

The currently very popular "religion" called object oriented programming [Wegner86] strongly advocates that types should be structured into hierarchies, or lattices in the case where multiple inheritance is allowed. It is a common notion that these type structures reflect the structure of our minds, or stronger, that our minds are structured in the same manner.

Our previous discussion illuminates a few things however: The boundaries of a concept is not always well defined and concepts are not the kind of superclasses found in object oriented systems. The former point can be understood by regarding the structure of a concept as a result of cultural influences and individual experience. Cases exist when objects can not be unambiguously classified to a single category as argued in the "Human Perception and Memory" section. These and the following arguments are of course only relevant for natural concepts, but are very relevant in that case. Our discussion on individuals and concepts should be enough to make the latter point clear. Concepts are not necessarily formed from properties present in all of the individuals, but rather from the most common properties. The primary consequence of this is that inheritance among natural concepts describing types is artificial and requires dangerous additions like selective inheritance.

Most of the available object oriented systems uses the class mechanism to store the schema in only one place. This implementation choice, while saving memory, leads to several problems. Every instance is forced to implement all instance variables of the class, which is clearly incompatible with natural concepts. To provide dynamic creation of new classes, the meta-class concept is introduced; a class whose instances is classes. The dilemma here is that the chain of meta-classes is potentially infinite [Ungar87].

Our general feeling is that inheritance works well for well defined, formal world concepts, and not as well for objects from the real world. The conclusion is that inheritance is an implementation choice, as is the class-instance separation. We also regard inheritance as a syntactic convenience, which is one of the most common arguments for: You only have to describe the difference to preexisting classes.
accessing dates can be written independently of how dates are represented. A
change in representation, only effects the access functions. We notice that the repre-
sentation type and the position schema, both are fixed by the access functions,
yielding two S's. The type schema is available through system predicates, like
integerp, atomp, stringp and the object type can never be part of the Lisp type sys-
tem. An alternative view is that the application programmer resolves the object
type statically. We conclude that access functions result in a $S^3D$ system.

```
(setq '(88 08 28))
(defun year (date) (car date))
(defun month (date)
  (car (cdr date)))
(defun day (date)
  (car (cdr (cdr date))))
```

Fig 40: Access functions in Lisp.

The second Lisp programming culture we are interested in differs in one very
important aspect: The position schema is stored with the data in a list structure
called property-list, see figure 41. The access functions provided by the system,
getprop and putprop, performs a search for the requested attribute, resulting in a
representation that is position independent. We conclude that Lisp property-list
programming is a $S^3D^2$ system.

```
Property List

+---+----+----+-----+-----+
|   | Year| 87  | Month| 07  |
+---+----+----+-----+-----+
|   |     | 07  |      | 22  |
+---+----+----+-----+-----+
```

Fig 41: Common implementation of a property-list.

It is important to understand that a $D^4$ system is not what is needed to solve all
problems of data modeling, neither is $S^4$, SDSD or any other combination. What
we envision is a system which provide a $D^4$ data model to the application pro-
grammer. The system must be able to do trade-offs, or be directed by the pro-
grammer, towards a result containing sets of data with different trade-offs, rang-
ing from $D^4$ to $S^4$. Our conclusion is that the systems discussed all are good. They
do not, as is recognized by the computer science community, provide good solu-
tions to all application domains, but solve their respective domain well. The kind
of system we quest for will be a superset of all these systems and handle as large
a domain as possible. It is most unlikely that a single system will be able to han-
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dile all of the problems involved, though we are convinced that the current domains can be enlarged substantially by adapting the presented views.

7. Conclusion

We have in this paper discussed data modeling with varying emphasis, based on the human being as the problem solver. The initial idea was that any implementation in a computer is a restricted realization of concepts in our minds. Psychology provides us with models of human memory and the concepts stored therein, thereby determining the necessary expressive power of a data model. We envision that the concept of an association is a powerful, free form that allows the modeling of both type and data structures at the required level.

This view, applied to basic concepts in the computer science domain yield an interesting perspective. The concept of an integer can be modeled using associations. The executable realization, a primitive data object, is severely restricted. Following the thread of reason we generalize the primitives into regular collections of such, namely arrays. Arrays is further generalized into structures allowing different object sizes, namely aggregated data. Any further generalization lead back to the starting point - we have come full circle.

![Conceptual representation circle.](image)

The operator selection types of the primitive data objects can be shared between several objects. This is the first major aspect of a data model. The aggregated data can further share attribute to position map (schema). This is the second aspect.

By including the human being into the very difficult discussion of types, we have
been able to find a supposedly unifying view on the type concept, if not a definition. The view allow us to find the last two aspects of a data model, the abstract type and the representation type. The abstract type is the name of the concept we have in our minds, and the representation type is an executable realization. Each realization represents a particular trade-off in storage space, execution time, and model power. Regarding each of these as a dimension, we are able to discuss particular trade-offs as points in this space.

A critical examination of existing data modeling paradigms show that these are inadequate to handle the requirements stated in our analysis. Especially, the record paradigm is too rigid and lack persistency, the object oriented style attacks too many problems at once without thorough understanding of the underlying theories, and databases are too rigid and too slow.

Application of the four major aspects of a data model result in an interesting classification of programming languages. By assigning an S for statically resolved by a compiler, or a D for dynamically available at runtime, to each of the four aspects of each language we get a symbol that is easily interpreted in the model power and execution speed dimensions. Several D’s imply a flexible and powerful system, while a domination of S’s imply fast but inflexible.

We introduce a notation to express different classifications conveniently. The notation is a position system, where each position corresponds to an attribute in enumerated order: Object type, Representation type, Position schema, Type schema. For instance SDSD means static object type, dynamic representation type, static position schema, and dynamic type schema. The same symbol appearing in sequence is abbreviated with a superscript index, for instance $S^2DS$.

Pascal is a good representative for the first generation of Algol derivatives. We classify Pascal to $S^4$. C++ is the newest contribution to the family of statically compiled object oriented languages, initiated by Simula. C++ is classified as $S^4$. The Smalltalk-80 high power interpreted object oriented system is $DS^2D$ system. Lisp programming based on access functions is $S^3D$ and finally Lisp programming based on property-lists is $S^2D^2$.

It is important to understand that a $D^4$ system is not what is needed to solve all problems of data modeling, neither is $S^4$, SDSD or any other combination. What
we envision is a system which provide a $D^4$ data model to the application programmer. The system must be able to do trade-offs, or be directed by the programmer, towards a result containing sets of data with different trade-offs, ranging from $D^4$ to $S^4$.

The major results presented in this report are:
1) An analysis of the important relations between human beings, specification languages and the executing machines.
2) Natural concepts are not suited to be realized with type hierarchies, records, or any other data model that force fix structure conformation of the individuals in a category.
3) The identification of four major aspects of a data model: Object type, representation type, position schema, and type schema.

The objects represented in programming activity are implementations of concepts that reside in our minds. This relation between concepts and objects indicates that there is much of interest in the structure of concepts; a data model is complete if it is able to represent all of these concepts. Such a complete model is probably not possible. However, we should strive to find models that are able to capture as much as possible.

The boundaries of a concept is not always well defined and concepts are not the kind of classes found in object oriented systems. The former point can be understood by regarding the structure of a natural concept as a result of cultural influences and individual experience. Cases exist when objects can not be unambiguously classified to a single category. Further, concepts are not necessarily formed from properties present in all of the individuals, but rather from the most common properties.

A data model which provides all of the referred aspects to the application at runtime, is at the high end of the model-power spectrum, while a system which removes all by compilation to gain execution speed, is at the low end.

The representation type and its associated position schema are mandatory to the existence of an interface between a high-level data model, and actual representation. The interface allow trade-offs to be made by choosing different representations. This cost may further be reduced by the application of "intelligent" compiling techniques, towards a level approaching the most efficient paradigms.
We believe that the material presented in this report sums up to a conceptual framework for the future implementation of very powerful data management systems.
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