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Abstract. A semantics-based decision procedure for reasoning about time and action is described. Given a temporal logic where $\Gamma \models <$, the decision procedure identifies a set of partial interpretations (or interpretation schemas) which are $<, \prec$-preferred models for all axioms in $\Gamma$. Conclusions $\alpha$ can then be tested by evaluating them in the computed partial models. The paper also describes how safe control rules (i.e. rules which do not change the result of the computation, but which eliminate unnecessary branches from the search) are entailed by the general (not scene-specific) axioms, using a special variant of preferential entailment.
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1. Introduction and Summary.

This paper proposes a model-theoretically based decision procedure for non-monotonic reasoning about actions and their effects. The procedure uses constraint propagation in partial interpretations. Being model-theoretic, it does not require inference rules or a complete axiomatization.

The major computational approach to non-monotonic reasoning has previously been through reason maintenance systems [Doy79, dK86]. These systems have however generally been designed for propositional, non-temporal logic, and are not capable of reasoning about time and action in a systematic way. Also the formal semantic bases for reason maintenance systems are generally obscure. The method described here appears capable of handling problems of non trivial size, and is strictly defined and verified.

We base the method on the logic for temporal reasoning described in the previous papers, part I and II, of the present trilogy. Those papers define interpretations for temporal logic in such a way that they contain in essence, (1) a strict total order over a domain of time-points, (2) for each pair of time-point and "property" (e.g. "gun is loaded"), either of the truth-values $T$ or $F$, (3) a set of actions, each specified as a triple $(t, h, u)$, where $t$ and $u$ are time-points, and $h$ is an action type (e.g. "load the gun"), and (4) a set of "expectations for no change", which also is a relation on time-points $\times$ properties. In addition the interpretations contain devices for controlling concurrency.

Two preference orders $\leq$ and $<$ are defined over such interpretations, where $\leq$ maximizes expectations that properties (propositional fluents) will not change, and $<$ minimizes the set of points where they change contrary to expectation, and the set of actions.

The method can be understood as follows. Consider the domain of pairs $(\mathbf{P}, \xi)$, where $\mathbf{P}$ is a set of actions which is one part of the interpretations, and $\xi$ is a function expressing expectations for no change. The secondary preference ordering $<$ defines an order on such pairs, so that a pair is smaller (more preferred) if it contains stronger no-change assumptions, or if it contains a smaller set $\mathbf{P}$. The given scene axioms define the minimal possible set(s) $\mathbf{P}$, namely consisting of actions which are explicitly stated to occur.

The algorithm now searches the domain of such pairs, starting with the minimal member(s). In each node it determines whether the given axioms are satisfiable, i.e. whether there is some interpretation $J$ which contains the given $\mathbf{P}$, and for which $\text{abch}(J)$ has the same (or higher) expectations for no-change than $\xi$. If there exist some such $J$, then the $\leq$-minimal interpretations for the current $\mathbf{P}$ and $\xi$ are the entailed ones, and all interpretations in $<$-larger nodes are not preferentially entailed. If on the other hand there does not exist any such $J$ in the present node, then all $<$-successor nodes must be considered instead.

For the types of axioms we defined in parts I and II of these papers, the
problem is inherently finite when $P$ is held fixed. Therefore the problem
of determining satisfiability for given $P$ and $\xi$ can be done using semantic
tableaux. Also we shall see that the minimization with respect to the $\ll$
ordering can be easily integrated with the semantic tableaux technique.

The processing of building the semantic tableau is seen here as the process
of extending a partial interpretation to successively $\sqsubseteq$-larger partial inter-
pretations, where $\sqsubseteq$ is the ordering on partial interpretations specifying “more
content”. A key part of the method is therefore to define partial interpre-
trations in such a way that the temporal ordering between times can be partial,
and need not be a total order as in parts I and II of the paper. Our definition
of partial interpretations makes it possible to represent the contents of the
scene axioms as one or a few partial interpretations. The other axioms are
then used for gradually adding more information to the initial p.i.s. Thus the
method can also be understood as a kind of constraint propagation method.

One important advantage of this method is that if the search is done in
the right way, it reasons very naturally for concrete problems. Therefore,
as an introduction to the later and more formal sections, section 2 of this
paper contains a protocol of detailed common-sense reasoning about a simple
problem. In the last sections of the paper we will refer to aspects of this
protocol in order to motivate various traits of the algorithm. In particular,
section 5 describes a method for obtaining “control” rules, i.e. rules which do
not change the result of the computation, but which directs it in such a way
as to eliminate the need to search certain branches in the tableaux which are
unnecessary in view of the $\ll$ preference.

2. An example.

Let us first go through a concrete example, namely the perennial Yale
turkey shoot. We shall repeat the axioms from previous parts of the paper,
and show how a preferred partial model can be constructed, using the axioms
for constraint propagation.

The set $\Gamma_s$ of scene descriptions are as follows:

$Holds(t_1, load, t_2)$.

$t_2 \ll t_3$.

$Holds(t_3, fire, t_4)$.

$\neg Holds(t_1, gunloaded)$.

$Holds(t_1, firealive)$.

The set $\Gamma_a$ of action specifications consists of the following two conve-
tional axioms, henceforth referred to as $\Gamma_{load}$ and $\Gamma_{fire}$, written with the
concurrency control literals from part II:

$Holds(a, t, load, u) \rightarrow$
\[\text{Steadies}(a, \text{gunloaded}) \land \text{Holds}(t, \text{gunloaded}, u) \lor \]
\[\text{Controls}(a, \text{gunloaded}) \land \neg \text{Holds}(t, \text{gunloaded}) \land \]
\[\text{Holds}(u, \text{gunloaded})].\]

\[\text{Holds}(a, t, \text{fire}, u) \rightarrow \]
\[\text{Steadies}(a, \text{firedalive}) \land \neg \text{Holds}(t, \text{firedalive}, u) \lor \]
\[\text{Controls}(a, \text{firedalive}) \land \text{Holds}(t, \text{firedalive}) \land \]
\[\neg \text{Holds}(u, \text{firedalive}) \land \neg \text{Holds}(u, \text{gunloaded}) \land \]
\[\text{Holds}(t, \text{firedalive}) \land \neg \text{Holds}(u, \text{firedalive})].\]

The set \(\Gamma_t\) of general temporal reasoning axioms were specified in part II of the paper, and consists of instances of the axiom schemas \(\Gamma_{t,1}\), \(\Gamma_{t,2}\) and \(\Gamma_{t,3}\).

The purpose of the exercise is to verify that these axioms together preferentially entail the surprising fact that

\[\neg \text{Holds}(t_4, \text{firedalive}).\]

and more importantly, to do the verification with a method which generalizes to a reasonable range of axioms and which is systematic enough to be implementable.

To this end, we use a working structure which captures what conclusions have been drawn so far, and which we call a \textit{time and action map}, or \textit{t-a-map}. We will later recognize it as a partial interpretation. Informally however, the action map looks as in the example in figure 1, which shows the action map at the end of the verification process for the example. It consists of four parts. The topmost part, labelled \textbf{T}, identifies the time-points which are being considered, in this case \(t_1\) through \(t_4\). The second part, labelled \textbf{tp} identifies what is so far known about the temporal ordering of these. In the present example everything is known; the order is total.

The third part of the time and action map, labelled \textbf{P} identifies the set of actions which have so far been identified. In simple temporal projection problems that set is constant throughout the process; in problems with causation of actions as well as for planning problems the set grows during the process. In the present example the set consists of two actions, as illustrated in the figure.

The fourth part, labelled \(R, X, Y, Z\) identifies what is known about the value of each property at each time-point; the value may be \(T, F,\) or \(U\). Also
Figure 1.
the fourth part identifies what is known about what properties are controlled by what actions, in what intervals (drawn with a solid arrow), steadied by one or more actions (drawn with a dotted/broken arrow), or is inferred to persist (drawn with a broken arrow). These correspond to the \( Y, Z, \) and \( X \) components of interpretations, respectively. (If a property is steadied in an interval then it also persists there, but in such cases it would be natural to only draw the arrow representing that it is steadied. Apart from that there can be no possibility of several kinds of arrows in the same interval for a property).

The verification process goes as follows. We initialize the t-a-map as a structure which satisfies all the scene axioms in \( \Gamma_s \), as illustrated at the top of figure 2. In this example it is only the fourth component which changes, so figure 2 contains a succession of variants labelled a,b,\ldots for the fourth component. Thus e.g. "figure 2c" will refer to the top three components in figure 2, plus the "c" variant of the fourth component.

The t-a-map is initialized to be as in figure 2a. It is easily seen that already with that information, all axioms in \( \Gamma_s \) (the scene axioms) are satisfied, and so are \( \Gamma_t,1 \) which say that the ending-time of an action succeeds the starting-time. We then add to the structure additional information which is necessary there in order that other axioms shall also be satisfied. At the end of the process we shall have one or more t-a-maps which satisfy all the axioms in \( \Gamma_s, \Gamma_t,3 \) and \( \Gamma_t,3 \) \(^1\) as well.

Given the t-a-map in figure 2a, the obvious choice is to first make sure that \( \Gamma_{load} \) is satisfied for the only instance of its variables which satisfy the antecedent. In the t-a-map in 2a the axiom evaluates to \( T \rightarrow F \lor U \) which is \( U \), so more information has to be added. Clearly the first consequence disjunct can not be satisfied, unless some information is removed from the t-a-map, so the only option is to add information so as to satisfy the second disjunct. The result is as in figure 2b, i.e. we recognize that \textit{gunloaded} is \( T \) at the end of the load action, and is controlled by that action. (The arrow labelled load\(_2\) in the figure designates the control, and the index \(_2\) is a reminder that the second consequence disjunct was chosen in \( \Gamma_{load} \)).

If we make the optimistic assumption that we will be able to find a maximally \<\>-preferred model, where the abnormal change set \( abch(J) \) is empty, and the set \( P \) of actions does not grow beyond the present, then we can add some more conclusions: there is no possibility to derive a conclusion of the form

\[
\text{Notpersists}(t_1, \text{fredalive},t_2)
\]

so we can tentatively add to the t-a-map that the property \textit{fredalive} persists from \( t_1 \) to \( t_2 \). Also, based on the assumption of an empty \( abch \) set, we can conclude that \textit{fredalive} is \( T \) in \( t_2 \) as well as in \( t_1 \). However, both of these

\(^1\)In this particular example the axioms \( \Gamma_{t,3} \) are actually also satisfied right from the start, but that does not hold in general.
\[
\begin{array}{cccccc}
T & t_1 & t_2 & t_3 & t_4 \\
\text{tp} & \hline & & & & \\
\text{p} & \text{load} & \text{fire} & \\
\hline
R, X, Y, Z
\end{array}
\]

a)
- loaded: F
- fired: T

\[
\begin{array}{ccc}
\text{gunloaded} & U & U & U \\
\text{fired} & U & U & U \\
\end{array}
\]

b)
- loaded: F
- fired: T

\[
\begin{array}{ccc}
\text{gunloaded} & \text{load} & U & U \\
\text{fired} & T & U & U \\
\end{array}
\]

c)
- loaded: F
- fired: T

\[
\begin{array}{ccc}
\text{gunloaded} & \text{load} & U & U \\
\text{fired} & \text{fired} & U & U \\
\end{array}
\]

d)
- loaded: F
- fired: T

\[
\begin{array}{ccc}
\text{gunloaded} & \text{load} & \text{fired} & \text{fired} \\
\text{fired} & \text{fired} & \text{fired} & \text{fired} \\
\end{array}
\]

e)
- loaded: F
- fired: T

\[
\begin{array}{ccc}
\text{gunloaded} & \text{load} & \text{fired} & \text{fired} \\
\text{fired} & \text{fired} & \text{fired} & \text{fired} \\
\end{array}
\]

Figure 2.
assumptions may later have to be withdrawn, if we have to go to less optimal models. Anyway the working hypothesis at this point is as in figure 2c.

Next, addressing the time interval from \( t_2 \) to \( t_3 \), we make a similar tentative inference that both \textit{gunloaded} and \textit{fredalive} persist during that interval, in the absence of any action that would control them and in the absence of any abnormal property change. The result is as in figure 2d.

Finally, in order to satisfy the only relevant instance of axiom \( \Gamma_{\text{fire}} \), we can only proceed to the time-map in figure 2e which of course is the same as we already saw in figure 1. We now have a time-map which can easily be verified to satisfy all the axioms; it is maximally preferred according to \(<\) and \(\ll\), and it is intuitively fairly clear that all other models are less preferred. (To be precise, of course, the t-a-map is not a single model, but a model schema which can be instantiated into a set of models, which happens to equal the set of maximally preferred models). The conclusion that we are eagerly waiting to arrive at, \( \neg \text{Holds}(t_4, \text{fredalive}) \), is \( T \) in the final t-a-map, so it is preferentially entailed by the given axioms.

This example is of course embarrassingly simple, but there is every reason to believe that the method we have seen at work here (and which the reader may recognize as "essentially constraint propagation" or "essentially semantic tableaux") can be applied to significantly larger exercises as well. For more complex examples the procedure must however deal with sets of t-a-maps rather than a single one. First, if the given scene axioms contain disjunctions (such as "either Fred or the turkey chicken Phil is alive") then they already generate a set of alternative t-a-maps which must be processed in parallel. Also, if there is no axiom that can be directly applied in a t-a-map, one has to replace it with several more specific ones, and apply the axiom in each. For example if it is not known whether or not the gun is loaded at time \( t_1 \), one has to consider both alternatives in order to be able to apply \( \Gamma_{\text{load}} \).

Similarly for concurrency control: if the axioms state that there are two actions, and it can be deduced that they can not occur concurrently, and the scene axioms does not specify their order, one must split into one case where one action occurs first, and another case where the other occurs first, in order to satisfy \( \Gamma_{1,3} \).

The procedure must therefore maintain a \textit{working set} of t-a-maps, and add information to all of them until they all satisfy the axioms. While doing so, it may happen that some of the t-a-maps is not able to satisfy an axiom no matter what information is added to the map. In such a case that alternative is discarded from the working set.

In addition there are the considerations of the preference order \(<\), which did not come into play in the present example. Essentially what we have done here is to assume minimality with respect to \(<\) and work the above
However if the algorithm should get to the point where no member remains in the working set, it has to compromise its assumption with respect to $<$, and admit a larger set $P$ of actions, or admit abnormal changes. There again there will be branching, since in principle one can grow $P$ in many ways; it is only the root of that preference structure that is a single node. The procedure must in principle search the tree defined by $<$ from the initial node, and in each direction proceed until it finds a node (hypothesis about $P$ and $abch(J)$) for which the "lower" level of the algorithm concludes with a non-empty working set.

This characterization of the general procedure is easy enough to understand informally, and would presumably be clear enough to serve as a first sketch of an implementable system. What however is not immediately clear is whether such an algorithm would in fact result in a set of time-maps (partial models) with the very desirable property that a proposed conclusion $\alpha$ is $T$ in all those partial models, if and only if it is preferentially entailed by the given axioms according to the definitions given in part I and II of this paper. We will show that that is in fact the case.


We have previously defined the semantics for our temporal logic with total interpretations where logical formulas have the truth-value $T$ or $F$. In this section we generalize to partial interpretations and a three-valued semantics.

Partial interpretations.

A partial interpretation is a tuple $(T^+, tp, R, P, M_T, M_A, X, Y, Z)$, which in general resembles ordinary (total) interpretations, but with the following changes. The old set $T$ which was totally ordered by $tp$ is now extended into a larger set $T^+ \supseteq T$, and $tp$ is redefined as a mapping from pairs of times, to relation symbols:

$$T^+ \times T^+ \rightarrow \{\preceq, \preceq, \succ, \preceq, \simeq, \preceq, \not\in\}$$

The idea is that the members of $T^+ - T$ are time tokens rather than specific time-points. For example, $t_1$ through $t_4$ that were used in the t-a-map in the previous section were such time tokens. (In that particular case we used temporal constant symbols as time tokens, but that is not a necessary choice). The ordering $tp$ expresses the relationships between members of $T^+$, be they time-tokens or time-points, so that $tp(t, t') = \preceq$ means that the current partial interpretation "knows" that $t \preceq t'$, but does not know whether $t < t'$ or $t \simeq t'$. Here $t \simeq t'$ represents that they occur at the same actual time-point. The value $tp(t, t') = \not\in$ represents lack of any knowledge about the order of $t$ and $t'$.

The ordering $tp$, now represented in this somewhat nonstandard way, is

---

2We use the term algorithm as a synonym of procedure
still assumed to have the obvious properties of transitivity etc. It partitions $T^+$ into a set of equivalence sets of times, with $\simeq$ as the equivalence relation. Two different members of $T$ (the set of time-points) can not be in the same equivalence set, and $T$ is totally ordered like before.

A strength order $\subseteq$ is defined on $tp$ functions in the obvious way. We define $\subseteq$ first for the temporal relation symbols, as illustrated by the Hasse diagram in figure 3. (An extra top element $\top$ has been added there to complete the lattice, but may not be used in interpretations). Then $tp \subseteq tp'$ is defined as

$$\forall t \forall u [tp(t, u) \subseteq tp'(t, u)]$$

We define $eqv(t)$ as the equivalence set that $t$ is in, i.e.

$$\{t' \mid tp(t, t') = [\simeq]\}$$

Also we write $ivls([\leq], tp)$ for the relation on pairs of equivalence sets whose members are pairwise $[\leq]$, i.e.

$$\{(eqv(t), eqv(t')) \mid tp(t, t') \supseteq [\leq]\}$$

The maximally $\subseteq$-strong $tp$ mappings are those where there is one equivalence set for each member of $T$, and no other one. In other words, each time-token has then been equivalenced with some time-point.

In practical use of the algorithm, one will presumably only use members of $T^+ - T$, since the exact choice of time-point (in $T$) is irrelevant for normal deduction examples. However we choose to keep time-points and time-tokens in the same set $T^+$ so that total interpretations can be seen as a special case of the partial ones.

With these conventions for times, most of the other elements of the partial interpretation are easily taken care of:

$$R$$ is a mapping $ivls([\leq], tp) \times C \mapsto \{T, F, U\}$

$$P \subseteq T^+ \times H \times T^+$$

$$MT$$ is a mapping $TC \mapsto T^+$

$$MA$$ is a mapping $AC \mapsto P$

$$X$$ is a mapping $ivls([\leq], tp) \times C \mapsto \{T, F, U\}$

$$Y, Z$$ are mappings $P \times C \mapsto \{T, F, U\}$

In the cases of $R$ and $X$, we have to change the definition that was used for total interpretations (subset of $T \times C$) since we now have a weaker structure on the set of times, but still want to accumulate the information from axioms (for example ground statements of the form $Holds(t, c, u)$) into the partial interpretation. We request the mapping $R$ to satisfy the following two conditions, and similarly for $X$:

1) if $R((t, u), c) = T$ and $R((t', u'), c) = F$, then $tp$ must be such that either $u \leq t'$ or $u' \leq t$;
2) if \( b \) is either \( T \) or \( F \) (but not \( U \)), then
\[
R((t, t'), c) = b \land R((t', u), c) = b \iff R((t, u), c) = b
\]

In this way \( R \) and \( X \) can represent current hypotheses about intervals where \( Holds \) and \( Prevails \) hold or do not hold.

**STRENGTH ORDERING \( \sqsubseteq \) ON PARTIAL INTERPRETATIONS.**

The strength order \( \sqsubseteq \) is defined on partial interpretations and their components as follows. Assume
\[
J_1 = (T^+, t_{p1}, R_1, P, M_{T,1}, M_{A,1}, X_1, Y_1, Z_1)
\]
\[
J_2 = (T^+, t_{p2}, R_2, P, M_{T,2}, M_{A,2}, X_2, Y_2, Z_2)
\]

If the \( T^+ \) components are different then one must permute them in order to compare the two interpretations, and if the \( P \) components are different then the two interpretations are unrelated with respect to \( \sqsubseteq \). With these components equal we define \( J_1 \sqsubseteq J_2 \) iff all of the following hold:
\[
t_{p1} \sqsubseteq t_{p2}
\]
\[
R_1 \sqsubseteq R_2
\]
\[
X_1 \sqsubseteq X_2
\]
\[
Y_1 \sqsubseteq Y_2
\]
\[
Z_1 \sqsubseteq Z_2
\]
\[
M_{T,1} = M_{T,2}
\]
\[
M_{A,1} = M_{A,2}
\]

With the exception of the \( M \) components, all the elements which are being compared are mappings. In general we say that \( F_1 \sqsubseteq F_2 \) for mappings iff
\[
F_1(x) \sqsubseteq F_2(x)
\]
for all arguments to the mapping. We therefore only need to define \( \sqsubseteq \) for the ranges of the mappings being used. We just defined it for the range of \( t_{p} \) (figure 3), and already in section 1 we defined it for \{\( T, F, U \)\} so that \( U \sqsubset T \) and \( U \sqsubset F \).

In parts I and II of this paper the \( M \) component was defined to be irrelevant for the preference ordering. The reason why we strengthen the requirement here is so that evaluation of formulas will be monotone with respect to \( \sqsubseteq \).

For the \( R \) and \( X \) components there is the additional technical detail that \( R_1 \) and \( R_2 \) may have different domains, since their domain depends on \( t_{p} \). However it is easily seen that if \( t_{p1} \sqsubset t_{p2} \), then \( ivls([\sqsubseteq], t_{p1}) \) is obtained from \( ivls([\sqsubseteq], t_{p1}) \) by adding more relationships between existing equivalence sets, and/or by merging such equivalence sets, and taking the unions of the relationships going to or from them. (If \( t_{p1} \not\sqsubseteq t_{p2} \) then \( J_1 \not\sqsubseteq J_2 \) anyway). The
way to compare $R_1$ and $R_2$ for the purpose of determining whether $J_1 \sqsubseteq J_2$ is therefore to apply $R_1$ to the domain of $R_2$ in the obvious way, if necessary strengthening it so that the requirements on the structure of $R$ are satisfied, and then determine whether the result is $\sqsubseteq R_2$ on an argument by argument basis.

The elements of the interpretations can be strengthened independently of each other, except that if $tp$ is strengthened then $R$ and $X$ may have to be strengthened too, because of the constraints on them. Also if one element of $tp$ is strengthened, other elements of $tp$ may have to be strengthened by consequence.

When we defined $\sqsupseteq$ for the relation symbols, we added an extra element $\bot$ in order to complete the lattice at the top, although not allowing it to appear in interpretations. It would in fact be natural to do the same thing for the truth-values, and add a fourth truth-value $K$ such that $F \sqsubseteq K$, $T \sqsubseteq K$. With these extensions, and if we take also interpretations containing $\bot$ and $K$ into account, we could expect $\sqsupseteq$ to define lattices in all domains where we have now defined it. These considerations support using the $\sqsupseteq$ symbol for the partial ordering on interpretations, but are not directly useful for obtaining the results in the present paper.

**Evaluation of Logical Formulas**

Auxiliary definitions: let $r$ and $r'$ be members of the set of temporal relation symbols $\{[\equiv], [\preceq], \ldots\}$. We define $\text{implies}(r, r')$ as $T$, $F$, or $U$, informally to mean "is it the case that $r'$ if we know $r$, certainly, certainly not, or maybe?" or formally as

- if $r \sqsupseteq r'$ then $T$
- if $r \sqcap r' = \bot$, i.e. the top of the lattice, then $F$
- otherwise $U$.

For example,

\[
\text{implies}([\equiv], [\prec]) = F
\]

\[
\text{implies}([\preceq], [\prec]) = U
\]

Also we define and$(b, b')$ on three-valued truth-values according to Kleene's strong definition [Kle52], i.e. as $\min(b, b')$ in an ordering where $F$ is less than $U$ which is less than $T$. Similarly not$(b)$ is defined by $\text{not}(T) = F$, $\text{not}(F) = T$, $\text{not}(U) = U$.

Now let $J$ be a partial interpretation and $\alpha$ be a logical formula with the syntax defined before. The value of an $\alpha$ in $J$ under the variable assignment $VA$ is written

\[J \models \alpha_{[VA]}\]

and is $T$, $F$, or $U$ according to the following definitions.

If $\alpha$ has the form $t = u$: $\text{implies}(tp(val(t), val(u)), [\equiv])$
If $\alpha$ has the form $t \prec u$: $\text{timplies}(tp(val(t),\text{val}(u)),[\prec])$

If $\alpha$ has the form $\text{Holds}(a,t,h,u)$: Let $\text{val}(a) = (t',h',u')$. If $h \neq h'$

then the value is $F$, otherwise

$\text{and}(\text{timplies}(tp(val(t),t'),[\simeq]),\text{timplies}(tp(val(u),u'),[\simeq]))$

If $\alpha$ has the form $\text{Holds}(t,c,u)$: $R(\text{eq}(\text{val}(t)),\text{eq}(\text{val}(u)),c)$

If $\alpha$ has the form $\text{Persists}(t,c,u)$: $X(\text{eq}(\text{val}(t)),\text{eq}(\text{val}(u)),c)$

If $\alpha$ has the form $\text{Notpersistence}(t,c,u)$: not($X(\text{eq}(\text{val}(t)),\text{eq}(\text{val}(u)),c))$

If $\alpha$ has the form $\text{Controls}(a,c)$: $Y(\text{val}(a),c)$

If $\alpha$ has the form $\text{Steadies}(a,c)$: $Z(\text{val}(a),c)$

If $\alpha$ has the form $\beta \land \gamma$: $\text{and}(\text{val}(\beta),\text{val}(\gamma))$

If $\alpha$ has the form $\forall u \beta$: using the definition for $\land$; universal quantification is seen as the conjunction of the instances for all appropriate choices of value for $u$.

These definitions immediately give us

**Corollary.**

$J \subseteq J' \rightarrow (J \models \alpha_{V[A]}) \subseteq (J' \models \alpha_{V[A]})$

(Remember that $J \models \alpha_{V[A]}$ stands for the value of $\alpha$ in $J$ under $V[A]$). This property is the key to the computational method that is to follow below.

**Proof.** We observe that $\text{not}$ and $\text{and}$ are monotone in their arguments, and that

$b \subseteq b' \rightarrow \text{timplies}(b,r) \subseteq \text{timplies}(b',r)$

Since all parts of the definition of formula evaluation have been formed from the interpretation components themselves (including $\text{val}$ which is directly formed from them), and composed using $\text{not}$, $\text{and}$, $\text{eq}$, and $\text{timplies}$, the result follows by induction.

**Preference order**

In our undertaking to generalize the ordinary semantics to work for partial interpretations, it now only remains to generalize the preference orderings. Clearly it would be desirable to say that $J_1 \prec J_2$ for partial interpretations iff every completion of $J_1$ is $\ll$ every completion of $J_2$. In fact it is convenient to define $\ll$ so that it is also three-valued, with the value $T$ in the case where every completion of $J_1$ is $\ll$ every completion of $J_2$, and $F$ in the case every $J_1$ completion is $\ll$ every $J_2$ completion. The same applies for $\prec$.

Looking back to the definitions of these orderings for total interpretations in part II, we notice first of all that $\ll$ is defined in terms of subset relation.

\[^3\text{The verification of monotonicity for } \text{eq}\text{ is omitted}\]
ships on the interpretation components $X$, $Y$, and $Z$. All of them were relations there, and have now been generalized to mappings into $\{T,F,U\}$, i.e. to three-valued relations. Since $\subseteq$ between relations is essentially an implication, we generalize into a relation $\preceq$ between $\{T,F,U\}$-valued relations, which is a corresponding implication in the three-valued logic.

The definitions are simple:

If $b$ and $b'$ are in $\{T,F,U\}$, $b \preceq b'$ is defined as $or(not(b), b')$, where $or$ is defined as a max function on the ordering where and was previously defined to minimize. The truth-table for this operation is seen in figure 4. For definite (non-$U$) truth-values, this table is like ordinary material implication, and for $U$ arguments it has the strongest $\sqsubseteq$-monotone definition.

If $F$ and $F'$ are three-valued functions over the same domain, $F \preceq F'$ is defined as the minimum (in the same sense as for and) of $F(x) \preceq F'(x)$ for all $x$. Also $F \preceq F'$ is defined as $and(F \preceq F', not(F' \preceq F))$, and $F \equiv F'$ as $and(F \preceq F', F' \preceq F)$.

With these definitions we can transfer the definition of $\ll$ essentially as it is, just cupping all the relations that compare three-valued relations, and adding the requirement that $tp$ is equal (which was automatic before):

$$J_1 \ll J_2 == \; \text{tp}_1 \equiv \text{tp}_2 \land R_1 \equiv R_2 \land P_1 = P_2 \land$$

$$((Y_1 \preceq Y_2 \land Z_1 \preceq Z_2) \lor$$

$$(Y_1 \equiv Y_2 \land Z_1 \equiv Z_2) \lor$$

$$(Y_1 \equiv Y_2 \land Z_1 \equiv Z_2 \land X_1 \preceq X_2))$$

We assume that $\land$ and $\lor$ in this formula are evaluated in the three-valued way.

COROLLARY. The three-valued relation $\ll$ is $\sqsubseteq$-monotone in both arguments.

This follows since the definition of $\ll$ is entirely composed of $\sqsubseteq$-monotone functions. (The ordinary equality that is used for comparing $P$ in the definition does not matter, since interpretations that compare with $\subseteq$ must have equal $P$ components anyway).

COROLLARY. If $I \ll I'$ is $T$ for two partial interpretations $I$, $I'$, and $I \subseteq J$, $I' \subseteq J'$, then $J \ll J'$ is $T$.

Next we proceed to extending the definition of the other ordering, $<$, which minimizes the set of abnormal changes and the set $P$ of actions. However, unlike for $\ll$, the ordering $<$ for non-total interpretations is not used in any essential way in the description and analysis of the decision procedure in the next section. The definitions that follow are therefore mostly for symmetry and completeness.

The criterium on $P$ need not change at all, compared to the definition for total interpretations, since our definition of partial interpretations does not
**Truth table for** \( b \in b' \)

<table>
<thead>
<tr>
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<td>( T )</td>
</tr>
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*Figure 4.*
have any partiality with respect to whether actions occur or do not occur. However we must define what is the set \( abch(J) \) of abnormal changes in a partial interpretation.

The appropriate definition is for \( abch(J) \) to be a mapping

\[
ivls([\leq], tp) \times C \mapsto \{T, F, U\}
\]

which will assign to every interval (between equivalence classes of times) the information that the property \( c \) has at least one abnormal change there \( (T) \), does not have any abnormal change \( (F) \), or may have an abnormal change depending e.g. on how \( tp \) is strengthened \( (U) \). With this definition it is straightforward to compare abnormal change sets using \( \leq \), and the definition for \( < \) can be transferred from before as follows:

\[
J_1 < J_2 =\ [abch(J_1) \leq abch(J_2)] \lor [abch(J_1) \not< abch(J_2) \land P_1 \subseteq P_2]
\]

The definition of \( abch(J) \) then is the three-valued function \( A(w, c) \) (where \( w \) is a pair of equivalence sets of times) which is \( T \) iff \( X(w, c) = T \) (meaning we expect persistence during the interval \( w \)) and there are two subintervals \( w' \) and \( w'' \) necessarily overlapping with \( w \) according to \( tp \), such that \( R(w', c) = T \) and \( R(w'', c) = F \). The definition for when the function is \( U \) or \( F \) will not offer any difficulty.

It seems likely that \( < \) is also monotone with respect to \( \leq \) but we do not have any result on that point. The correctness proof for the algorithm in the next section needs the monotonicity of \( \ll \) but not of \( < \).

With this we conclude the generalization from ordinary to partial interpretations. Clearly the generalization is quite straight-forward, and when one has become used to the three-valued calculus it is actually no more complex than the original definitions.

4. Decision procedure.

In section 2 we described a plausible verification procedure through a simple example. Let us now go back and analyze that example with the conceptual tools that have been introduced in the previous section, and meanwhile generalize into a verified semantic decision procedure.

The specification for the procedure is to determine whether a certain \( \Gamma \) entails a certain \( \alpha \), i.e. whether \( \alpha \) has the value \( T \) in all members of

\[
Min_<(Min_<(Mod(\Gamma)))
\]

Since in this section we will work with such nestings of monary functions, let us decide at once to omit parentheses and write the specification as

\[
Min_< \ Min_< \ Mod \ \Gamma
\]

Here \( Mod \) is the function which takes the set of all total models (no partial models). We shall call this the specification formula, and its value the speci-
fication set. $\Gamma$ is assumed to consist of the three types of axioms defined at the end of part II of the paper sequence.

The computational problem of course is that this set is too large, and that in many cases the differences between its members are irrelevant for the value of $\alpha$. The whole idea with introducing partial interpretations was that we should be able to replace the specified set with a smaller set of partial interpretations, which still give the same result when $\alpha$ is evaluated over them.

We shall use the term test set for the computed set of interpretations where $\alpha$ is to be evaluated. The specification of correctness for the algorithm can then equivalently be phrased as whether $\alpha$ is $T$ in all members of the test set, iff it is true in all members of the specification set. In this section we need to discuss (1) what is a correct choice for the test set, and (2) what is an algorithm for computing the test set. Let us start with the first question, although in the continued discussion we will cover both questions in parallel.

The use of partial interpretations immediately suggests that the test set should be something like

$$F^* \text{ Min}_{\leq} \text{ Min}_{\leq} \text{ Mod } \Gamma$$

where $F$ is a function which takes a set $\Delta \cup \Delta'$ of interpretations and replaces it by $\Delta \cup \{J'\}$, where $J'$ is a partial interpretation which is $\subseteq$ every member of $\Delta'$, and $F^*$ performs the $F$ operation repeatedly. Every definite value ($T$ or $F$) obtained with the new test set is clearly also a value for the original test set. Such a test set is therefore sound, although not complete since there is no lower bound to the choice of $J'$.

One question which can come up for this or any other choice of test set is what happens if $\alpha$ has the value $U$ in some member of the test set. In such a case one must replace that element in the test set by several $\subseteq$-larger ones, and evaluate $\alpha$ in them instead. (Since $\alpha$ has to be $T$ in all of them in order to be entailed, it is sufficient to compute until we have found one where $\alpha$ is $F$). Rather than having to assume that the choice of test set shall depend on $\alpha$, we make the convention that to "evaluate $\alpha$ in the members of the test set" shall be considered to also include splitting test set members into several $\subseteq$-larger ones whenever made necessary by $\alpha$.

A stronger choice of $F$ than the one just mentioned, is to take the set of all partial interpretations $J$ which are such that the set of completions of each $J$ is a subset of the specification set, and which also are $\subseteq$-minimal with that property. This choice will clearly always give the right result, if combined with the described policy when $\alpha$ evaluates to $U$ in a member of the test set. It is something of this kind that we would like as a test set, but of course we have to compute it in a different way. Let us discuss the computational process some before defining the test set precisely.

As we saw in section 2, the strategy for the procedure is to start with a partial interpretation which is a model for some of the axioms, and to
gradually strengthen it in the sense of \( \sqsubset \), and sometimes also in the sense of
\(<\), namely when additional members of \( P \) or some members of the abnormal
change set have to be introduced. Notice however that the two orderings \( \ll \)
and \(<\) relate differently to \( \sqsubset \). The \( \ll \)-preferences are realized while going
to \( \sqsubset \)-larger partial interpretations, since we start with a p.i. where \( X \), \( Y \),
and \( Z \) map all argument combinations to \( U \). In the course of deduction we
will strengthen some components of \( Y \) and \( Z \) to \( T \), and we can minimize
by strengthening the remaining components from \( U \) to \( F \). Similarly the
components of \( X \) are default-strengthened from \( U \) to \( T \) since we maximize
the relation \textit{Persists}.

For the \(<\) relation, on the other hand, decisions to compromise on \(<\>
(going to a \(<\)-larger p.i.) by introducing additional actions takes us to partial
interpretations which are \textit{not} \( \sqsubset \)-stronger. Allowing for abnormal changes
again can be done within \( \sqsubset \), in the same manner as for \( \ll \) strengthenings,
but they are of course the last resort.

As we saw in the example, the difference between the two orderings is
also reflected in the procedure. In the example we made the assumption
that a minimum with respect to \(<\) could be achieved, and the computations
were then done under that assumption. For more difficult problems one
needs an algorithm in two layers, as was outlined towards the end of section
2. Let us now translate that algorithm into more formal terms which are
needed in order to pursue the analysis. We define the algorithm in two ways,
one simpler definition which essentially defines away the outer layer and
only specifies the inner layer (which is what we saw at work in the concrete
example in section 2), and a more precise, two-layer definition which accounts
for both layers.

\textbf{THE ONE-LAYER DECISION PROCEDURE.}

The procedure operates on a set of \textit{hypotheses}, each of which is a pair
\( \langle J, \xi \rangle \), where \( J \) is a partial interpretation and \( \xi \) is the kind of mapping which
is used as the value of \textit{abch}(\( J \)), but mapping only to definite truth-values,
i.e. a mapping

\[
ivls(\langle \ll, tp \rangle, C) \mapsto \{ T, F \}
\]

where \( tp \) is taken from \( J \). The algorithm first determines a set \( \Delta \) of partial
models for the axioms in \( \Gamma_s \cup \Gamma_{t,1} \) which is complete for those axioms in the
sense that every total model of the axioms is \( \exists \) some member of \( \Delta \). The
members of \( \Delta \) do not have to be \( \sqsubset \)-minimal, but of course we expect them
to be at least close to minimal. Technically we write this requirement as

\[
Mod (\Gamma_s \cup \Gamma_{t,1}) = Compl \Delta
\]

where \textit{Compl} is a function which takes a set of partial interpretations and
replaces each of them by all total interpretations \( \sqsubset \) to it. Since \( \Gamma_s \cup \Gamma_{t,1} \subseteq \Gamma \),
we then have

\[
Mod \Gamma \subseteq Compl \Delta
\]
The real, two-layer procedure which we will introduce below will pick out a few, preferred members of $\Delta$, but the present more abstract algorithm considers them all. (They are of course infinitely many). Consider now the set of hypotheses consisting of all pairs
\[
\langle J, \xi \rangle
\]
where $J \in \Delta$, and $\xi$ is any mapping as defined above which fits the $tp$ component of $J$. We write the pair formation operation as $Pairx_i$, taking a set of p.i.s to a set of pairs, so the set of initial hypotheses can then be written as
\[
Pairx_i \Delta
\]

The algorithm now operates by successively removing members of the working set, modifying them, and replacing no, one, or more new members to the working set. Each time it is only the $J$ component that changes; the $\xi$ component is unchanged. Also the change in $J$ always consists of replacing it by some $J'$ such that $J \subseteq J'$.

The actual changes which are done to $J$ are those which (1) change it so as to satisfy the other axioms, (2) minimize with respect to $\ll$, and (3) draw the conclusions from the $\xi$ component specifying absence of abnormal change. Thus if the current $J$ specifies that a property $c$ persists over a time interval $w$, and $\xi(w, c) = F$ meaning no abnormal change there, then the process may propagate values across the interval. If the value of $c$ at one end of $w$ is $T$ and at the other end is $U$, then one can increase it to $T$ at the other end. If it is $T$ at one end and $F$ at the other end, then the hypothesis is discarded.

The result of the process just described shall be written as
\[
Prop \text{ Min}_\ll \text{ Enforce } Pairx_i \Delta
\]
where $Enforce$ is the operation which does $\subseteq$ increases until all axioms are satisfied, and $Prop$ propagates property values according to the current $\xi$.

We assume that the operation $Enforce$ has the property (for arbitrary set $\Delta'$ of partial interpretations) that
\[
Compl Enforce \Delta' = Enforce Compl \Delta'
\]
The operation $Enforce$ in the case of total interpretations of course only serves as a filter, to remove interpretations which do not satisfy all the axioms, since there is no more information to be added. What this equation says is therefore that the $Enforce$ operation on partial interpretations does not “lose” any significant hypotheses along the way to stronger p.i.s.

Also, since $Enforce$ serves as a filter on total interpretations, checking that they are models for all the axioms, we have
\[
Enforce Compl \Delta' \subseteq Mod \Gamma
\]

\footnote{The three operations $Enforce$, $\text{Min}_\ll$, and $\text{Prop}$ are defined for hypotheses as applying to their first element while leaving the second element unchanged}
if $\Delta'$ is an arbitrary set of partial interpretations.

The abstract algorithm runs the Enforce, $\text{Min}_\prec$, and Prop operations in succession, and then minimizes with respect also to the $\prec$ ordering. Thus it can be summarily written as the computation formula

$$\text{Min}_\prec \prec \text{Prop} \text{Min}_\prec \text{Enforce} \text{Pair} \prec \pi \Delta$$

where of course $\text{Min}_\prec$ takes a set of hypotheses and removes all the non-minimal members of the set. (Some fine points of that operation will be discussed in the course of the proof below). We write $\text{Min}_\prec \prec$ rather than $\text{Min}_\prec$ to emphasize that $\text{Min}_\prec$ refers to the explicit $\xi$ component of the hypothesis as the basis for the preference ordering, whereas $\text{Min}_\prec$ uses $\text{abch}(J)$ i.e. computes abnormal changes directly from the partial interpretation.

The value of this computation formula is a set of surviving hypotheses, which we have already agreed to call the test set. This completes the description of the simple algorithm. END OF ALGORITHM.

Obviously what the next version of the procedure will do is to make sure that we do not operate on all the infinitely many hypotheses at once, and instead to initially only consider the $\prec$-preferred ones. Also later on we shall accomodate the fact that the Enforce, $\text{Min}_\prec$, and Prop operations should be interleaved rather than be done in succession. However let us first prove the correctness of this abstract, one-layer procedure.

The correctness criterium for the algorithm is whether $\alpha$ evaluates to $T$ in all members of the test set iff it evaluates to $T$ in all members of the specification set However this criterium can immediately be replaced by modifying the computation formula so as to also take the completion of its result, and removing the $\xi$ component, obtaining the completed computation formula

$$\text{Unpair} \text{Compl} \text{Min}_\prec \prec \text{Prop} \text{Min}_\prec \prec \text{Enforce} \text{Pair} \prec \pi \Delta$$

whose value is the completed test set. The operation Unpair extracts the first element of each hypothesis, and discards the $\xi$ component introduced by Pair. What we then have to determine is whether the completed test set equals the specification set, according to the specification formula

$$\text{Min}_\prec \prec \text{Min}_\prec \prec \text{Mod} \prec \pi \Gamma$$

The strategy for proving that equality is to show that each of the following transformations preserves the value of the expression:

0. $\text{Unpair} \text{Compl} \text{Min}_\prec \prec \text{Prop} \text{Min}_\prec \prec \text{Enforce} \text{Pair} \prec \pi \Delta$
1. $\text{Unpair} \text{Min}_\prec \prec \text{Compl} \text{Prop} \text{Min}_\prec \prec \text{Enforce} \text{Pair} \prec \pi \Delta$
2. $\text{Unpair} \text{Min}_\prec \prec \text{Prop} \text{Compl} \text{Min}_\prec \prec \text{Enforce} \text{Pair} \prec \pi \Delta$
3. $\text{Unpair} \text{Min}_\prec \prec \text{Prop} \text{Min}_\prec \prec \text{Compl} \text{Enforce} \text{Pair} \prec \pi \Delta$
4. $\text{Unpair} \text{Min}_\prec \prec \text{Prop} \text{Min}_\prec \prec \text{Compl} \text{Pair} \prec \pi \Delta$
5. \( \text{Unpair } Min_x \text{ Prop } Min_x \text{ Pairxi Compl Enforce } \Delta \)
6. \( \text{Unpair } Min_x \text{ Prop } Min_x \text{ Pairxi Mod } \Gamma \)
7. \( \text{Unpair } Min_x \text{ Prop } Pairxi Min_x \text{ Mod } \Gamma \)
8. \( \text{Min}_x \text{ Prop } \text{ Mod } \Gamma \)

We now verify each of these steps in succession, by proving the lemma that is instrumental for performing the step. Meanwhile we also make more precise the definitions of some of the operations. Throughout \( \Lambda \) stands for a set of hypotheses.

**STEP 1.** \( \text{Compl } Min_x \text{ Prop } \Lambda = Min_x \text{ Compl } \Lambda \)

The operation \( Min_x \) is only affected by the \( P \) component of the interpretation, and the \( \xi \) part of the hypothesis. The operation \( \text{Compl} \) does not change these components.\(^{5}\)

**STEP 2.** \( \text{Compl Prop } \Lambda = Prop \text{ Compl } \Lambda \)

This holds under the assumption that all propagations can be realized in the partial interpretations, i.e. in the case of \( \text{Compl Prop } \Lambda \). More specifically, if the current \( \xi \) specifies that a property \( c \) shall be invariant over an interval, and \( J \) assigns \( U \) to \( c \) in several sub-intervals, then propagation must be understood as strengthening into two p.i.s, one where \( c \) is \( T \) in both, and one where \( c \) is \( F \) in both. On the other hand if it is \( U \) in only one of them, propagation just results in one strengthening, and if it is \( U \) in neither (for example, in the non-partial interpretation) it works as a filter. With this assumption about the propagation operator, the two operators \( \text{Compl} \) and \( \text{Prop} \) do clearly permute.

**STEP 3.** \( \text{Compl Min}_x \text{ Prop } \Lambda = Min_x \text{ Compl } \Lambda \)

This is more complex than for step 1, since the relation \( \ll \) is not independent of \( \subseteq \). Let us consider what \( Min_x \ll \) really does. It must be understood to perform the following two phases:

1) Minimize with respect to \( \ll \) within each partial interpretation. This is done by modifying its \( X, Y, \) and \( Z \) components so that all arguments which were mapped to \( U \), are instead mapped to \( T \) in the case of \( X \), and to \( F \) in the case of \( Y \) and \( Z \). (It is easily seen that with our choice of axioms in \( \Gamma_t \), there is no need to do any additional inference between minimization of \( Y \) and \( Z \), and maximization of \( X \)).

2) In the new working set of p.i.s, select those which are \( \ll \)-minimal and discard the rest, i.e. if \( J \ll J' \) has the value \( T \) then \( J' \) is discarded. If neither \( J \ll J' \) nor \( J' \ll J \) is \( T \), then neither can be discarded on this basis. Since we have defined the \( \ll \) ordering to be three-valued, we must also consider what happens if the value is \( U \). However by inspection of the definitions we

\(^{5}\)If we later generalize to axioms that imply existence of actions, then we should probably also revise \( < \) so that it minimizes the set of unimplied actions.
see that that cannot happen after phase (1) has been performed, because $X$, $Y$, and $Z$ then map all argument combinations to definite values. The truth-table in figure 4 has definite values in the four corners. We easily verify that the new definition of $\ll$ does give the value $T$ to the relation exactly when the preference should apply.

With this more précises definition, the lemma is verified as follows. Consider first phase (1), which transforms a p.i. $J$ into another p.i. $J'$ which is stronger in terms of both $\sqsubset$ and $\ll$. It is clear that all members of $\text{Compl}(J) - \text{Compl}(J')$, i.e. those completions which were implicitly deselected in phase 1, are $\gg$ any member of $\text{Compl}(J')$ so they were correctly deselected. Also it is clear that all members of $\text{Compl}(J')$ are unrelated w.r.t. $\ll$, since their $X$, $Y$, and $Z$ components are equal. Therefore $\text{Compl}(J')$ does not contain any members which are non-minimal with respect to $\ll$.

Then considering phase (2), we notice that if $J$ and $J'$ are two different members of the working set where phase (1) has been performed, $J \ll J'$ is either $T$ or $F$. From the monotonicity of $\ll$ it then follows that $\text{Compl}$ and $\text{Min}_{\ll}$ permute. This concludes the proof of the lemma for step 3.

**Steps 4 and 5** are trivial (if one deals like before with the technical detail of revising $\xi$ correctly if $\text{Enforce}$ modifies $tp$).

**Step 6.** $\text{Mod } \Gamma = \text{Compl Enforce } \Delta$

According to the assumption on $\text{Enforce}$ we have

$$\text{Compl Enforce } \Delta = \text{Enforce Compl } \Delta$$

The latter expression is $\supseteq \text{Enforce}(\text{Mod}(\Gamma))$ which in term equals $\text{Mod}(\Gamma)$, since $\text{Compl}(\Delta) \supseteq \text{Mod}(\Gamma)$ by the requirements on $\Delta$ and since $\text{Enforce}$ is clearly $\subseteq$-monotone. But the latter expression is also $\subseteq \text{Mod}(\Gamma)$ since $\text{Enforce}$ filters a set of total interpretations for satisfying all the axioms in $\Gamma$.

**Step 7** is again trivial.

**Step 8.** If $\Delta'$ is a set of total interpretations, then

$$\text{Unpair } \text{Min}_{\ll} \text{ Prop Pairx } \Delta' = \text{Min}_{\ll} \Delta'$$

This says that $\ll$-minimizing total interpretations $J$ using $\text{abch}(J)$, is equivalent to forming all pairs $(J, \xi)$, then retain those pairs where $\text{abch}(J) \subseteq \xi$ (which is what $\text{Prop}$ does when $J$ is a total interpretation), then $\ll$-minimize using the $\xi$ component, and then throw away the $\xi$. - This concludes the proof for the correctness of the one-layer decision procedure.

**The two-layer decision procedure.**

The simplified, one-layer procedure whose correctness we have now proven, says nominally that the whole set $\Delta$ of initial partial models for $\Gamma, \cup \Gamma_{\tau,1}$ are to be considered in parallel. It therefore does not give any explicit cue to the strategy of starting with those members of $\Delta$ which are minimal with respect to $\ll$, and going to $\ll$-larger hypotheses only as required.
A notationally quite simple modification of the previous formula does however capture that refinement. Recall that the single layer computation formula was

\[ \text{Min}_< \text{Prop Min}_< \text{Enforce Pair}_x \Delta \]

apart from the initial Unpair Comp which were needed for relating to the specification formula. We now introduce an operation Partn_ which partitions a set \( \Lambda \) of hypotheses into a set of equivalence sets under \( < \), or more correctly, the members of an inner set are those hypotheses which have the same \( \xi \) component, and whose interpretations have the same \( P \) component. Also we introduce a reverse operation Flatten which takes a set of sets, and forms the union of all the inner-level sets. Thus

\[ \text{Flatten Partn}_< \Lambda = \Lambda \]

Now we rewrite the computation formula as

\[ \text{Flatten Min}_< \text{Prop}^* \text{Min}_< \text{Enforce}^* \text{Partn}_< \text{Pair}_x \Delta \]

where \( F^* \) on a set of sets is defined as applying \( F \) to each inner set, and forming the set of the results.

This formula now captures concisely the two-level procedure that was described at the end of section 2. The outer layer is seen as the operation Min_ which ranges over the set Partn_\((\text{Pair}_x(\Delta))\), in order to identify those of its members which are still non-empty after the operations Enforce, Min_\( < \), and Prop (i.e. after the inner layer operations), and which are \( < \)-minimal with that property. It does so by starting with the \( < \)-minimal members regardless of the property, trying them, and proceeding to \( < \)-larger sets if required.

On the other hand, this formula does not capture performance related issues such as search strategies, or issues whether deductions which have been made in one run of the inner layer, can be rescued when the outer layer resumes. That must however be a later step in the analysis. The first steps are to verify the correctness of the above computation formula, and to consider the performance related issues for the inner layer i.e. for the simpler formulation of the algorithm.

The correctness proof goes in two simple steps. We observe that by the construction of the new operators,

\[ \text{Flatten Min}_< \text{Partn}_< \Lambda = \text{Min}_< \Lambda \]

for an arbitrary set of hypotheses \( \Lambda \). Also we see that if a function \( F \) on sets of hypotheses does not influence the criterium used for deciding the ordering \( < \) in those hypotheses, then

\[ F^* \text{Partn}_< \Lambda = \text{Partn}_< F \Lambda \]

Since all three of the lower-layer operations Enforce, Min_\( < \), and Prop have this property, the result follows.
Notice that throughout this proof we rely on the fact that the $<$ relation as used by $\text{Min}_x<$ and $\text{Partn}_x<$ uses the explicit $\xi$ component in the hypotheses, not the computed value $abch(J)$. The latter is not independent of e.g. the $\text{Enforce}$ operation.

The results so far in this section can be summarized as a the following theorem

**Correctness of Decision Procedure:** In order to determine whether 
\[ \Gamma \models_{\xi, \prec} \alpha \]
where $\Gamma$ has the structure defined earlier here, one obtains the correct answer by the following steps:

1) Select $\Delta$ as a set of partial interpretations satisfying 
\[ \text{Mod}(\Gamma_0 \cup \Gamma_{t,1}) = \text{Compl} \Delta \]
Define $\Lambda$ as the (infinite) set of sets 
\[ \text{Partn}_x \text{ Pairxi} \Delta \]
which is ordered by $<$ and has minimal members (no unbounded descending chains). Compute the minimal members explicitly.

2) Search upwards along $<$ from those minimal members, and compute $\Phi$ as 
\[ \text{Min}_x \text{ Prop}^* \text{ Min}_x^* \text{ Enforce}^* \Lambda \]

3) Determine whether $\alpha$ evaluates to $T$ in all members of $\text{Flatten}(\Phi)$.

5. Deductive control of the minimization search.

Let us now consider the problem of interleaving the operations $\text{Enforce}$, $\text{Min}_x<$, and $\text{Prop}$. The computation formula as it currently stands does not correctly characterize the order in which things ought to be done. The formula says that the three operations shall be taken in global sequence. Yet in the computational example in section 2, we did not first arrange to satisfy all the axioms, and then minimize $\text{Causes}$ and maximize $\text{Persists}$, and then again propagate unchanged properties. Instead we interleaved these operations: first we applied an axiom (namely for the load action), then we minimized $\text{Causes}$ over the interval of that action, then we maximized $\text{Persists}$ over the same interval, then we propagated the property of $\text{fredalive}$, and only later did we apply the axioms that were relevant for subsequent time intervals.

Thus the ordering suggested by the computation formula might better be applied locally, to one interval of time, rather than to the whole p.i. We shall now analyze whether such interleaving preserves the correctness of the decision procedure.

The first question to be asked then is whether there is any problem at
all: maybe the later steps $\text{Min}_<$ and $\text{Prop}$ permute with $\text{Enforce}$. Unfortunately they do not, which is easy to see by referring to the concrete example.

For example, before we have applied the axiom for $\text{load}$, we have not yet derived that the load action controls the property $\text{gunloaded}$. In the current p.i., $Y(w, \text{gunloaded})$, where $w$ is the time period for loading the gun, has the value $U$ because nothing has been deduced or assumed yet. If at this point we make a default assumption that it is $F$, we go to an interpretation which is $\ll$-smaller, so this is a correct step as a part of $\text{Min}_<$ as we defined it above. The problem is however that as we go $\ll$-upwards from the new p.i. we can never satisfy all the axioms, since in order to satisfy the axiom for $\text{load}$ we must change $Y(w, \text{gunloaded})$ from $F$ to $T$ which is not possible. Therefore because of the default step this member of the working set will be discarded, whereas if we had not made the default step it would not have been discarded.

There are two conclusions. First, whenever (and if) we proceed in the $\ll$ direction without having first satisfied all the axioms (as we did as a matter of common sense in the example), we should see that step as a backtrack point which we may later revert to, if we can not satisfy the axioms. Secondly, although such $\ll$-decreasing steps can reduce the computation considerably if they are chosen well, they may also have the opposite effect namely if they require backtracking later.

Certainly backtracking is no novelty and no surprise in the context of non-monotonic reasoning, but still there is something important missing here. In the example in section 2 we did not foresee any possibility that backtracking would later be needed. We had drawn all potential conclusions for those actions which could influence the time period from $t_1$ to $t_2$, and therefore we could quite safely go ahead with the selective application of the preference relation. With our informal understanding of what goes on, there is no need to foresee any backtracking, as long as we stay with the current $\xi$.

We propose to capture that informal notion in the formal system by extending the set $\Gamma$ with rules which control the computation process, making it

$$\Gamma_s \cup \Gamma_c \cup \Gamma_a \cup \Gamma_t$$

The new set $\Gamma_c$ contains logical formulas which have been obtained as conclusions from the other ones, i.e. they are not given by the "user" in the specification. The purpose of the members of $\Gamma_c$, called constrainers, shall be to selectively perform minimization steps when the conditions are ripe.

One example of such a constrainer could be the following formula, which we shall later refer to as $\kappa$:

$$\text{Holds}(a, t, \text{load}, u) \rightarrow \neg \text{Controls}(a, \text{fredalive})$$

which says that a $\text{load}$ action does not control the $\text{fredalive}$ property. Use
of such a rule effectively shifts a part of \( \prec \)-minimization from the nominal minimization step, to an earlier use of a rule during the Enforce step. Another con strangler could say that if all actions (meaning: quantifying over the \( P \) component in the interpretation) either are strictly before or strictly after the present time interval, or do not control the present property, then the present property persists over the present time interval.

Such constrainers capture the "control knowledge", using a popular term, that we used in the example in section 2. It is easy to see how the algorithm that was described and analyzed above would operate more efficiently if such constrainers were added to the set driving the computation, but without changing the final result.

Of course, adding more rules to a rule-based system (which in a sense is what we have here) raises questions of how to control their application order. However the algorithm described here does not branch because at some point there are several different rules which may be applied; it only branches when a rule requires several different strengthenings to be considered. The con strainer rules that have been mentioned do not cause any such split; they will only add some more information to the current p.i. and then be satisfied, if the preconditions were \( T \). (If the preconditions of the rule are \( U \) and the consequence is not \( T \), the rule must be kept on hold, and if they are \( F \) the rule is of course satisfied without any changes in the p.i.)

If one uses the quite natural search strategy to give preference to rules that do not split the current p.i. into several, but just adds information to it, then constrainers will naturally get high priority. In the particular case of the example in section 2, the axiom for load will also have high priority since the initial p.i. has enough information to select which of the consequence disjuncts to use, but the axiom for fire will have lower priority at the beginning of the computation because it is undetermined which of its disjuncts should be used. If one has to apply the fire axiom early, one therefore obtains a split into several new members of the working set.

If however the constrainers are available, they will take precedence over the axiom for fire, and add to the p.i. the values of gun loaded at \( t_3 \) and fredalive at \( t_2 \) and \( t_3 \). Thus they change the p.i. so that the fire axiom also obtains first priority.

In summary, with a limited set of constrainers, and a simple and natural search strategy, our algorithm obtains the common-sense behavior for the section 2 example. Remaining question: how do we obtain the constrainers?

That question breaks down into two parts: how do we prove that a proposed con strangler is correct, and also, how do we identify a set of computationally useful constrainers. We only address the first of those issues.

The natural way to obtain a con strangler would be by logical deduction from the general axioms, i.e. \( \Gamma_a \) and \( \Gamma_r \). We do not want the constrainers to depend on the scene axioms \( \Gamma_s \). Is there a way that the given axioms entail
for example the constrainer $\kappa$ that was introduced above?

The specification axiom for the action $load$, already called $\Gamma_{load}$ does not entail $\kappa$ by ordinary entailment. On the other hand we do have

$$\Gamma_{load} \models_{<, <} \kappa.$$ 

actually quite trivially since preferred models for $\Gamma_{load}$ have an empty set $P$. That however is fairly useless exactly since the entailment is non-monotonic. For any set of axioms which entails $\kappa$ preferentially but not conventionally, we can always find a superset which does not entail it, for example by explicitly stating a counterexample:

\begin{align*}
\text{Holds}(a_2, t_1, load, t_2).

\text{Controls}(a_2, fredalive).
\end{align*}

which overrides the minimization obtained by $\ll$. In each application we will add a new set of scene axioms, so when a non-monotonic logic is used we can never rely on a derived rule.

However, it is not intended that the relation $\text{Controls}$ should be used explicitly in scene axioms. That relation was only intended for use in the "system axioms" $\Gamma_s$ and $\Gamma_t$. This immediately suggests a revised notion of entailment for use here, defined as follows.

Let $L_s$ be a subset of the language of logical formulas, informally understood as the scene language (whence the index $s$). Also let $\Gamma$, $\alpha$, $\ll$ etc. be as usual. We shall say that across $L_s$, $\Gamma$ preferentially entails $\alpha$, also written

$$[L_s] : \Gamma \models_{<} \alpha$$

iff, for an arbitrary set of logical formulas $\Upsilon$,

$$\forall \Upsilon \subseteq L_s \Rightarrow \Gamma \cup \Upsilon \models_{<} \alpha$$

In particular, given that our applications will use a fixed set $\Gamma_{at}$ of "system" axioms ($\Gamma_s \cup \Gamma_t$), and a variable set of scene axioms ($\Gamma_s$) which must be taken from the sub-language $L_s$, then every formula $\kappa$ which satisfies

$$[L_s] : \Gamma_{at} \models_{<, <} \kappa$$

is known to hold in all models, in all axiom sets which can be considered.

We must take care, of course, since the constrainer $\kappa$ itself is not a member of the sub-language $L_s$. However, preferential entailment does satisfy cumulative monotony and transitivity [Gab85,Mak88], i.e.

$$\Gamma \models_{<} \alpha \Rightarrow [\Gamma \models_{<} \beta \Leftrightarrow \Gamma \cup \{\alpha\} \models_{<} \beta]$$

so adding a set $\Gamma_c$ of constrainers to the rules driving the reasoning algorithm does not influence the model set.

We can summarize the key property of constrainers as follows:

\textbf{CONSTRAINER INVARIANCE.} If

$$[L_s] : \Gamma_{at} \models_{<, <} \kappa$$
and $\Gamma_s \subseteq L_s$, then

$$\Gamma_s \cup \Gamma_{at} \models \ll s, < a \quad \Leftrightarrow \quad \Gamma_s \cup \{\alpha\} \cup \Gamma_{at} \models \ll s, < \alpha$$

This concludes the analysis of the semantic decision procedure in terms of the concepts and results of the earlier sections. The procedure has been proven correct relative to the specification that derived from parts I and II of this paper sequence. Also it has been shown that the common-sense behavior illustrated in section 2, can be obtained by this procedure, using a natural search strategy, and logically well founded constrainer rules. The constrainer rules contain "control knowledge" in the sense that they do not influence the results of the computation, but they can serve to reduce the number of parallel hypotheses which have to be considered and discarded, and thus help the process to go straight to the solution and to minimize the necessary computation.

6. Discussion.

PARTIAL INTERPRETATIONS. Partial interpretations were introduced here as a way of representing the current state of a semantic tableau, or as an abstraction of the current state of the process in the inner layer of the verification procedure. There is however also a potential other reason for using partial interpretations, namely for an approach to the qualification problem.

The qualification problem is well known as the problem of representing the many various exceptional conditions which may prevent an action from happening at all, or from having its usual effects. It is one of the standing unsolved problems of temporal reasoning in A.I. It can be assumed however that the qualification problem requires the use of defaults, i.e. rules about what "usually" is the case, and which can be assumed in the absence of information to the contrary.

In the context of our two preference relations $\ll$ and $<$, we want qualification defaults to be made within the $\ll$ ordering or between the two orderings, but not in the $<$ ordering. This is because as is often observed, we expect a planner to preferentially produce a simpler plan (with fewer actions) which will work under the assumption that the qualification defaults hold, and to give less preference to a more complicated plan which accounts for all of the defaults. This suggests looking for ways of extending the ordering $\ll$ so as to also account for defaults and qualification.

Reasoning with defaults has an immediate affinity with temporal reasoning in the sense that both types of reasoning is non-monotonic, and can be adequately thought about in terms of preference relations on interpretations. There is however also a significant difference: in the case of temporal reasoning the preference order can be given once and for all (at least according to current thinking), whereas for defaults there is a wide range of special rules
each of which specifies some aspect of the preference ordering. Therefore
reasoning with defaults requires the preference ordering, and in our case the
$\ll$ ordering to be a part of the model.

In separate papers [San88a,San88b] we have extended preference logic
in exactly that way. Very briefly, the preferential weakest model (PWM)
entailment described there uses aggregates of the form $(\Delta, \ll)$, where $\Delta$ is a
set of partial interpretations, and $\ll$ is a preference ordering (a partial order)
on the $\sqcap$-maximal (usually $=$ total) members of $\Delta$. A formula $D\alpha$ is $T$ in
an interpretation $J$ in $(\Delta, \ll)$ iff $\alpha$ is $T$ in all $\ll$-minimal members of the
completion of $J$ in $\Delta$. The $D$ operator stands for default, and is used in
axioms for expressing default rules as well as in the conclusions, for marking
those conclusions obtained by default.

Although we have not worked out and verified the details, we hypothesize
that the preference rules which defined $\ll$ in parts I and II of these papers,
can be expressed using the $D$ operator together with operators which test for
undefinedness, and that qualification defaults can then be added to further
specify the $\ll$ ordering. For example the default rule for Controls could be
expressed as the axiom schema

$$\forall a [M \neg \text{Controls}(a, c) \to D \neg \text{Controls}(a, c)]$$

which reads "if it is possible that $a$ does not control $c$, then by default $a$ does
not control $c$". The operator $M$ is defined so that $M\alpha$ is $T$ iff $\alpha$ is $T$ or $U$.

The process where partial interpretations are successively strengthened,
in the inner layer, also has the following formal aspect. Consider the set $F$ of
all pairs $(J, J')$ of partial interpretations, where $J'$ is obtained from $J$ by the
amount of strengthening which is necessary in order to satisfy a particular
axiom. Clearly the Enforce operation in the decision procedure described
above, is a search for the fixpoints of that relation $F$.

The operation $F$ has a number of interesting properties, derivable from
the assumption that all axioms are $\sqcap$-monotone, for example

$$F(J, J') \to F(J \sqcup J'', J' \sqcup J'')$$

and of course

$$F(J, J') \to J \sqsubseteq J'$$

which means that it is a strengthening of the $\sqcap$ relation itself.

In order to have a neat formulation of these properties, it is convenient
to first complete the lattices so that we admit all four truth-values and all
eight temporal relations in the interpretations. In this way for example the
$\sqcup$ operation is always defined.

The just mentioned properties of the relation $F$ were derived from the
fact that the axioms were $\sqcap$-monotonic. It is therefore interesting to study
what happens if this requirement is relaxed, particularly because formulas
containing the $M$ and $D$ operators mentioned above, are not in general $\sqcap$-
monotone. An earlier paper [San85] contains results about such inference relations over a lattice of states of partial information, and the search over structures defined by the relation.

The decision procedure. The major limitation of the algorithm described here is of course its finitary character. It is oriented towards applications where there are identifiable sets of objects, properties, and actions with a moderate number of members. Presumably the algorithm can not be used (not without extensive modification, at least) for applications where one has to reason about, and quantify over, very large or infinite sets of objects or actions. This finitary character however is shared not only with the usual test examples for reasoning about actions, but also with the whole current generation of knowledge-based systems technology.

If everything is finite, then the computation in the inner layer searches a finite set of partial models, and is therefore guaranteed to terminate. The outer layer of the algorithm, on the other hand, searches a domain of hypotheses \( \langle J, \xi \rangle \) which can be extended indefinitely by adding more actions to the \( P \) component of \( J \). It is therefore not guaranteed to terminate.

The constrainer rules that were discussed above apply to the inner layer of the procedure. In the outer layer the need for search control is actually even more pressing, since breadth-first search according to the \(<\) order will never find solutions with a non-empty abnormal change set; it will indefinitely extend \( P \) instead.

Methods for search control in the outer layer is therefore a natural topic for continued research. It would seem reasonable to use the same methods as for the inner layer, and for example introduce constrainer rules which imply the existence of an action in situations where it is necessary to introduce one more action in order to account for some known property change. The extensions that are required are however not trivial.

Similarly, it would be important to have methods for "scavenging" work which has been done in the inner layer, for re-use if the procedure has to start over in the outer layer.

An experimental implementation of the semantic decision procedure would be a very valuable tool for gaining practical experience with these methods, and particularly with the use of constrainer rules. In order to work systematically with constrainer rules, one would also need formal criteria for their efficacy, and an automatic procedure for calculating them. The method described in this paper does not serve that purpose.

In spite of these clear limitations, the logic and decision procedure described here represent a coherent method for the central problems of non-monotonic temporal reasoning, including a firm theoretical basis, and a decision procedure which is formally correct and common-sense reasonable at

\[ \text{as long as the axioms are written in the prescribed forms.} \]
the same time.
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