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1. Introduction and Topic.

The present paper proposes an improved preference relation between interpretations, for use in defining semantic entailment for non-monotonic reasoning about time and action. The work is based on an explicit temporal logic rather than situation calculus.

By way of introduction, we first discuss the choice between explicit temporal logic and situation calculus, and then discuss the choice of the preference relation for reasoning about time and action.

**Explicit Temporal Logic vs. Situation Calculus.** By an explicit temporal logic we mean a multi-sorted, first-order logic where time-points is one of the sorts, and where one can make statements such as

\[ \text{Holds}(t_1, \text{loadgun}, t_2). \]

meaning that during the time period from \( t_1 \) to \( t_2 \), the action of loading the gun takes place. We contrast such explicit(ly) temporal logic with situation calculus, where one typically uses terms such as

\[ \text{Result}(\text{wait}, \text{Result}(\text{loadgun}, s)) \]

for the situation which arises if one starts in situation \( s \), loads the gun, and then waits. The crucial aspect of the situation calculus approach is of course not the use of situations as such, but the functional assumption that the state of the world after an action has been performed, is a function of the state of the world before the action.

We use the term "explicit" temporal logic to distinguish from modal temporal logics.

In the A.I. literature on reasoning about actions and their effects, explicit temporal approaches have been used by Shoham [Sho88], before him by Allen [All84] and D. McDermott [McD82], and also recently by e.g. Reichgelt [Rei87]. In addition there is a considerable literature on reasoning about time intervals as such, without addressing actions and the effects of actions.

The situation calculus approach was introduced by McCarthy [MH69], and has since been used by a large number of authors, including notably Lifschitz [Lif87] and Manna and Waldinger [MW87]. In particular, most published results on non-monotonic temporal reasoning, proof-theoretic or model-theoretic, have used the situation calculus.

There are several good reasons for preferring the explicit temporal approach. To begin with, it is better suited for reasoning about actions that occur in parallel. Although it is in principle possible to introduce parallel actions in the situation calculus as well, one would then have to use an operation \( \text{par} \) so that e.g.

\[ \text{Result}(\text{par}(\text{loadgun}, \text{sneeze}), s) \]

is the result of loading the gun and sneezing at the same time. This representation is not entirely general, since there are action structures which can not
be expressed using only \textit{par} together with the sequencing of actions which is obtained by nested use of \textit{Result}. However to the best of my knowledge this approach has not been tried. In the explicit temporal approach, on the other hand, one can express statements about parallel actions without any additional constructs, for example

\[ \text{Holds}(t_1, \text{loadgun}, t_2) \land \text{Holds}(t_1, \text{sneeze}, t_2). \]

Another advantage with the explicit temporal approach is obtained in plan construction types of reasoning, where static facts about the world at two or more time-points are given, and it remains to identify which actions must be performed, or have been performed, in order to obtain the given changes in the world state. Plan construction is used not only for planning (in the A.I. sense of the word), where the current state and desired goal state of the world are given, and one has to identify a sequence (or structure) of actions which can be expected to achieve the goals; it is also used for story understanding and for diagnostics of dynamic systems ("figuring out what has happened").

In the explicitly temporal approach, plan construction is performed by forward deduction from the given facts, to conclude what actions "must have" occurred, modulo some closed world assumption with respect to the set of available actions. In situation calculus one must instead phrase the planning problem as "which s' satisfies Start(s) \rightarrow Goal(s')?" where \text{Start} and \text{Goal} are predicates for the start and goal states. It is not clear how to extend this approach to other kinds of plan construction, such as story understanding, where a mix of static facts (statements about properties) and statements about actions are given, and one alternatingly infers actions from property changes, and property changes from actions.

The assumption of situation calculus that the state of the world at the end of an action is uniquely determined by the state of the world when the action started, is a very strong assumption and in may applications too strong and therefore misleading. Explicit temporal approaches of course do not have that problem.

For example, the functionality assumption has led to the "double wait" problem, which has been quoted as a "causal anomaly" [BG88]: suppose we are told that a loaded gun will become unloaded if we wait twice, and no information is otherwise known about the effect of the action "wait". What can we conclude about the state of the gun after the first wait action?

The obvious common-sense answer is that the problem is underdetermined, since it may be that "wait" actions sometimes unload the gun and sometimes not. In general, we should not expect a logic to be able to infer general rules about the effect of an action from concrete examples, and particularly not from a single example. The only way such an inference can be made is if we have very strong constraints on the actions' behaviors, e.g. if we assume that they are functions in a very constrained state-space, so that the single example narrows down the number of possible action behaviors.
sufficiently. This is exactly what happens when the double wait problem is formulated in situation calculus with a very small number of actions and fluents.

**Preference relations for reasoning about time and action.** The choice of preference ordering is of key importance in a non-monotonic logic. Several preference orderings have been used in earlier A.I. work on reasoning about time and action. *Minimization of change* is the idea that was tried first, and was shown by Hanks and McDermott in their "Turkey shoot" paper to have a serious bug. *Chronological ignorance* has been proposed by Shoham [Sho88], *causal minimization* by Haugh [Hau87] and independently by Lifschitz [Lif87]. Each of these approaches has significant problems, as discussed in the paper by Baker and Ginsberg [BG88].

The approach used here retains some aspects of both change minimization and causal minimization. With respect to change minimization, we argue that there are two change-related minimizations that must done after each other: first, the system should maximize the *expectations for persistence*, in the presence of axioms which state that in certain situations persistence can not be expected. For example in the "Turkey shoot" problem, the property (propositional fluent) of whether then gun is loaded or not, should not be expected to persist during the period when the gun-loading action takes place. If the gun is loaded and Fred is alive, then neither of those properties shall be expected to persist during the gun-firing action. At all times when persistency expectation has not been explicitly disclaimed, it should be expected to hold.

When the persistency expectations have been established, there is a second round for minimization of the set of instances where a property *changes in spite of the expectations* not to change. The parasitical extension in the turkey shoot scenario (where the gun mysteriously becomes unloaded during the waiting period) is characterized exactly by such an unexpected property change. If now the two minimizations are done in the correct order, the parasitical extensions (preferred interpretations) no longer arise in scenarios of the turkey shoot type.

With such a two-step minimization of change, the system will only attempt to minimize those changes that occur in unexpected areas, and will not assign any preference to changes that occur in the course of an action that is known to change the property. Two step change minimization must therefore be combined with *minimization of the set of actions*, since there could otherwise be preferred interpretations with arbitrarily many extra actions besides those which are needed by the axioms.

In summary we have three preference criteria, two related to change and one for minimization of the set of actions. Formally it is possible to combine the last mentioned change criterion with the action-set minimization, so we actually use two preference orderings \( \prec \) and \( \ll \): \( J \ll J' \) iff \( J \) has higher expectations about the persistence of properties ("propositional fluents") than
what $J'$ does. Also $J < J'$ iff $J$ breaks those expectations fewer times, or (if the sets of expectation breaks are equal) if the set of actions in $J$ is a subset of that in $J'$. These two orderings are then used for preferential entailment, so that we take the set of models of the given axioms, cut it down to those models which are minimal with respect to $\ll$, and then cut down that set to those models which are minimal with respect to $\prec$.

It might seem that one should be able to combine all three criteria into one single ordering, and just do one minimization, but that in fact does not work well as we shall demonstrate.

Causal minimization methods have been criticized for not being able to deal correctly with logical ramification or "causal anomalies" [BG88]. We show a simple method, different from those proposed before, for dealing with such problems.

Another aspect of previous work using causal minimization was that it used an explicit relation causes which characterizes cause-effect properties of action types. This has the disadvantage of imposing notational constraints on what one can say about actions. The work reported here does not share that aspect of causal minimization approaches.

RESULTS. We make the necessary formal definitions for the approach which has now been outlined, and demonstrate through a number of examples that the chosen approach can deal equally well with temporal projection (reasoning forward in time about effects of known actions), temporal explanation (reasoning backward in time to determine the state of the world before a set of known actions), and plan construction (determining which actions must happen, or must have happened, in order to obtain specified changes in the world).

This paper is the first one in a trilogy, where the present paper defines and uses semantic entailment for total (i.e. conventional) interpretations and sequential actions. Part II deals with concurrency issues which are important when actions occur in parallel. Part III generalizes to partial interpretations, where propositions may have the truth-value $T$, $F$, or $U$ (for "unknown"), and uses them as the basis for a semantic decision procedure using constraint propagation in partial models (without using inference rules).

2. Basic definitions.

The following definitions are similar to those used by Y. Shoham in "Reasoning About Change" [Sho88].

PREFERENCE SEMANTICS.

Preferential entailment is defined as follows. Let $\mathcal{L}$ be a logic of our choice, and assume that a reverse preference ordering $\prec$ is given over the interpretations used in $\mathcal{L}$. The ordering shall be reverse in the sense that we
prefer interpretations which are “smaller” w.r.t. $\prec$.

Now let $\alpha$ be a wff in $\mathcal{L}$, and let $\Gamma$ be a set of such wff. We define $\text{Mod}(\alpha)$ to be the set of all interpretations that satisfy $\alpha$, and $\text{Mod}(\Gamma)$ to be the set of all interpretations that satisfy all members of $\Gamma$. Furthermore if $\Delta$ is a set of interpretations, then $\text{Min}_{\prec}(\Delta)$ is defined as the set of all members of $\Delta$ which are minimal w.r.t. the reverse preference ordering $\prec$, i.e. no other member is smaller. We write

$$\Gamma \models_{\prec} \alpha$$

and say that $\Gamma$ preferentially entails $\alpha$ iff

$$\text{Min}_{\prec}(\text{Mod}(\Gamma)) \subseteq \text{Mod}(\alpha)$$

i.e. $\alpha$ is satisfied by each most preferred model for $\Gamma$. \footnote{This notation differs from the one used by Shoham in that when he would write the preference ordering between two interpretations as $M \sqsubseteq M'$ we write it as $M' < M$}

The minimization criterium that is used here must be applied in two steps in order to work correctly in all cases. We therefore extend the definition of preferential entailment to two orderings in the following obvious way: $\Gamma \models_{\prec, \prec} \alpha$ iff

$$\text{Min}_{\prec}(\text{Min}_{\prec}(\text{Mod}(\Gamma))) \subseteq \text{Mod}(\alpha)$$

A LOGIC OF ACTIONS IN TIME INTERVALS.

We now proceed to introduce a simple, “propositional” logic of actions in time intervals, similar to the one Shoham uses in section 2.2.2 in [Sho88]. However, we make the following changes, in order to deal with persistence. The set of primitive propositions ($P$, in Shoham's notation) is split into two parts, namely the homogeneous (or liquid) ones, and the others. The reason is that persistence can only be assumed for homogeneous propositions. We will use the term properties for homogenous proposition symbols, and action types for the others. Furthermore, a relation $\text{Persist}$ is added to the syntax and the semantics.

With this preamble, the following definitions should be fairly obvious.

The reason is that later in the trilogy, when we generalize to partial interpretations, the partiality ordering between interpretations defines a lattice, and it is therefore more appropriate to use $\sqsubseteq$ to denote that ordering. Preference orders are not in general required to be lattices, and neither $<$ nor $\ll$ (as redefined in part II) are.

A reason for turning $\prec$ around is that we usually think of non-monotonic reasoning as minimizing some entities, so the most preferred interpretations should be smallest in the ordering. Also, we want to think of preferred interpretations as those that make fewer assumptions or commitments. This intuition applies for the $\sqsubseteq$ ordering, where lesser interpretations map more propositions to the unknown truth-value, $U$. It therefore makes sense to apply the same intuition consistently to preference orderings as well.
SYNTAX

Let the following be given:
\( C \), a set of properties (primitive homogenous propositions);
\( H \), a set of action types (primitive non-homogeneous propositions);
\( TC \), a set of time-point constant symbols;
\( TV \), a set of variable symbols for time-points.

The set of logical formulas (i.e. well formed formulas) is defined inductively to consist of the following:

\[
\begin{align*}
 t &= u \\
 t &< u \\
 Holds(t, h, u) \\
 Holds(t, c, u) \\
 Persists(t, c, u) \\
 \alpha \land \beta \\
 \neg \alpha \\
 \forall v \alpha
\end{align*}
\]

and, for notational convenience also the following formulas which always could have been expressed using the previous ones:

\[
\begin{align*}
 t &\leq u \\
 Notholds(t, c, u) \\
 Notpersistence(t, c, u) \\
 Holds(t, c)
\end{align*}
\]

and the usual repertoire of propositional connectives. The syntactic variables in the definitions are supposed to range as follows: \( t, u \in TC \cup TV; \ h \in H; \ c \in C; \ \alpha, \beta \) are logical formulas; \( v \in TV \).

SEMANTICS

An *interpretation* is a tuple \( (T, tp, R, P, MT, X) \), where

- \( T \) is a nonempty, enumerable set of timepoints
- \( tp \subseteq T \times T \) is a strict total order
- \( R \subseteq T \times C \)
- \( P \subseteq T \times H \times T \)
- \( MT \) is a mapping \( TC \rightarrow T \)
- \( X \subseteq T \times C \)
We assume that \( T \) and \( tp \) behave like the integers, so that for each time-point \( t \) there is a unique successor \( \text{succ}(t) \). The identity of the members of \( T \) is immaterial, so if an interpretation is changed by replacing every time-point \( t \) with \( f(t) \) where \( f \) is a permutation on \( T \), everywhere in all components of the interpretation, then we consider that we still have the "same" interpretation. When comparing two interpretations, for example for the purpose of preference ordering, we can therefore always assume that they have the same \( T \) and \( tp \) components.\(^2\)

The members of \( P \) will be called actions. Thus an action is a triple whose second element is an action type.

A variable assignment \( VA \) is a mapping \( TV \mapsto T \).

The truth-value that a wff \( \alpha \) has in an interpretation \( J \) with these components, under the variable assignment \( VA \), is written

\[ J \models \alpha[VA] \]

It shall be \( T \) under the following conditions, and \( F \) otherwise:\(^3\)

If \( \alpha \) has the form \( t = u \): iff \( \text{val}(t) = \text{val}(u) \)

If \( \alpha \) has the form \( t < u \): iff \( \langle \text{val}(t), \text{val}(u) \rangle \in tp \)

If \( \alpha \) has the form \( t \leq u \): iff either of the previous two conditions holds.

If \( \alpha \) has the form \( \text{Holds}(t, h, u) \): iff \( \langle \text{val}(t), h, \text{val}(u) \rangle \in P \)

If \( \alpha \) has the form \( \text{Holds}(t, c) \): iff \( \langle \text{val}(t), c \rangle \in R \)

If \( \alpha \) has the form \( \text{Holds}(t, c, u) \): iff \( t \leq t' \leq u \rightarrow \langle \text{val}(t'), c \rangle \in R \)

If \( \alpha \) has the form \( \text{Persists}(t, c, u) \): iff \( t \leq t' < u \rightarrow \langle \text{val}(t'), c \rangle \in X \)

If \( \alpha \) has the form \( \text{NotHolds}(t, c, u) \): iff \( t \leq t' \leq u \rightarrow \langle \text{val}(t'), c \rangle \notin R \)

If \( \alpha \) has the form \( \text{NotPersists}(t, c, u) \): iff \( t \leq t' < u \rightarrow \langle \text{val}(t'), c \rangle \notin X \)

where \( \text{val}(t) \) refers to the value of a temporal term, determined in the obvious way using \( M_T \) and \( VA \). The symbols \( < \) and \( \leq \) are borrowed from the object language to the meta language in the last four cases, and the formulas formed with propositional connectives and quantifiers are defined as usual.

Informally, \( \text{Holds}(t, c, u) \) means that the property \( c \) is true throughout the interval from time \( t \) to time \( u \), including both endpoints, and \( \text{NotHolds}(t, c, u) \) means that it is false throughout the same interval. \( \text{Persists}(t, c, u) \) means that the property \( c \) will be preferred (in the sense of the preference ordering on interpretations) to be unchanged over the same interval, so that for each \( t' \) in the interval, including the left endpoint \( t \) but not the right endpoint \( u \), we prefer interpretations where

---

\(^2\)The reason why we do not omit \( T \) and \( tp \) and use the integers themselves as time-points, is in order to facilitate the forthcoming generalization to partial interpretations.

\(^3\)The reason that \( = \) is seen as a function whose value is \( T \) or \( F \), is that later on we extend the definition so that the value can be either of \( T \), \( F \), or \( U \).
\[(t', c) \in R \leftrightarrow (\text{succ}(t'), c) \in R\]

*Not persists* means that we do not have any particular preference for \(c\) remaining constant in any point in the interval; however we do not have any preference for it changing either.

For a given logical formula \(\alpha\), \(\text{Mod}(\alpha)\) is the set of interpretations \(J\) for which

\[J \models \alpha[V_A]\]

is \(T\) for all variable assignments \(VA\).

**AN EXAMPLE OF THE NOTATION.**

We exemplify the notation with the perennial Yale turkey-shot example [HM87]. The following axioms would be used to characterize the specific scene:

- \(\text{Holds}(t_1, \text{load}, t_2)\).
- \(\text{Holds}(t_2, \text{wait}, t_3)\).
- \(\text{Holds}(t_3, \text{fire}, t_4)\).
- \(\neg \text{Holds}(t_1, \text{gunloaded})\).
- \(\text{Holds}(t_1, \text{fed alive})\).

Here of course \(\text{load}\), \(\text{wait}\), and \(\text{fire}\) are in \(H\), and \(\text{gunloaded}\) and \(\text{fed alive}\) are in \(C\). The constants \(t_1\) through \(t_4\) are in \(TC\). (Temporal variables will be written \(t, u, t', u', ...\)) We would expect that these axioms, together with appropriate axioms specifying the effects of loading, waiting, and firing, and appropriate general axioms for temporal reasoning, should preferentially entail for example that

\(\neg \text{Holds}(t_4, \text{fed alive})\).

In fact, since (in the usual rendering of this example) no effect is associated with \(\text{wait}\) except the lapse of time, the example could be rendered just as well by replacing the second formula with

\[t_2 \prec t_3.\]

and the same conclusion should be entailed.

3. **Axioms and preference order \(<\) for interpretations.**

When we define the preference order on interpretations, we can always assume that the first two elements are equal between the interpretations, for the reasons stated above. Also, the component \(M_T\) will always be irrelevant when comparing the preference between interpretations. It is therefore the three components \(R, P, X\) that determine preferences.

We use the following approach for preference criteria. Axioms for the
effects of specific action types are written as in the following example for
"toggleload", an action type which will load the gun if it was unloaded, and
unload it if it was loaded:

\[ \text{Holds}(t, \text{toggleload}, u) \rightarrow \text{Notpersistence}(t, \text{gunloaded}, u) \wedge \\
(\{ \text{Holds}(t, \text{gunloaded}) \wedge \neg \text{Holds}(u, \text{gunloaded}) \} \vee \\
\neg \text{Holds}(t, \text{gunloaded}) \wedge \text{Holds}(u, \text{gunloaded}) \}). \]

This axiom regulates and relates the preconditions and the postconditions
in terms of values for properties, in this case \text{gunloaded}, and it also specifies
that those properties which are affected by the action, shall not persist for
the duration of the action.

The relation \text{Persist} could more precisely have been called \text{Preferably Persist},
and expresses an expectation or preference that the property in the argument
does not change. In the axiom, the negated relation \text{Negpersistence} states that
there shall not be any expectation that \text{gunloaded} does not change while the
gun is being loaded. Comparing two interpretations with the same \text{R} and \text{P}
components, the interpretation with a larger (in the sense of \subset) \text{X} compo-
nent is always preferred. This means that we primarily maximize the relation
\text{Persist}. (Remember that \text{Persist} is interpreted using the relation \text{X}
in interpretations). Axioms specifying the effects of actions will normally imply
nonpersistence for some properti(ies) during a time interval; the present
preference condition guarantees that \text{Persist} holds for all argument combi-
nations where it has not been explicitly implied not to hold, by the current
set of actions \text{P}.

It is easily seen that for axioms of the kind given above, there will for
each combination of \text{P} and \text{R} be exactly one interpretation which is preferred
by the primary preference condition.

Next, comparing actions with different \text{P} or \text{R}, we take two additional
considerations. On one hand, we want to minimize the set \text{P}, i.e. to prefer
fewer actions over larger sets of actions. This is because we do not want the
reasoning system to assume unwarranted actions, and their resulting effects.
On the other hand, we also prefer to minimize the number of points where
\text{Holds}(t, c) changes value, i.e. where

\[ \text{Holds}(t, c) \leftrightarrow \neg \text{Holds}(\text{succ}(t), c) \]

but considering only those \((t, c)\) where \(c\) persists, i.e. where according to the
current axioms and the maximization of \text{Persist} we would otherwise expect
that it should not change value.

More precisely, for a given interpretation \(J\) we define the abnormal change
set \(\text{ach}(J)\) as

\[ \{ (t, c) \mid (t, c) \in X \wedge \{(t, c) \in R \leftrightarrow (\text{succ}(t), c) \notin R\} \} \]

and prefer \(J\) over \(J'\) when \(\text{ach}(J) \subset \text{ach}(J')\).

If we minimize separately over \(P\) and over \(\text{ach}(J)\), it remains to deter-
mine in which order. If we minimize secondarily over abch and tertiarly over P, it means that if there is an interpretation with a smaller abch(J) set, and ideally an empty such set, then it will be preferred regardless of how large its P set is. With the opposite order, we will minimize the number actions, which presumably means that we only get to include actions which are explicitly stated in the axioms, or which are explicitly implied by the axioms from other facts, but not actions which would be needed in order to account for otherwise mysterious state changes.

The former choice does most things right, but it does have the disadvantage that it handles logical ramification incorrectly in some cases. Suppose we have two properties alive and dead (referring only to the aliveness of a single individual turkey, for simplicity), and an axiom

\[ \text{Holds}(t, \text{alive}) \leftrightarrow \neg \text{Holds}(t, \text{dead}). \]

If all action types which may kill or resurrect refer to the same one of these two properties, e.g. alive, then there will be no problems, since there will be no interpretation for which abch(J) is the empty set. However, suppose the action type fire (referring to the gun) has been specified so that it changes the turkey's alive property from T to F, and the action type suicide has been specified so that it changes the turkey's dead property from F to T. If now the scene axioms state that the turkey is initially alive, and that a fire action takes place, every most preferred model must certainly let alive go from T to F, and let dead go from F to T at the same time. If there is no additional action in the interpretation, then Persists will only be negated for alive, and by its maximization Persists will apply for dead during the action interval. Therefore the abch set will not be empty. However one can construct another interpretation by adding a suicide action during the same time interval, whereby the abnormal change set becomes smaller and the action set becomes larger, which is supposed to be preferred. Thus the axioms that Fred was initially alive, and that he was shot dead, will preferentially entail that he both was killed and committed suicide.

One can think of several ways out of this problem. The easiest way is to complement each axiom which relates properties, such as

\[ \text{Holds}(t, \text{alive}) \leftrightarrow \neg \text{Holds}(t, \text{dead}). \]

with axioms such as

\[ \text{Nonpersistence}(t, \text{alive}, u) \leftrightarrow \text{Nonpersistence}(t, \text{dead}, u). \]

This admittedly gets to be a bit clumsy especially for more complex relationships between properties, but it can always be done. It is better than other solutions which have been discussed, such as to reify the notion of implication itself, or to introduce a classification into "primitive" and "derived" properties. Logical ramification like in this example is also related to the concurrency issues which will be treated in part II.

Besides logical ramification, there is also the problem of physical ramifi-
cation, meaning that an action has a number of additional effects that we do not wish to enumerate in the action specification axiom. Firing a gun has side-effects such as a noise, sooting the pipe, and so on. We shall not discuss that topic in the present paper, but feel that the likely best approach to physical ramification is to use causation axioms which say that one action (firing the gun) causes those other actions (sound happening, sooting,...) which then in turn may change properties. Our preference relation tends to minimize the set of actions among the available models, as one of its criteria, and will therefore admit the actions which are implied by causation axioms, but not arbitrary other actions. This approach also means that concurrent actions become involved, just like for logical ramification.

In summary, therefore, the precedence ordering between interpretations is defined to be such that we primarily maximize $X$, secondarily minimize $abch(J)$, and tertially minimize $P$. As was mentioned in section 1, we have to explicitly use two orderings, defined as follows. Assuming that

\[
J_1 = \langle T, tp, R_1, P_1, M_1, X_1 \rangle \\
J_2 = \langle T, tp, R_2, P_2, M_2, X_2 \rangle
\]

we define (with $\supset$ the superset relation)

\[
J_1 \ll J_2 \iff R_1 = R_2 \land P_1 = P_2 \land X_1 \supset X_2
\]

\[
J_1 < J_2 \iff [abch(J_1) \subset abch(J_2)] \lor [abch(J_1) = abch(J_2) \land P_1 \subset P_2]
\]

The definition of preferential semantic entailment in our logic is now complete. It uses a set of axioms $\Gamma_s$ characterizing the scene, another set $\Gamma_a$ of axioms specifying the action types used in the scene, and a set $\Gamma_t$ of general axioms for temporal reasoning, consisting (for sequential actions, only) of all instances of the axiom schema

\[
\text{Holds}(t, h, u) \rightarrow t < u
\]

where $a$ is any member of $A$. We recognize as a conclusion any logical formula $\alpha$ which satisfies

\[
\Gamma_s \cup \Gamma_a \cup \Gamma_t \models \lhd, <, \alpha
\]

4The reason why we cannot combine these two orderings into one is the following. Suppose we have two interpretations $J_1$ and $J_2$ which have the same, non-empty abnormal change sets, and $J_2$ contains a larger set of actions, so $J_1 < J_2$. Consider $J'_2$ which differs from $J_2$ by choosing $X'_2$ as the empty set, which means that also $abch(J'_2)$ is empty. By the definitions we have

\[
J'_2 \ll J'_2 < J_1 < J_2
\]

so if the two orderings $<$ and $\ll$ are combined we obtain contradictions with the strictness and transitivity axioms. On the other hand, the second and the third criterium can be combined into one preference relation $<$ since $abch$ only depends on $X$ and $R$, and is independent of $P$.  
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using the definition of $|=_{\leq, <}$ of chapter 2 and the definitions of $\leq$ and $<$
given here.

4. Properties of the entailment relation for some simple examples.

The claim is that preferential entailment $|=_{\leq, <}$ will give the right results
for typical temporal reasoning problems, and in particular for the standard
toy examples in the literature. Of course a key point with the definitions
made here is that they allow parallel actions, so additional examples will
be needed in order to demonstrate that the entailment works properly there
also. That is the topic of part II of this paper. However it is appropriate to
first verify that the system can handle the usual test batch.

TEMPORAL PROJECTION: THE YALE TURKEY SHOOT.

The scene description for this classical example [HM87] was given at the
end of section 2. The defining axioms for load and fire are:

\[
\begin{align*}
\text{Holds}(t, \text{load}, u) & \rightarrow \\
[\neg \text{Holds}(t, \text{gunloaded}) \land \text{Holds}(u, \text{gunloaded}) \land \\
\text{Notpersists}(t, \text{gunloaded}, u)] & \lor \text{Holds}(t, \text{gunloaded}, u).
\end{align*}
\]

\[
\begin{align*}
\text{Holds}(t, \text{fire}, u) & \rightarrow \text{Notholds}(t, \text{gunloaded}, u) \lor \\
[\text{Holds}(t, \text{gunloaded}) \land \text{Notholds}(t, \text{firedalive}, u) \land \\
\neg \text{Holds}(u, \text{gunloaded}) \land \text{Notpersists}(t, \text{gunloaded}, u)] & \lor \\
[\text{Holds}(t, \text{gunloaded}) \land \text{Holds}(t, \text{firedalive}) \land \\
\neg \text{Holds}(u, \text{gunloaded}) \land \neg \text{Holds}(u, \text{firedalive}) \land \\
\text{Notpersists}(t, \text{gunloaded}, u) \land \text{Notpersists}(t, \text{firedalive}, u)].
\end{align*}
\]

It is immediately seen that there will be a number of distinct interpretations which are formed by choosing differently the function $M_T$ which defines
the values of the temporal constants, and that these interpretations do not
have any preference between them. It is also seen that all models for these
axioms must have at least two different actions in the set $P$. Therefore if there
is some model $J$ where $\text{ach}(J)$ is empty and with only these two actions,
then all preferred models will fall into that category, and it only remains to
minimize $\ll$.

The definition of $\ll$ stated that for equal $P$ and $R$ one should maximize
the relation $X$. Clearly the best one can do is to choose $X$ so that it applies
everywhere except when it is explicitly implied not to apply, which is within
the duration of the actions.
Within the actions there may be one or more changes. Thus there will be some models where *gunloaded* goes once from false to true in the course of the *load* action, and other models where it goes back and forth several times. Also, even if the change only occurs once, there will be different models depending on exactly when the change takes place. Neither of these interpretations will be preferred over the others.

In summary, then, the number of preferred models is fairly large. Still it is clear that the expected conclusion,

\[ \neg \text{Holds}(t_4, \text{alive}). \]

is satisfied in all of them.

**TEMPORAL EXPLANATION: THE STANFORD MURDER MYSTERY.**

The "Stanford Murder Mystery" [BG88] is a toy example of deriving information about earlier world-states, when something is known about a current state in the world, and the actions which led up to it. In this example we use the same action-type specifications as in the Yale Turkey Shoot, but the following scene description:

\[ \text{Holds}(t_1, \text{fire}, t_2). \]

\[ t_2 < t_3. \]

\[ \text{Holds}(t_1, \text{fredalive}). \]

\[ \neg \text{Holds}(t_3, \text{fredalive}). \]

What can then be concluded about \( \text{Holds}(t_1, \text{gunloaded}) \)?

Again it is clear that one can always (regardless of how the temporal constants are chosen) find a model with one *fire* action, and a *Persist* relation which applies everywhere outside the action. In all such preferred models, the abnormal change set is empty, and only one of the alternatives in the specification for *fire* can be applied, so

\[ \text{Holds}(t_1, \text{gunloaded}). \]

has the value *T* as it should. Interpretations where it is *F* have to either add more actions, or increase the abnormal change set, and are therefore dispreferred by <.

**PLAN CONSTRUCTION: THE TURKEY CONSPIRACY.**

In plan construction, the scene axioms give information about the state of the world at various times, and the problem is to identify the actions which must be taken, or which must have been taken, for these changes to occur. In explicit temporal logic, as we discussed in the introductory section, plan construction can be done by forward inference, i.e. the given facts entail the plan. A simple example, still in the context of the action specification axioms of the Yale turkey shooting, is as follows. Let the scene axioms be
\[ \text{Holds}(t_1, \text{freedalive}). \]
\[-\text{Holds}(t_1, \text{gunloaded}). \]
\[t_1 \prec t_3.\]
\[\text{Holds}(t_3, \text{fire}, t_4).\]
\[-\text{Holds}(t_4, \text{freedalive}).\]

It is easily seen that all \(\ll, \prec\)-minimal models for these axioms are obtained by adding one \textit{load} action, so the axioms entail\(^6\)

\[\exists t'_1 \exists t_2 [\text{Holds}(t'_1, \text{load}, t_2) \land t_1 \preceq t'_1 \land t_2 \preceq t_3].\]

At this point there is an obvious objection: what if the axioms do not specify whether the gun is loaded at time \(t_1\) or not? Then the \(\ll, \prec\)-minimal models will be those where the gun is loaded already and no \textit{load} action is necessary. Those models are preferred over models where the gun was initially unloaded, because they contain an action less.

Rather than trying to change the rules of entailment, we think it is better to leave the matter as it stands, and deal with it at the receiving end in a planning or understanding system. In general, a plan construction system should report not only a proposed plan, but also report what assumptions the plan makes. In this case, the proposition \text{Holds}(t_1, \text{gunloaded})\) is also \(T\) in all the minimal models, and is therefore entailed by the given axioms. It should be reported by the plan construction system as an assumption of the plan. If the overall planner does not like the assumption, it should come back and request a revised plan which works in the contrary case that the gun is unloaded.

One of the requirements on a decision procedure that is going to be used for plan construction, is therefore that is must be able to recognize the extra assumptions that are being made in plans. The procedure that we describe in part III of these papers does have that property.

The problem we have described is a variety of a conditional planning problem, where the set of actions required in one branch is a subset of the actions required in the other branch. Notice that for other conditional planning problems, where alternative choices of actions are needed, there is no problem at all. Suppose for example that we have the properties \textit{thirsty}, \textit{coke-available}, and \textit{pepsi-available}; the scene axioms are\(^6\)

\[\text{Holds}(t_1, \text{thirsty}).\]

\(^6\)Actually this is not quite true, since we have not straightened out the problems of concurrency yet. The axioms we have so far, admit some interpretations where \textit{load} and \textit{fire} are performed during overlapping time intervals. The additional requirements in part II will solve this problem.

\(^6\)Switching to this other context is a peaceful alternative and a case of affirmative action. Otherwise we could have extended the turkey shoot scenario with alternative ways of killing Fred in case the gun was unloaderable.
\neg \text{Holds}(t_4, \text{thirsty}).

t_1 \prec t_4.

and furthermore there is an action have-coke which makes thirsty be false at the end of the action under the condition that coke-available is T, and similarly for pepsi-available. Then there will be some \ll, \ll\text{-minimal models where the following formula is } T:

\exists t_2 \exists t_3 (\text{Holds}(t_1, \text{cokeavailable}, t_4) \land \text{Holds}(t_2, \text{havecoke}, t_3) \land 
\quad t_1 \preceq t_2 \land t_3 \preceq t_4).

and some where the following one is } T:

\exists t_2 \exists t_3 (\text{Holds}(t_1, \text{pepsiavailable}, t_4) \land \text{Holds}(t_2, \text{havepepsi}, t_3) \land 
\quad t_1 \preceq t_2 \land t_3 \preceq t_4).

There are no other minimal models\footnote{Again we have to assume that the solutions to concurrency issues in the paper's part II are available here}, since in the case where neither pepsi nor coke is available, the system does not know of any action that solves the problem. The only next thing available is interpretations with a non-empty abnormal change set and where the thirst goes away by itself, but such models have been defined to have lower \text{<} preference. Therefore, the disjunction of the two last mentioned formulas is } T \text{ in all minimal models, and constitutes the conditional plan.}

5. Discussion.

The strong points for the logic described here are:

(1) that it is equally applicable to temporal projection, temporal explanation, and plan construction;

(2) that it is readily able to characterize concurrent actions;

(3) that all the definitions involved are relatively simple.

Also of course it gives the right common-sense answers for current test-cases in the literature.

One may wonder whether it is not possible to simplify the logic even further. In particular, why is it necessary to go through the two steps of first generating expectations for no change, and then identify the violations of the expectations, and to minimize once for each step? The alternative would be to let the relation Persist\text{s imply} no-change, using an extra axiom schema, and to just maximize Persist\text{s} and minimize P. That approach however has the same problem as Hanks and McDermott’s original formalizations of the Yale turkey shoot [HM87]. The axiom that specifies the effects of fire implies that fredalive does not persist, if the gun is loaded, but does not imply
nonpersistence if the gun is unloaded. Therefore, the simplified preference ordering would give equal preference to the alternative interpretation where fredalive is T and persists during the firing, but gunloaded does not persist during the wait period. The use of two distinct minimization steps solves that problem.

We have not addressed the question of an axiomatization for the semantics described here, for the simple reason that we do not at this point see any major need for it. Traditionally, the logical axioms (the axioms for the logic itself, rather than those describing the application) and the inference rules are seen as prerequisites of an implementation. However in the third paper of the present trilogy, we describe a semantic decision procedure for $\ll$, $<$-preferential entailment, using constraint propagation in partial interpretations. The semantics that was defined in this paper is generalized in a straightforward way, and can then be used directly for the data structures of the reasoning engine. No axiomatization of the logic is needed.

Suggestions for future work are discussed at the end of the third paper in the sequence.
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