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NODE: A Database for Use by Intelligent Systems

by

Lin Padgham

We describe here a database, NODE (Network Object-Oriented Database Environment), which has been built as the base layer for LINCKS (Linköpings INtelligent Communication of Knowledge System), an ongoing research project in the Knowledge Representation Laboratory at Linköping University.

NODE is a networked molecular database, which is object oriented, and has within the database historical information regarding the development of objects over time. We describe the features of the database, give examples of its use, and explore aspects which make it particularly suitable for intelligent systems.

The database was designed and built especially for the LINCKS project, which is a project aiming at a highly integrated intelligent system for use by end users in a wide variety of application areas. We give a brief overview of some of the goals in the larger project which motivated the design of the database. We also discuss some A.I. applications which are being built using NODE.
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INTRODUCTION

Traditional database systems have grown up to fill certain needs. They should be able to contain large amounts of information, though often of a relatively homogeneous and non-complex nature. Access of that information should be fast in answering queries that relate directly to the contents of the database (i.e. retrieving the information that is directly there). They should be reliable.

These systems are however lacking when it comes to the needs of databases for A.I. systems. Here the sort of information needed is often less homogeneous in nature and requires a richer representation than that offered by traditional databases. The use of the information is also more complex, requiring reasoning beyond mere retrieval. This in turn requires that extra information be available to reason with. Much of this information is relatively routine, but is not kept within traditional databases (e.g. historical information). While efficiency is still an issue for A.I. databases, it does not override these above mentioned issues.

In response to the deficiencies of traditional databases there have emerged several trends. One is the many expert system shells which provide facilities for building up a specialised specific purpose database. Another is systems such as 'Notecards' [6] which are more general purpose, but still lack important features such as multi user capacities and history information.

DESCRIPTION OF NODE

We were motivated to build NODE because we were interested in building a research system, which had access to a general purpose database which could include documents, and could also house the kinds of information needed in the knowledge base of 'expert systems', or as we prefer to call them 'intelligent services'. Our aims are to explore the kinds of intelligent services needed in a relatively non-specialised real world information management system such as an office system, or medical system, and the kinds of knowledge representation needed to build such intelligent services.

In examining our needs we discovered that none of the existing database systems which we knew of could meet our requirements. One possibility was to build a knowledge based system on top of an existing database system, the other was to build our own database system. We chose the latter approach. Following is a description of the resulting software.

Networked Molecular Database

We have often described NODE as a networked molecular database: networked because objects within the database are connected by means of links, which can be of many different kinds; molecular because of the basic data structure we use throughout the system, which we call a molecule. The name molecule was chosen because it has the connotation of a relatively small, basic building block. It also has within itself a certain structure. The molecule structure we use has three distinct parts:

* An image of the object. This is uninterpreted information, usually textual or graphic (e.g. a paragraph in a report, or a diagram). It is expected that the textual part of a
single molecule will be relatively small - the size of a single paragraph or thought.

* A number of **attributes** with values (e.g. name or colour). These attributes are properties of the object which are not related to other objects.

* A number of **links** which describe the relationship of the object to other objects (e.g. footnote or reference). These links are pointers from one object denotation to another.

---

**Diagram of a sample molecule**

The choice of this data structure was an attempt to find a representation that was sufficiently rich that it would be adequate to represent the wide variety of objects found in a complex environment, but also sufficiently structured that it could be interpreted by appropriate software.

The links within the database are essentially pointers to objects. They can be pointers to an object without reference to time, in which case when the link is followed one will obtain the current version of the object, or they can be pointers to an object as it existed at a particular time. In this case what is pointed to is fixed, and on following the link one does not see if the object has in fact developed further since the time the link was set up. It is expected that
most common linkage will be to objects without reference to a time point, so that changes and development are automatically propagated throughout the system. However the need for explicit reference to an object as it existed at a certain time can also be envisaged. (Further details regarding implementation of versions of objects are given in a following section).

Links have a two layer labelling scheme, where the first label is a group name in which there exist some number of field names. Field names are local to the group making it easy to achieve unique group.field tags within any molecule. Each group name must occur only once within each molecule. A group.field tag can have as many links to other objects as desired. These links can be ordered by position if desired.

Attributes have a similar two layer labelling scheme to links. However there is only one value for each attribute group.field tag. This value can be of any type desired by the application (e.g. number, string, bitmap, record, array), giving great flexibility in the way the database is used.

Object Oriented Database

NODE is object oriented, in that real world objects (such as papers, filing cabinets, forms etc.) can be represented directly within the computer system. Object attributes and relationships to other objects are described within the basic data structure of the database.

The expectation is that most objects are complex objects and can best be represented by a structure of other objects. For example a cabinet can be seen as being composed of many drawers, each of which in turn contains a number of files or other entities, which in turn contain papers, etc. Similarly a paper or report can be seen as being composed of sections, subsections and paragraphs.

It is also expected that applications will define within the database certain prototype or type descriptor objects. These can then be linked to in order to facilitate inheritance of default information. They can also be compared to in order to reason about what type of object something may be seen as (within a particular context), on the basis of its described characteristics and how well these characteristics fit with available prototypes.

The model for the LINCKS system does not include message passing, or methods which are strictly attached to types, for reasons which we believe are theoretically sound [2]. A result of this definition of operations separately from objects (though related via a context mechanism) is that actions themselves become distinct entities within the system, about which it is possible to keep various kinds of information. This is in many ways more suitable for expert system type applications, as it very easily allows actions to carry information about pre-conditions for execution, expected post-conditions, abnormal effects, alternative mechanisms, etc. Within the database actions are just another type of object, part of which is a connection (directly or indirectly) to code which does something. The mechanism which interprets a user command, identifies the appropriate action within the database, and extracts and executes the appropriate code is not yet implemented. One can see this interpreter program as part of the system built on top of the database. However if some of the database code itself should be actions within the database, then the action retrieval mechanism needs
eventually to be integrated at a lower level.

The disadvantage of integration of the view of actions as separate objects within the low level database is that the database then becomes fixed to our admittedly controversial interpretation of object oriented. If the database has no knowledge of actions, where they are stored and how they are instantiated, then it is equally easy to build up a traditional type object oriented system on top of NODE. Messages would simply be attributes of an object type declaration, which are then interpreted in a particular way by the overlying software. The resulting system would still have the benefits of a multi user database, with parallelism and development over time, which are lacking in most (if not all) current object-oriented systems.

It may be questionable where the line should be drawn (if at all) between the database and the eventual larger system. However we believe that it is very important for a system which is to be used for building intelligent applications to have an explicit and rich representation of actions. This is not a part of the current database, but is very much a part of the model for which the database is a starting point.

Another consequence of separating actions from type descriptions is that end users are free to set up and modify type hierarchies - something which we believe is very individual, and user/task dependent - without having to concern themselves with programming the actions appropriate for those object types. Of course if an action is needed which cannot be composed of already existing operations, then it must be written. However any existing operation or combination of operations can be used on the new object type, and can if desired be given a new name, more meaningful to the envisaged context.

The current database does not give any interpretation to particular types of links, or have any routines for following inheritance hierarchies or collecting up the scope of an object. Such routines and interpretations are of course planned for the larger system.

Database with History

To deal intelligently with situations which arise in the real world it is often necessary to have information not only about the current state of affairs, but also about past states and actions. Even quite simple requests often have to do with information about past as well as present states. (e.g. Where is the folder which usually sits on the top shelf?) A database which is used by an intelligent system, which attempts to reason about the objects in the database, needs to contain historical information concerning its objects.

Another advantage of having history contained within the database is that it supports the relatively smooth and easy evolution of a system. By having operations and actions also as objects within the database, it is possible to continually evolve and improve one's actions. A simple mechanism can then determine whether a given action is compatible with some older object one wishes to use it with. In the case that it is not, the older compatible version of the action can be accessed and used instead. This avoids the problem of having to update many old objects when one changes the functionality of an action in some way.
We have identified three types of history information which we considered important in a database which should be used by an intelligent system.

Object history is the history of an object as it has developed over time. It enables reconstruction of the object as it was at any past point in time. The information within this type of history can be used in the answering of queries such as: What was the most recently printed and distributed version of document A? or: What was the version of action X which was current on July 1 1985?

Edit history is the history of what was used as a base for this particular version of an object. When development of an object is straightforward (using always the previous version of the object as starting point for the next version) this will be identical to the object history. However it is not uncommon, particularly in document preparation, to use something other than the most recent version as a base. Text or formatting attributes for example may be taken from some other document, or from some earlier, now preferred version of the document. The information about what was used as the base for a version is not available in the object history, which gives only development information over time. In those cases where the two histories differ, it can be useful to trace what was used as a basis for a given version of an object.

Command history is the information about what actions have been done on what objects, and by whom. The command history is to be implemented as a structure of user actions, partially ordered over time, with links to those objects affected by the actions. A plan could well be represented as a similar structure of actions partially ordered over future rather than past time [3]. The keeping of command history will amongst other things enable plans to be checked against actual outcomes, so that plan revision can be initiated if an outcome is not as expected.

Diagram of difference between edit and object history
NODE implements the object and edit history structures, but not yet the command history.
The object history is implemented by having one molecule which is the 'handle' to an object,
and which contains a partially ordered (over time) graph of links to the versions of an object
as they existed at various time points. Because the database is designed with the idea that
objects will be made up of parts, which are in themselves objects, the primitive or smallest
grain objects are expected to be fairly small, about the size of a single paragraph. The picture
of a complex object at a particular time point is then built up from its pieces. The history
saved is only the change of the relatively small piece. Links to an object where one wants to
link to whatever is the latest version, are then a link to the 'handle' molecule, with default
version. Links to an object at a particular time point are links to the handle molecule plus its
specific version.

The edit history is implemented as a link to the 'parent' of a version. The command history is
seen as a non-complex addition to the existing system. The reason that it was not
implemented along with the other two types of history was that it was at a higher level of
abstraction and could be implemented on top of the existing system.

The database does not as yet contain any routines for binding the links from a chosen
historical object to refer only to the versions of other objects which existed at that historical
point in time. This is an obvious extension which is necessary for the history mechanism to be
used effectively. The information to do this exists in the database, allowing the routines to be
written at an application level. However it is more appropriate that such routines eventually
exist within the database itself.

Support for Parallel, Co-operative and Distributed Work

All modification of database objects takes place within a workspace which is logically, and possibly physically separated from the database. Labelling of objects in the workspace is local, thus avoiding the problems of different workspaces having to either communicate regarding labels for new objects, or having some global labelling scheme. There is an interface layer between workspace and database which translates object labels.

When an object is in a workspace and being modified it is not locked in the database. Consequently it is possible for two or more different users to modify the same object at the same (logical) time. When the modified objects are stored back into the database, the result is a merged version containing all changes, where that is possible. If the changes were made on the same small piece of an object so that they cannot reasonably be merged, then the result is parallel versions. If two objects a and b are taken out at the same logical time and a is put back and developed further before b is stored back, then b is merged with the latest version of a if possible. If this is not possible an attempt is made to merge with a’s predecessor (or pre-predecessor) creating a parallel version to the latest development of a. This gives the same effect as merging b with the original version of a and propagating as far as possible along the development chain. The current implementation most often creates parallel versions, but we are working on methods for preferring merging as well as methods for specifying appropriate limits on merging.

Some possible parallel work situations

Non-problematic merge of parallel work

b and d represent conflicting changes, producing parallel versions e and f, after merges with c

c cannot be merged with current version e, but can be merged with e’s predecessor d, creating f as a parallel version to e.
At the point that an object is modified within a workspace, the database is notified. This information is potentially available to an application, so that if desired a user could be notified that someone else was editing the same object. This allows a user to decide in the specific situation whether parallel work would be a desirable, or whether to work on something else instead.

The ability to have multiple versions of an object also allows for multiple, possibly contradictory versions of a ‘fact’. These contradictory versions can contain auxiliary information, such as who entered this ‘fact’, other information supporting the ‘fact’, etc. This ability to allow for representation of contradictions, while leaving it up to the application as to how to deal with them, is an advantage for many real world situations. If one has contradictory information it is often preferable to keep the contradiction, than to choose one version. It is expected that this facility will be useful in building applications and tools that are non-monotonic in their reasoning.

**Interface to NODE**

The database storage program is written in ‘C’ and runs under Unix on a Sun III system. The workspace program which manages editing and viewing of objects runs on a Xerox lisp machine and on a terminal connected to a Sun system. The workspace programs are written in lisp and ‘C’ respectively. It is also planned to have a version of the program running on DG1 portables and Macintosh. These are both currently under development.

Because NODE was built as the base layer for the LINCKS system it is within LINCKS that we are planning the user interface to NODE. There are currently however two ways to interface to NODE - one is via an application interface and the other is via temporary interactive interfaces, which differ for the different machines.

The application interface consists of a number of function calls which create, store, edit, and retrieve objects and parts of objects, whilst maintaining the history structures and managing the multi user aspects of the system. The application program then interacts with NODE via the program interface, and with the user via an application defined user interface.

We currently have two different interactive interfaces to NODE - one is a graphical interface on the lisp machines, the other a command based interface for text terminals connected to a Sun network. The graphical interface allows selection of commands via menus, following of links via pointing, and editing of text and images via text and bitmap editors. Creation of objects is via a menu choice, with selection of various type templates. Objects are retrieved by following paths from other objects rather than via a query language. Thus a user finds objects by ‘browsing’ as in a hypertext system. An application program must know which paths (i.e. links) to follow in order to retrieve or search for its objects.

The text terminal interface maintains an object which is the users workspace and refers to all objects he last had in the workspace. The user can list all objects in the workspace by names which are local to that user. Objects can then be displayed, edited, linked to, etc via a command interface combined with emacs text editor for editing textual images.
We expect the LINCKS system to have a number of tools which aid in accessing objects from the database, or locating areas in the database where one may wish to browse. One of these tools will undoubtedly be a query language, but this is not yet designed in detail.

APPLICATIONS USING NODE

NODE was very much planned and built as a part of an overall project. However it is already evident that even without the sophisticated system software which is planned as a part of LINCKS, NODE is of potential interest for a number of applications. There are three applications currently in progress, which are making use of the database. The first is a prototype version of a programming environment for a project team, the second is a medical information system to be used by general practitioners, and the third is a material selection support system for mechanical engineering.

In the programming environment application the most important benefits of NODE are the ability to have parallel versions, and the flexibility of the linking between objects. One important use of parallel versions is to enable different persons using the programming environment to have a shared environment but to be able to have individual arrangements of various objects found within that environment. The flexibility of the linking system is important in setting up many different sorts of links such as default characteristic links, contents links, etc.

Both the medical application and the material selection application are decision support systems requiring a significant amount of ‘intelligent’ software. It is thus important for the database to contain the information needed for these intelligent services. The NODE data structure, the molecule, can be likened to a frame which has been shown to be suitable in many expert system applications.

Previous experience in the LIMEDS [5] project at Linköping University, has shown that in order to build sophisticated and intelligent support systems in medical informatics, it is necessary to have support for historical information regarding the development of objects, and also to have a very flexible mechanism for building relationships between objects. NODE appears to offer both of these facilities.

The material selection support system was implemented in a first prototype version[1] with a relational database, but as the complexity of the information, and amount of reasoning in the system increased it became evident that the use of an object-oriented database supporting structured objects was desirable.

SUMMARY

Time is an essential aspect of information about the real world. Much information about, for example causality, is implicit in, or relies on, information regarding time. In an ACM article on temporal databases, Richard Snodgrass gives examples of time related capabilities which he considers necessary but lacking in traditional database systems [4]. In his terms NODE is a
rollback database, allowing for viewing of the database as it was at previous points in time. It also has facilities for incorporating user defined time via attribute fields. Particularly the first of these is extremely important in answering even fairly simple queries about the real world. It is crucial information for any kind of reasoning about the world represented by the information.

A time facility which NODE does not have directly is the ability to retroactively or proactively enter facts. There is currently no direct method to enter something which will not take effect (be visible?) until some later time point, or to correct information which was wrongly entered, so that the correction is directly related to the time point of the original wrong entry. These facilities could of course be provided for particular applications, using the general purpose links and attribute mechanisms.

The facility for multi user parallel access, including ability to modify the database, without restrictive locking mechanisms, makes NODE an attractive tool for a multi user environment.

The ability for parallel versions gives a possibility for users to have differing versions of essentially the same object. This is important if a system is to be both a multi user system encouraging co-operation, and also a system which is non restrictive and allows for personal preferences.

The object oriented view where actions are also fully fledged objects appears to be promising for A.I. applications where it is usual to have information about actions (e.g. pre and post conditions for rule instantiation).

NODE has attempted to incorporate the concepts of time information, partial ordering, object orientation, and flexible connections between objects. These are seen as crucial lacks in traditional database systems if one wishes to incorporate them into an intelligent system.
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