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Background

Debugging a parallel program can be a frustrating experience, in particular, using a system without a symbolic debugger [Fagerström 86]. The programmer is forced to use primitive techniques such as manually installed trace commands. This abstract reports on how programming environments for parallel and distributed systems can be designed to allow the programmer to think in problem terms when debugging. It is part of a larger project, called PEPSy (Programming Environments for Parallel Systems) [Fagerström 88a]. The general goal of this project is to study methods and tools for design and implementation of software for distributed systems. There are basically three problems with manually installed tracing as a debugging tool:

1. it takes too long time to insert the code and re-compile the system
   -> tracing (and other tools) must be used without re-compiling the system
2. even if one tries to build and debug the system in a hierarchical fashion, bugs tend to creep up from lower levels when one is testing higher-level protocols
   -> it must be possible to move quickly between abstraction levels. It should also be possible to have a multi-abstraction view of the system
3. it is not interactive enough, one would like to test modules interactively
   -> the system must provide tools which can be used (on varying abstraction levels) to test modules

We have designed a structural model of distributed applications. It results in hierarchical designs. It is a very general model. However, it is specific enough to allow us to integrate it with a programming environment. By doing so, the programmer, and the programming environment, can use structural knowledge for debugging purposes. The model resembles both HPC [LeBlanc 85] and CONIC [Sloman 85]. A complete description of the model and its implementation and integration with a programming environment is given in [Fagerström 88b].

A Structural Model

Processes: The first architectural component in the model is the process. Our processes correspond to the usual concept of logical process. The model is language independent. The only requirement is that processes must be able to "communicate" with the outside world. A process is created as an instantiation of a class. A class is a template that describes a generic process. On instantiation a few specializations on the process are always made. At least, the process is given a globally unique name.

Interfaces and Ports: Processes communicate with each other using message passing through well-defined interfaces. The coupling between the interface and the associated process is where the language independent model meets a language. An interface is always created together with a process. It consists of a fixed number of ports. From the outside, a port can be seen as an abstraction of a function implemented by the associated object. Logical channels can be set up between ports. Messages are sent on these channels asynchronously. Conceptually, an interface controller is associated with the interface. It will intercept messages sent to the interface itself, e.g. a request to link a port to some other interface.

Encapsulations: Abstraction is an important tool often used in design and implementation. The model introduces encapsulations as an abstraction mechanism. The user can specify a border around an arbitrary set of objects. An encapsulation is not an object in the model, it is a concept used in the programming environment. We describe this idea here since it is reflected in the model by our next type of object.

PEPSy modules: An encapsulation is transparent. One can observe and even change sub-components. It is also passive (as an object). In order to make it opaque we must transform it into an active object. Logically, encapsulations can be turned into a black box by introducing a control unit. This new type of object is called a PEPSy module. A control unit is thus part of a PEPSy module. It will set up and tear
down logical channels between interfaces in the PEPSy module, so called internal interfaces. The control unit also controls the interface to the environment (the external interface). A PEPSy module is opaque. Its internal structure can not be observed or manipulated from the outside. It can not be distinguished from a single process. The control unit has the following responsibilities: creating new instances of objects and their interfaces, requesting termination or suspension of objects, setting up and tearing down logical channels between objects, and setting up and tearing down logical channels between objects and the external interface. The control unit is the only object in the system that can directly manipulate other objects. In this way we allow limited structured changes in the system. Unlimited creation, suspension and termination of objects in a distributed system very quickly leads to chaos.

A System

We use two editors to build the system, one at a process level (language dependent) and one configuration editor which is used to create PEPSy modules (language independent). The structure of the latter is shown below. (Referred to as 'configuration editor and manager, CE&M).

<table>
<thead>
<tr>
<th>C E &amp; M</th>
</tr>
</thead>
<tbody>
<tr>
<td>list of existing PEPSy modules</td>
</tr>
<tr>
<td>ports in external interface</td>
</tr>
<tr>
<td>list of existing simple processes</td>
</tr>
<tr>
<td>logical channels</td>
</tr>
</tbody>
</table>

When entered the configuration editor automatically creates a sub-class of the class control unit, an external interface, and various control channels to the external world. The programmer can then use the editor to record (by pointing and using menus) the appropriate configuration code executed by the control unit when it is started. Commands include creating and deleting sub-objects, and linking and un-linking channels between interfaces. The code for this (the configuration code) is generated and stored in the control unit. For sub-units, the editor will automatically create the appropriate interface and link it to the control unit via control ports. The programmer can incrementally add, change, and delete the configuration code. Code for tracing (conditional or unconditional) and demons can be installed from the editor on ports, interfaces and channels. The appropriate code for this will then be generated. When the editing session is finished, the PEPSy module and the control unit as sub-classes will be stored in the class hierarchy. The programmer can create numerous instances of the configuration editor and the language editor so that various part of the design can be designed and accessed in parallel using the window system. Finally, he/she can load and start the system from the editor. This is implemented as an instantiation of the control unit which executes its configuration code. The tool can then be used to monitor and control the PEPSy module and its sub-components. One can also zoom in on sub-objects, this will generate a new CE&M window.

Debugging tools: The backbone of any debug system is a traditional debugger for sequential processes. Sequential debuggers can be allocated on a one per object basis, together with a master debugger residing on the host from where the user interacts with the system. In our case we can provide more structure than this. The debug system will have knowledge about static and dynamic component relationships. The most important aspect of a debugger is that it presents the system in a way consistent with the users conceptual view. The debugger must thus know about e.g., encapsulations, control units, and interfaces. For debugging purposes we have integrated the following tools with the configuration editor:

- module interface testing
- protocols can be tested by monitoring, inserting, changing, or adding messages. This is done by dynamically "lifting" the object out of its environment from the debug tool and putting it inside a test-bed. We have developed a bottom-up debugging methodology based on protocol testing in the user-defined hierarchy [Fagerström 88b].
• tracing & monitoring
  Information flowing on channels and interfaces can be recorded. The statically compiled code for
  tracing installed with the tool can be lifted out or completely new code can be dynamically
  installed. (The starting time for this kind of tracing is of course dependent on the time it takes to
  send the command across the network).
• automatic surveillance
  Traditionally the term 'demon' has been used for a process that observes a database. It consists of a
  trigger and an action. The action associated with an instance of a demon is performed when the
  trigger condition is fulfilled. Demons, in our case, are part of the debug tools watching and
  controlling objects. (As in [Smith 81]). The user specifies the conditions which must be fulfilled
  for an action to occur, and the action itself.
• control over the system
  Single-stepping, peeking and poking on processes can be done via a remote sequential debugger.
• probing
  A software probe can be placed on objects in the hierarchy. It will give a status report on the
  object.

The programmer can easily change abstraction levels in the hierarchy using the CE&M tool. Debug tools
can be placed on meta-levels defined in the system. Debugging is thus done on the meta-level using
structural knowledge introduced by the designer.

Implementation status

A prototype implementation has been implemented in Smalltalk-80 [Goldberg 83]. It was used as a tool
when studying the model. Present work includes refinement of the model and the tools, and porting the
prototype onto a distributed system (using CONIC [Sloman 85] on a set of SUN workstations).
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Abstract

Writing distributed programs in a hierarchical way suggest bottom-up debugging. By providing powerful tools for configuring a distributed system and mechanisms for isolating suspect sub-systems we facilitate two-phase debugging in which a possibly malfunctioning subset of processes (ideally a single process) is identified in a first phase and debugged in a testbed environment in the second phase. It is then incrementally reinserted into the executing system.

1. Introduction

Debugging and testing distributed systems poses large problems for the programmer. Reasons for this include non-determinism, name-space problems and undefined (or at least extremely complicated) global states.

The PEPSy project [Fagerström 86] is aimed at assisting the programmer in these tasks. The paradigm used for programming a distributed system draws heavily upon (among others) HPC [LeBlanc 85] and Conic [Sloman 85].

While bottom-up testing (verifying all components before composing them) is fine, experience shows that not all bugs are caught this way. Unfortunately, this is the most direct way of debugging in a distributed environment. We therefore strive for a method known as two-phase debugging [Garcia-Molina 84].

The task of debugging a distributed system is in many areas analogous with that of debugging a large and complex serial program, e.g. the difficulty of getting an overview of the system configuration. In a distributed environment this is further complicated by the impossibility of step-wise debugging of subsystems (except in the special case of a single process), no strict control of process behaviour (specifically the impossibility of halting all processes at a given time) and the difficulty of observing a global state.

2. The PEPSy Project

PEPSy stands for Programming Environments for Parallel Systems. It is an on-going research project within the Programming Environments Laboratory at the Department of Computer and Information Science, Linköping University.

The paradigm used is based upon hierarchical configuration. The basic building-blocks are processes which communicate via ports. These ports allow asynchronous communication and has infinite buffers for unprocessed messages.
A PEPSy Module is constructed by connecting processes (in a sense, "atomic modules") and/or other modules and by defining an external interface to this module. Within this module further life is handled by an agent known as the Control Unit [Fagerström 88], e.g. in order to terminate a module, a termination request must be sent to the Control Unit of that module.

The modules represent a conceptual grouping of functionality within a system. This means that a module may very well span several physical nodes.

3. Pinpointing the error

There are several ways of localizing a suspect error. The methods envisioned by us are primarily by tracing. We use a trace generation mechanism for writing traces at each physical node within the system. A trace inspection and verification tool is used for examining these traces. A alternative but more costly tracing facility would permit debugging with instant replay [LeBlanc 87].

Another possible way of identifying malfunctioning subsystems is to use debugging demons. These are a distributed analogy of breakpoints in a serial debugger. However, instead of halting the affected process, the demon executes its associated action, which may or may not stop the affected processes. For instance, the action may simply deliver a message to the master debugger.

4. Debugging in isolation

Once a subsystem (or singular process) is suspected to cause the observed error, phase one of the two-phase debugging is completed. The task is now to find out why and when the error occurs. There are basically two possible causes for an error in a (distributed) application: There may be an error within a process (in which case this process must be identified), or the interprocess relations may be incorrect (in which case the process connections must be corrected).

The problem of debugging a serial process is well-known, and will not be covered here. If, however, the cause of the bug is within the inter-process communication, other tools must assist the programmer.

Our tool for this task is the PEPSy TestBed, into which one may insert a PEPSy Module. This tool gives the programmer explicit control over input and output channels from the process. This enables the programmer to try out possible error cases (albeit labourously).

A crucial feature of this tool is the ability to sever the communication links between the parts being debugged and the remaining system. This is necessary in order to avoid strange effects in the untouched parts of the system while debugging. Manually constructed test cases should not propagate outside the debugged subsystem. This isolation of a subsystem is facilitated by the design paradigm of PEPSy since a hierarchical organization implicates a small interface between a subsystem and its environment.

The TestBed automatically adapts itself to the interface of the debugged module by examining the types and number of ports in the interface. Also, when invoking the TestBed on a subsystem, simple queueing processes are attached to the ports left disconnected by the separation of the debugged parts from the system. This is done in order to minimize the impact of debugging on the entire application. I.e. messages sent from the environment to the debugged system are not lost, merely delayed (this may be thought of as stretching the concept of non-deterministic communication delays).

Note that the debugged system is not physically moved. It still executes on the intended hardware, only with a different communication partner.

This tool is currently being implemented in Conic. It is intended to run upon a network of Sun-3 workstations.
5. Reconstructing the final system

In order to complete the two-phase debugging the corrected sub-system must be reinserted into the original system. This requires the configurations to be incremental, unless one would have to reconstruct the entire system from scratch. This is supported both by the PEPSy paradigm and by the implementation language used.

Not every distributed system takes kindly to being separated from one of its sub-components. In most cases, however, it will merely block gradually as the subsystem fails to answer. These configurations would gracefully unblock as the incrementally inserted (and hopefully correct) subsystem starts to process the pending communication.

6. Conclusions

The presented tool supports minimal impact debugging of selected subsystems in a distributed environment in the sense that the parts not being debugged may stay alive. Debugging of interprocess relations with this tool is fully consistent with the hierarchical paradigm of PEPSy.
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