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From a Technical to a Humane Environment:
A Software System Supporting Cooperative Work

by

Lin Padgham
Ralph Rönquist

Abstract: This paper presents LINCKS, an environment which supports co-operative work. LINCKS is presently in the stage of beginning implementation at Linköping University.
1. Introduction

Co-operative work is seen as desirable and/or necessary for a number of different reasons. In many cases the size of a project combined with the requirements on when it must be finished, dictate that it be done by a number of people working together. In other cases the breadth of knowledge required means that a number of people with different backgrounds must be involved.

There is also the aspect that discussion of ideas with others intimately involved with those ideas, leads to greater creativity and exploration of those ideas, than merely thinking about them in isolation. The discussion and working together has a catalytic effect that produces higher quality work than would have been produced by any one of the participants alone.

Unfortunately co-operative work also results in some problems and difficulties. These sometimes outweigh the advantages, and prevent co-operative work from happening.

One of the difficulties of co-operative work is that the parameters ‘who’, ‘what’, ‘where’, ‘when’, ‘why’, ‘how’, must be co-ordinated. These parameters must be resolved for any given piece of work, but as more people are involved, the complexity of deciding and administrating increases sharply.

Co-operative work can be compared with respect to the degree of sameness for the question word parameters. For instance, co-operative work where the participants are at different places has a very different feel, and involves different problems, than when all participants are in approximately the same place (where parameter). Similarly, a co-operative project where all people are working at the same time, raises different issues than a project where the work is sequenced (when parameter).

Computer systems which support co-operative work can also be viewed in terms of these parameters. There are then two basic questions whose answers give a good sense of both the flexibility of the computer system and its power. First is the question of how much the question word parameters are allowed to vary (particularly with respect to a same-different scale). This provides a reasonable measure of flexibility. Second is the question of how much the system knows about the parameters, i.e. have the ability to represent and reason about information concerning them. This indicates the power of the system.

The challenge is to develop tools which help to solve the inherent difficulties of co-operative work, without constraining the solutions, thus avoiding a perhaps helpful but narrow system.

In the present paper we look at the specific problems of co-operative work in a research environment, and describe a system whose intent is to facilitate solutions to those problems. The system, LINCKS, is under development in the Department of Computer and Information Science, at Linköpings University, Sweden. It is currently at the stage of beginning implementation.

2. Research Environment Focus

Tools that have been developed to support co-operative work (e.g. project management applications, revision control systems[TICH82], etc.) tend to have been developed for the commercial industry environment. They do not consider the nature of a research environment, and consequently are often less suitable for such.

In a research environment there is a greater emphasis on creativity, and less on such aspects as security, deadlines, and profit. Most of the difficulties associated with co-operative work are similar for research and industry environments, but the focus of the tools needed, and the nature of the constraints which are acceptable, are different.

A particular difference between a commercial and a research environment, is the importance placed on individuality, and individual work. In a commercial environment, most often all of
a persons work is on a particular group project. There are company rules defining how things should be done and the process things should go through. In a research environment such as a university department, however, people are almost always involved in important individual work as well as some co-operative work.

As a consequence, the tools developed for a research environment must be more general and more flexible than those developed for commercial purposes. The challenge is to obtain this flexibility, without sacrificing powerfulness. If this is achieved, the resulting system will be customizable to a variety of situations, and therefore also adaptable to the needs of a commercial environment.

3. Description of LINCKS

The LINCKS system consists of an object oriented database and a number of sophisticated tools and services to make this database flexible, powerful and useful, both for individual and cooperative work. We describe a model which has been developed as the theoretical basis for the LINCKS system. The model concerns the notions of objects and object types, operations and actions, contexts, and communicating agents that operate through contexts.

3.1 Objects

The LINCKS system is based on a least item called molecule. A molecule is, intuitively, a smaller piece of text or a figure, and any whole conceptual object, such as document and folder, is contained in a structure of molecules.

The molecules provide denotations and descriptions of objects, and the database is regarded as a mapping from denotations to descriptions. As descriptions are different amounts of information, they are interrelated according to the notion of "more information".

Object typing is derived from similarities in the object descriptions. That is, an object is of a certain type only if its description incorporates the least amount of information required for that type. In terms of "more information", the object description must contain more information than a type norm.

Each type is also associated to a larger amount of information which provides a normal case or default object description for objects of that type. This description is called the type seed. An object is a normal case object for a certain type only if its description incorporates the type seed.

The setting of type norms and seeds is termed type schema. Any such schema is overlaid on the database rather than being part of it. As a consequence, users can build different type schemas for different purposes, thus having classification structures tailored for the tasks.

Objects can also be typed prescriptively so as to account for incomplete information in the database. If an object is prescribed to be of a certain type, any changes in the information concerning the type norm also changes the object description.

3.2 Actions

We distinguish between actions and operations in the way that each action defines a name for a group of operations. The operations are more or less the actual pieces of code, augmented with descriptions relating to their requirements and effect on object descriptions, i.e. independent of type schemas.
Actions are groupings of operations on the basis of similarities in the interpretations of the operations. E.g. a number of operations may be understood as resulting in an insertion, and are therefore grouped into an insert action. At the time of activation, the appropriate operation is derived from the information contained in the object descriptions present, and the requirements of the operations in the action group.

Actions are augmented with descriptions of when and in what way they may be considered useful. These descriptions are analogous to pre and post conditions found in many expert system languages, and can be used in a similar way.

The grouping of operations into actions is termed action schema, and an action schema plus a type schema builds a context. Typically, each user and each tool in the system define a context.

3.3 Intelligent Services

Intelligent Services is the term used for software which is able to initiate and do intermediate or high level tasks without direct user control. Many activities done by users, have clearly defined goals, but no clearly defined methods. That is, there are a wide number of possible ways that the goals may be accomplished [BRACC/PERN84]. Intelligent services also have the flexibility to find many alternative ways of achieving goals. If one method fails for some reason they can seek other ways of achieving the desired ends.

Most intelligent services need to be adapted to, or built specially for, some particular situation. The specification of actions and operations along with pre and post conditions simplifies the design and implementation of intelligent services. New actions can be composed from existing actions and operations, in goal oriented ways, by general purpose planning services.

3.4 History Mechanisms

There are three different types of history information which are available in LINCKS.

Object history
Information about how a given object looked at a particular point in time. (e.g. show me report X as it was when the last printout was made?)

Text history
Information about the evolution of a certain instance of an object. This is often identical to the above, but at times it is not. (e.g. A working paper may be incorporated into book A as chapter Y. A history of the evolution of that piece of text which is chapter Y of book A, shows the development of the working paper, as well as any development since it was incorporated into book A).

Command history
Information about the commands that have been performed previously and their results.

The history mechanisms incorporates a notion of parallelism through partially ordered time. Two people may develop the same paper separately for a time, later merging their efforts back into a single version of the paper. The two parallel development paths are stored as such in the history.
The history information allows for the recreation of objects as they existed at any past point in time. It also allows for examination of the effects of actions, and use of this information by intelligent services.

3.5 Portables

An integral part of the LINCKS system is the portable laptop computer. It can be connected to the main system, loading various portions of the data base, to allow work to be done remotely. On return from a remote working session, the new work is integrated with the main data base. It is, of course, also possible to use the portable as a connected workstation.

Portables, due to size and processing limitations, do not supply the complete functionality available on the main system. However, they do 'know about' the main system, so that tasks which cannot be done are queued to be executed later by the main system. Thus, the user has a sense of having done those tasks on the portable (in that he has given the commands and need no longer think about them), even though the execution actually occurs at a later point in time.

4. Cooperation Support in LINCKS

4.1 Support for Group PLUS Individual Views

The support for different views comes largely from the notion of contexts, where each context contains information about the types of things recognised, and the actions recognised. The system is then able to understand and map between these contexts. As a result, it is not necessary for a user to go into any special mode, or observe any special naming conventions, when working on group projects.

The group view becomes, by default, the combination of all the individual views. An individual can choose to communicate with others from his own viewpoint, in which case the system can translate it into terms meaningful to the one communicated with, or he can use the superset of concepts, and communicate directly in the others terms.

This particular feature is extremely important if the user is to be doing a combination of individual and group work.

4.2 Support for Co-Authoring

Support for co-authoring is largely in terms of support for parallel work and intelligent merging of two versions of the 'same' object. Authoring, generally, is supported by the data base being made up of many small chunks which can be arranged as parts of many different larger objects. This is also supportive of some forms of co-authoring. If for example, some instructions on using a communication package between two machines are updated, then all documents containing those instructions are automatically updated at the same time. This is very valuable in maintaining consistency of documents which are written in many different pieces, by different people and for different purposes.

In a computer system, whenever more than one person is working on the same object, be it a document or a program, there is a need to in some way ensure that they do not overwrite one another's changes. One common way to do this is to strictly control either the 'what' or the 'when' aspects of the situation, i.e. the pieces which each person may work on are strictly controlled, or alternatively, there is some mechanism to ensure that the timing of the work is sequential. In LINCKS however, in accordance with our aim of maximum flexibility,
we attempt to provide support for co-authoring without strict controls.

LINCKS does not place any locks on objects that a user is working with, but the system
does know if two users are working on the same object. The users involved are notified so
that they can make a judgement about whether such parallel work is likely to take more
effort than is worthwhile to later resolve.

The representation of objects as a structure of relatively small pieces facilitates the merging
of two versions of an object. It makes it easier to check whether changes to an object (such
as a document) occur in unrelated areas, and allow for automatic merging. Because the
LINCKS system always keeps all old versions, it is quite simple for users to disqualify a
particular automatic merge and return to the two parallel versions in order to merge them
in some other way.

4.3 Support for Administration

To make co-operative work viable, some administrative overhead is needed. LINCKS
provides a number of services to minimise the users time, effort, and involvement in
administrative tasks.

Some different types of administrative tasks and services to support them are discussed.
These include the various aspects of arranging meetings, meeting deadlines, and planning of
tasks.

4.4 Support for graceful evolution

Group projects tend to evolve by what can be described as ‘programming through
progressive enrichment’[SAND79]. This enrichment can have a disruptive effect on the
overall development, particularly if a number of people are working together. LINCKS limits
such disruptive effects by using the history mechanism to ensure that if a new method or
version of something does not apply to some data which predated that version, then the
older version is used.

Some examples are given of where this can prove useful.

4.5 Support for geographical flexibility

The inclusion of portables within the system increases geographical flexibility. This is an
advantage in both individual and co-operative work. It is however particularly pertinent to
cooporative work in those situations where a person travels a lot. Such a person may have
difficulty engaging in any co-operative projects, because so much effort would be required to
integrate work that he did while away with work that had happened in the meantime.
LINCKS facilitates this integration both by its interface with the portable, and by its
intelligent communication services. The interface between the portable and the main system
incorporates tools which automatically integrate the portables work contents into the main
data base. The communication services are aware of the person’s absence, and on his return,
notify him of things related to his work which have happened while he was away. This
minimizes the need either for the person on his return to find out from the group things that
have happened, or for the group to be constantly aware of his absence, and send him mail.
5. Conclusion

In designing the LINCKS system we have paid much attention to ways of providing services, without adding constraints. We have tried to realise the notion of the computer system as a co-operating partner, rather than either a dumb tool or a controller. With respect to the question word parameters 'who', 'what', 'where', 'why', 'when' and 'how', we have tried to enable the system to have knowledge about them, to be able to reason about them, but not to constrain their values in any way, i.e. to allow each parameter to take on as many different values as possible in different situations. With respect to co-operative work this results in the possibility for many different flavors of co-operation.

The flexible typing model facilitates many different versions of how things are organised. The inclusion of portables gives great flexibility regarding where. The version structure combined with the networked molecular data base and the services for merging objects, provide flexibility in terms of who, what and when. Flexibility of why is supported both by the general orientation of the system, and by the arrangement of the data base, which allows the structuring and restructuring of objects regardless of the intentions with which they were originally created. The specification of operations as constrained only by execution limitations rather than by presumed meaning, also frees users from the need to have the same view of usefulness as the original writer of the operations.

Working co-operatively has some inherent problems, whose solutions necessitate some constraints. However, we consider it important to not add unnecessary rigidity by specifying how the problems must be solved. Rather, we attempt to provide tools and services which support solutions of the problems in a wide variety of ways. It is also important, particularly in a research setting, to ensure that co-operative work is compatible with individual work, without limiting it.
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