LINCKS:
An Imperative
Object Oriented System

by

Lin Padgham
Ralph Rönnquist

RESEARCH REPORT
RKLLAB, June 1988

Postadress:
Institutionen för datavetenskap
Universitetet i Linköping och
Tekniska Högskolan
581 83 Linköping

Mailing address:
Department of Computer and
Information Science
Linköping University
S-581 83 Linköping, Sweden
The Department of Computer and Information Science
Linköping University

PhD theses:

* Available at: University of Microfilms Intl., 300 N. Zeen Road, Ann Arbor, MI 48106, USA.

(Linköping Studies in Science and Technology. Dissertations.)

No 97  Andrzej Lingas: Advances in Minimum Weight Triangulation, 1983.

Licentiate of engineering Theses:

(Linköping Studies in Science and Technology. Theses.)

No 73  Ola Strömfora: A Structure Editor for Documents and Programs. 1986.
No 113  Ralph Rönnquist: Network and Lattice Based Approaches to the Representation of Knowledge. 1987.
No 126  Dan Strömberg: Transfer and Distribution of Application Programs. 1987
LINCKS:
An Imperative
Object Oriented System

by

Lin Padgham
Ralph Rönnquist

Abstract: We present the LINCKS (Linköpings Intelligent Knowledge Communication System) system which is under development at Linköping University, and the theoretical model on which it is based. LINCKS is an object oriented system in the sense that objects in the real world are represented directly within the system, allowing for a clear and simple mapping from the real world to a computer model of some aspect of the real world. The object oriented model used differs significantly from that used in Smalltalk, Simula, and many other object oriented languages. The most fundamental differences are in the view of typing and the view of actions. A typing schema is regarded as part of the context for a user or a software tool, with many different typing schemas being allowed to co-exist within the system. Actions are not represented as messages and methods attached to objects as in Smalltalk. Instead actions have their own structure and organisation, and include information about their pre and post conditions. This gives the system a more imperative nature than many object oriented systems. A history mechanism is also described which allows recreation of any object as it existed at some previous point in time. The history mechanism also provides information to be used by reasoning software. LINCKS is compared to Smalltalk with respect to some important differences.

Postadress:
Institutionen för datavetenskap
Universitetet i Linköping och
Tekniska Högskolan
581 83 Linköping

Mailing address:
Department of Computer and
Information Science
Linköping University
S-581 83 Linköping, Sweden
1. Introduction

In the 1980's, object oriented languages and object oriented environments have become increasingly popular. Probably the most well known and well developed such language is SMALLTALK [GOL83]. Some other specifically object oriented languages or environments are SIMULA [DAH70], LOOPS [BOB81], and Modula. The object oriented programming style has also been quite widely applied to conventional (i.e. non object oriented) languages [COX84]. Some examples of these are Object Oriented C, ModPascal [OLT85], Object Oriented Programming in Prolog [ZAN84], etc.

Most of the existing systems are fairly similar in their view of an object oriented system or language. As a result of this 'object-oriented' has become almost synonymous with 'SMALLTALK-like'. In this paper we will present a system LINCKS, and the underlying object oriented model for the system. This model and system have a number of important differences from the SMALLTALK environment.

We will first present the LINCKS system, which is currently just beginning the implementation phase at Linköpings University. We will then review the major differences between LINCKS and SMALLTALK, discussing the costs and the advantages of these. (We will compare only with SMALLTALK as it is the most well known of the object oriented languages, and has become something of a standard for comparisons. As far as we know the other systems are similar to SMALLTALK in the areas where we differ).

2. Description of LINCKS

The LINCKS system consists of an object oriented data base and a number of sophisticated tools and services to make this data base flexible, powerful and useful, both for individual and cooperative work.

2.1 Object Model

Objects are understood as things out-side the system, so that internally, they are only denoted and described. Denotions of objects are distinct entities used in reference to the objects in question. However, the denotions do not give any information about the objects denoted, except that two different objects are assumed to have two different denotions.

Information about objects are contained in feature descriptors, each of which describe some features without attachment to any particular object. That is, a feature descriptor contains information that describes some collection of features that are "things that can be known about some object".

The current knowledge about the objects is represented by associating object denotions to feature descriptors. The database state is therefore a mapping from the set of object denotions into the set of feature descriptors.

Each feature descriptor contains some amount of information, and there is a relation, $\subseteq$, that corresponds to the notion of "more information" on feature descriptors. This relation forms a lattice, which means that the object denotions are associated to points in the information lattice.

The basic data structure used to denote and describe objects is a molecule. Molecules may contain three different kinds of information: an image, plain attributes and relationships to other objects. The image is a perception of the object which is
intelligible to the user, but not necessarily to the system - primarily text, graphics, and bitmaps. Attributes are a collection of name-value pairs which give a description of a number of properties of the object. Relationships between objects are represented as two way labelled links. Both attributes and links are understood and used by the system, and it is these that constitute the feature descriptor of the molecule.

Large objects are usually represented as a structure of molecules. A single molecule is the denotation for the given object, and it is linked to denotations of its parts, which then also are viewed as objects. For example, a report may be made up of a number of sections, each of which in turn is made up of a number of paragraphs.

The molecule concept supports the creative process of ordering and bringing together thoughts. Each molecule is usually a relatively small information chunk, which can be arranged and rearranged with other such information chunks. Good ideas which are initially disjoint, can be saved and later integrated into theories, papers, ideas, etc.

2.1.1 Object Typing

Object typing is assumed to reflect similarities between the descriptions of objects that are of same type. In the lattice of feature descriptors, the maximal similarity between two object descriptions $d_1$ and $d_2$ is their greatest lower bound, $d_1 \cap d_2$.

For any type $t$, $\text{norm}(t)$ is the feature descriptor containing the information that is required for all objects that are considered to be of type $t$. The system knows an object denoted by $g$ to be of type (denoted by) $t$ if and only if the feature descriptor $d$ currently associated to $g$ is above the current $\text{norm}(t)$.

We call this view of typing descriptive typing, since the actual type(s) for an object is derived from what is known about the object and what is required for the type(s). The type(s) for an object is not a property of the object, but a property of the (systems) view of and knowledge about objects.

This enables several typing schemas to be used. For instance, each user in a multi-user system (like LINCKS) can have his own typing schema.

Prescriptive typing, as opposed to descriptive, is obtained by stating expicitely in the description of an object that it is of a certain type. This is important to include for the reasons that the information contained cannot be expected to be complete, and that it needs to be changed as the environment (the world) changes.

To include prescriptive typing, we cut the feature descriptor associated to an object denotation into parts, so that the information that corresponds to the type requirements are left out, and replaced by links to the denotations of the respective types. In other words, the complete feature descriptor for an object is built from the explicit information combined with the explicit information (the type norm) of its prescribed types. The picking of parts to add to this combination may continue recursively if the type norms also are typed prescriptively.

An effect of prescriptive typing is that any change to the information that describes a type $t$ will result in changes to the information describing the objects prescribed to be of type $t$. The prescriptive typing model also conserves storage, since the information required for all objects of type $t$ need to be stored explicitly only as the type norm.

The information that describes a type includes both the type norm, which is what information is required in the descriptions of objects of that type, and a type seed, which is what information is expected in the descriptions of objects of that type. The type seed can also be understood as a normal case description that is used as default when a new object is encountered and stated to be of the particular type.
In prescriptive typing, the complete feature descriptor is built using the type seed rather than the type norm, but when the seed information is in conflict with the instance level information the latter will override.

Operations on objects are defined with respect to what they require of the feature descriptors rather than being associated to types. An operation applies to (the internal representation of) an object independent of the object's type(s), provided that the information describing the object satisfies the requirement for the operation. This point is an important difference from traditional object oriented systems (e.g. Simula, SmallTalk, etc.), and it has the advantage that redefinition of typing can be done with minimal concern for the operations and vice versa.

2.2 Actions/Operations

In discussing operations on objects, it is important to be clear about the distinction between an operation in terms of actual code (the technical point of view), and an operation in terms of effect (the usage point of view), more or less the code versus the interpretation of its effect. It is clear, that the interpretation of the effect of performing an operation on one type of objects may be different from the interpretation of the effect of performing (technically) the same operation on another type of objects. Likewise, one operation performed on one type of objects may be understood as the same as or similar to another operation performed on another type of objects. In the following, we refer to the actual code as an operation, and to the interpretation of the effect of an operation as an action.

2.2.1 Operations

Operations on objects are defined along with constraints on the descriptors for the objects upon which it applies. Typically, these constraints are lower bounds on the information contained, which is the same kind of constraint as is ensured by prescriptive typing. The statement of constraints in terms of explicit feature descriptors, rather than as prescriptive type names, has two advantages. First, it allows the use of the same operations by users with different typing schemas. Secondly, it ensures that operations are not over constrained because they must be linked to a point where a type is defined.

Operation definitions also contain information about the effects on the feature descriptors of the objects to which they are applied. Whereas the operation constraints are pre-conditions (to be satisfied before the operation can be applied), the effect is regarded as post conditions. This information can then be used in planning what operations can be used to pave the way for other operations.

2.2.2 Actions

Operations are conceptually grouped into actions within particular contexts. Those operations which are understood as similar by a particular person, intelligent service, or tool such as an editor are grouped together and referred to by a single action name. Both the arrangement of the groupings, and the naming schema may differ from one context to another. When an action is requested, it is requested both in a context and with respect to actual parameters. The context's information about its naming schema, and its grouping of operations, is then used to resolve the action request into an operation (code). When checking the constraints for the different operations, the operation that is selected is the one that has constraints below and closest to the actual parameters.

A context has associated with it, information about various aspects of actions. There is information about which operations are grouped into which conceptual actions, and the naming schema for those actions. This enables a particular action request to be
translated into different operations, within differing contexts. This flexibility is analogous to the flexibility of allowing different typing schemas for different users.

Each action has associated with it, two types of information about itself. The first is an abstraction of similar pre and post conditions in the operations contained within the action. For example, a create action, which consists of different create operations, may have as abstracted pre condition 'type label X', and abstracted post condition, 'object of type X'. The second type of information is information about the meaning or interpretation of the action within the context. This is also in the form of pre and post conditions, and can be used by planning services to generate meaningful structures (partially ordered) of actions.

It should be noted that actions can contain either operations, or structures of operations and/or actions. This gives a nested model of actions, and allows for simple and complex actions.

The pre conditions for an action do not constrain the interactive use of actions by human agents, but they do guide and constrain the use of actions by intelligent services.

2.3 Intelligent Services

Intelligent Services is the term used for software which is able to initiate and do intermediate or high level tasks without direct user control. Many activities done by users have clearly defined goals, but no clearly defined methods. That is, there are a wide number of possible ways that the goals may be accomplished. Intelligent services also have the flexibility to find many alternative ways of achieving their goals. If one method fails for some reason, they can seek other ways of achieving their ends.

Most intelligent services need to be adapted to, or built specially for some particular situation. The specification of actions and operations along with pre and post conditions simplifies the design and implementation of intelligent services. New actions can be composed from existing actions and operations, in goal oriented ways, by general purpose planning services.

2.4 History Mechanisms

There are three different types of history information which are available in LINCKS.

*Object history*
Information about how a given object looked at a particular point in time. (e.g. show me report X as it was when the last printout was made?)

*Text history*
Information about the evolution of a certain instance of an object. This is often identical to the above, but at times is not. (e.g. A working paper may be incorporated into book A as chapter Y. A history of the evolution of that piece of text which is chapter Y of book A, shows the development of the working paper, as well as any development since it was incorporated into book A).

*Command history*
Information about the commands that have been performed previously and their results.

The history mechanisms incorporates the notion of parallelism through partially ordered time. Two people may develop the same paper separately for a time, later merging their efforts back into a single version of the paper. The two parallel development paths are stored as such in the history.
The history information is contained in three different structures.

*version structure*  
stores information about the development of an object over time.

*parent structure*  
stores information about the edit history of a particular image over time.

*command history structure*  
stores information about commands given and their effects.

The history information allows for the recreation of objects as they existed at any past point in time. It also allows for examination of the effects of actions, and use of this information by intelligent services.

### 2.5 Portables

An integral part of the LINCKS system is the portable laptop computer. It can be connected to the main system, loading various portions of the data base, to allow work to be done remotely. On return from a remote working session, the new work is integrated with the main data base. It is, of course, also possible to use the portable as a connected workstation.

Portables, due to size and processing limitations, do not supply the complete functionality available on the main system. However, they do 'know about' the main system, so that tasks which cannot be done are queued to be executed later by the main system. Thus, the user has a sense of having done those tasks on the portable (in that he has given the commands and need no longer think about them), even though the execution actually occurs at a later point in time.

### 3. Discussion and Conclusion

The essential differences between LINCKS and SMALLTALK lie in three main areas: the *typing schema*, the *action representations* and *action schema*, and the *history mechanisms*. There are also some additions in the LINCKS system (i.e. portables and intelligent services) which could theoretically be added to a SMALLTALK system, without any restructuring of the basic system. We will discuss the essential differences, but not the additions.

#### 3.1 Typing Schema

The major difference between the LINCKS view of typing and that of SMALLTALK, results from two things: the descriptive typing of LINCKS, where types are seen as similarity in feature descriptors, and the fact that operations are NOT defined strictly on types.

The fact that the LINCKS system has an objective way of comparing objects feature descriptors (and thus type feature descriptors also), means that different users can have totally different type structures. There is no requirement for these to be made compatible on the basis of naming or of organisation. The system can facilitate communication between users with different languages (typing schemas), on the basis of its own objective knowledge.

For example, user A has a *document type*, whereas user B has a *text object type* and types for several sorts of documents such as a *report type*, a *note type*, etc. The system knows (and can communicate to B) that when A mentions something of type *document* to B, that in B's terms that is a thing of type *text object*, though a little
more specialised.

LINCKS also allows multiple inheritance within the prescriptive typing schema. This is not allowed in SMALLTALK, and sometimes causes problems in mapping to the real world. There are ways to get around this limitation in SMALLTALK using classes (ZDO?), or some similar construct.

3.2 Action Representation and Schema

In SMALLTALK, actions are somewhat secondary to objects. They are represented as procedures attached to types. All invocation of actions result from message passing between objects. In LINCKS, actions and operations are structured and organised on the same level as objects.

There is no connection in LINCKS between objects and operations, except for those which result from execution constraints. (E.g. If one has an operation to change the value of a header attribute, then the object operated on needs to contain a header attribute). These differences from the SMALLTALK approach have both costs and benefits.

The cost of separating objects and operations is that you no longer have the same level of data abstraction, where a part of an objects definition consists of what you can do with it. Also one loses the strict control over what can be done with objects that results from allowing only those operations which are strictly defined for the object. It can be argued that this leads to a less robust and more error prone system.

The benefits of the LINCKS approach are however a system which we hope will prove more flexible and more powerful. The removal of operations from the type definitions makes the definition of type schemas much more accessible to the end user. In SMALLTALK, it is the programmer or application builder who sets up the type hierarchy for the end user. In LINCKS, the end user sets up and defines his own type schema. We consider that organisation and naming of types is very much a matter of personal opinion. Consequently, it is appropriate for it to be a part of the user interface rather than an integral part of the system.

The representation of actions as things which can be organised and structured in their own right, gives LINCKS a much more action oriented approach. It has a more imperative and goal oriented nature than SMALLTALK. The augmentation of actions and operations with pre and post conditions facilitates the building of expert systems. These are seen as existing with contexts and being a part of the overall system. The notion of contexts, and separate communicating agents (human or software) within the system, is much more developed in LINCKS than in SMALLTALK.

3.3 History Mechanisms

LINCKS has extensive and thorough history mechanisms, which are totally absent in SMALLTALK. The lack of such mechanisms in SMALLTALK is a serious drawback for at least some applications. There are some attempts to build such a mechanism onto SMALLTALK [], but it is not clear how difficult or successful these attempts are.

The obvious possible drawback of such history mechanisms is the cost in terms of time and memory. Just how great this cost is can be better assessed after implementation, but we are hopeful that response time can be kept reasonable, at least for those things which are done commonly and often.

The history mechanisms provide a great deal of contextual and developmental information which can be used to enable the system to perform more 'intelligently'. (E.g. The information is available to respond to a request such as 'retrieve the text
that was section 6 in the most recent printout of report X').

3.4 Conclusion

The breaking away in LINCKS from the SMALLTALK tradition of having operations as methods defined on objects, is quite controversial. However, we believe there are solid grounds for this breakaway, both on the basis of a theoretical model, and on the grounds of desirable functionality. We consider that LINCKS maintains the essential and desirable quality of an object oriented system, where objects in the real world are represented directly as those objects within the system. This facilitates simple and clear mapping to the external world. Whether LINCKS will in practice turn out to be as popular and useful as SMALLTALK remains to be seen. However, we consider the ideas to be both novel and sound, and therefore well worth a try.
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