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One characteristic feature of this work is that sub-structures which are used in the semantics, such as partial states and descriptors, are also "first class citizens" from the syntactic point of view. In this way we obtain a kind of reification, but with less formal overhead than when formulas are reified directly.
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1. Introduction.

Reasoning about time, action, and change is important for several purposes within A.I., for example for knowledge based planning (= "planning" in the A.I. sense of the word) and for natural language understanding. It is widely recognized that reasoning about change requires non-monotonic reasoning devices for dealing with the frame problems. (We here and henceforth use the term "frame problems" in a broad sense, including also the ramification problem etc). Furthermore it is now recognized that it is far from trivial to render reasoning about change in terms of available non-monotonic reasoning systems (Hanks and McDermott, 1986, 1987). Finally we recognize that the semantics of non-monotonic reasoning systems can be uniformly treated in terms of preference ordering on models (Shoham, 1986B), sets of models, or other model theoretic entities.

The appropriate approach to reasoning about change is therefore a model theoretic one: first define what interpretations we wish to use and the rules for evaluating formulas in such interpretations; then define a preference ordering on such interpretations; and only then (if ever) define an inference system which obtains those conclusions which are entailed in maximally preferred models. Shoham (1986B) used this strategy for his choice of reasoning principle, namely chronological ignorance.

In this paper we apply the same strategy to another reasoning principle namely ramified causal minimization. Haugh (1987) and independently Lifschitz (1987) have argued very convincingly that simple causal minimization is preferable to chronological minimization for the prototypical examples. Causal minimization is based on the following observation "in the intended model, all changes in the values of fluents are caused by actions" (Lifschitz, 1987, p. 967).

In general, one must of course minimize, rather than rule out unsupported state changes. This may be done either directly or indirectly. The direct method is to minimize a relation that is strongly tied to every state change, but relative to axioms which force the relation to be true in the supported cases. The indirect method is to require every state change to have an action which causes it, but to minimize over actions, and to have a repertoires of "default explanations" such as "something went wrong with the battery" which will appear in the minimal action set when we are faced with observed or assumed, otherwise unexplainable state changes.
We prefer the indirect method and minimize the set of actions, particularly in order to extend the use of causal minimization for handling the ramification problem. Consider the following classical example: the cup is on the saucer, the saucer is on the table, and therefore the cup is above the table. Now the saucer is moved to the next table. How should the reasoning system realize that the cup is still on the saucer, but no longer above the first table?

The conventional approach is to have axioms or other 'rules' which link the action of moving the saucer, not only to its immediate pre- and postconditions (in this case obtaining the conclusions about the saucer's own new position), but which also link the same action to its indirect effects, in this case that the cup is above another table. In addition, the general rule that the cup can not be above two different tables (which are beside each other), is used to defeat the default of the cup staying above the old table.

However, what if the saucer is moved very rapidly, so that the cup falls off the saucer, and stays on (and therefore, above) the first table? We believe that such alternative developments (of which there are abundantly many) are best handled by assuming several actions. The action of moving the saucer is linked to its direct consequences, but also to other, consequent actions. Thus, if the saucer is moved carefully enough, it 'causes' another action, namely "the cup goes with the saucer" which in its turn has the effect that the cup comes to be above table 2, but no longer above table 1. Other ways of moving the saucer cause other actions for the cup, for example "the cup falls off the saucer", which update the current state in their own ways.

We use the term ramified causal minimization for the principle of minimizing the set of actions, and requiring an action causing every state change, in order to deal with the frame problems including the ramification problem. The identification of preferred models may be quite complex, particularly if the occurrence of an action depends on aspects of the current state.
2. Choice of logical approach.

The use of ramified causal minimization requires a logic which allows parallel actions, i.e. not being restricted to sequential execution of actions. This rules out the direct use of traditional advise-taker-based systems which are strictly sequential.

Shoham's semantics does allow for parallel actions. It is developed in two stages. First he develops a semantics for refied temporal logic encoded in a first order theory (section 2.2 in Shoham 1986B, also published separately as 1986A). This system, which we shall refer to as RTL, centers around the use of temporal propositions. In RTL, a temporal proposition is a wff of the form

\[ \text{TRUE}(t_1, t_2, R(a_1, a_2, \ldots)) \]

and is used to express that the proposition type \( R(a_1, a_2, \ldots) \) holds from time \( t_1 \) to time \( t_2 \). Its truth value is determined as

\[ (a_1^*, a_2^*, \ldots) \in M_5(t_1^*, t_2^*, R) \]

where \( a_1^*, a_2^*, \ldots \) are the object domain members obtained as values of the terms \( a_1, a_2, \text{etc} \); \( t_1^* \) and \( t_2^* \) are the time points obtained as values of the temporal terms \( t_1 \) and \( t_2 \), and \( M_5 \) maps \( W \times W \times R \)

to relations, \( W \) being the domain of time points and \( R \) being the set of "relation symbols". \( W, R, \text{and } M_5 \) are of course among the components of the interpretation.

In RTL one can express both time-dependent properties, such as "the wall is red at time \( t_1 \)", and actions such as "John paints the wall green from time \( t_2 \) to time \( t_3 \)". However the RTL semantics does not require any relationship between time-dependent properties and actions. For example, it is perfectly possible that all time-dependent properties develop in the same way from time \( t_2 \) to \( t_3 \) as from \( t_2 \) to \( t_3 \) (i.e. the history from \( t_2 \) to \( t_3 \) repeats itself identically from \( t_2 \) to \( t_3 \)) and yet the following two wff may have different truth value:

\[ \text{TRUE}(t_2, t_3, R(a_1, a_2, \ldots)) \]

and

\[ \text{TRUE}(t_2', t_3', R(a_1, a_2, \ldots)) \]

As a result RTL has great flexibility but lacks specificity. Shoham demonstrates how proposition types can be classified with respect to their interval inheritance characteristics, i.e. whether the same proposition type also holds for sub-intervals or super-intervals of the first given interval. In
particular what we here call actions would be temporal propositions formed from one particular case of Shoham's proposition types, viz. the ones he calls solid. However for the purpose of specifying ramified causal minimization, we wish to focus on exactly those proposition types, and attach the extra information about preconditions and postconditions to them. Proposition types other than the solid ones we consider as being of less interest. Also, since we are going to minimize the set of actions (corresponding to temporal propositions), we are in general not enthusiastic about mechanisms which generate a lot of spurious occurrences of them.

Reichgelt (1987) has introduced a semantics for reified temporal logic which he claims is an improvement over RTL with respect to expressiveness. We have not considered using his approach since it seems by far too complex, mostly due to the reification. The semantics proposed here is much simpler than his.

Later chapters of (Shoham 1986B) introduce an extension to RTL called CI, a nonmonotonic logic of temporal knowledge. It introduces a modal operator □ with the essential effect that propositions may be not only true or false, but also unknown. The preference ordering on interpretation is defined so that chronologically maximally ignorant models are preferred.

For modelling ramified causal minimization we need to make other kinds of additions. In order to represent preconditions and postconditions on the semantic level, we need partial states as one of the semantic domains. Furthermore partial states are used for modelling values while an action is going on: if John goes from L1 to L2 during the time period from t1 to t2, then his position at intermediate time-points is assigned the value "unknown" in the interpretation. Such considerations have led us away from RTL or other previously proposed systems, and to the system which will now be presented.

We subscribe to the principle that one shall develop ontology and semantics first, and then select a matching syntax. The present work has also been done in that order. However for presentation purposes it is better to describe the syntax first.

We use first-order formulas where the terms may be of the following syntactic types:

- temporal terms, $t$
- state terms, $s$
- action descriptor terms, $A$
- action terms, $a$
- object descriptor terms, $B$
- object terms, $b$
- propositional descriptor terms, $C$
- propositional terms, $c$

State terms refer to a state of the world, allowing not only total but also partial states. Propositional terms have the "truth"-value $T$, $F$, or $U$ (for Unknown). If $c$ is a propositional term then $c=T$ is a wff but $c$ itself is not. Descriptors are syntactically similar to fluents, but have a different semantics. The value of an object descriptor term is always the same object descriptor; the value of an object descriptor in a state is an object or the quasi-object $u$ (for unknown); the value of an object term is always the same object.

By way of example, the rule "if the object $b$ moves from $l_1$ to $l_2$ then its position is $l_1$ at the beginning of the move, and $l_2$ at the end of the move" is written as:

$$
atyp(a) = \text{Move}(b,l_1,l_2) \rightarrow 
\text{val}(\text{Pos}(b),bc(a)) = l_1 \land \text{val}(\text{Pos}(b),ec(a)) = l_2$$

which would read as "if the action occurrence $a$ is a move action with the parameters $b$, $l_1$, $l_2$, then the value of the object descriptor $\text{Pos}(b)$ in the beginning-state (beginning-condition) of $a$ is $l_1$, and the value of the same object descriptor in the ending-state of $a$ is $l_2". The term $\text{Move}(b,l_1,l_2)$ refers to an action descriptor, which is used like Shoham’s propositional types. If $b$ is moved from $l_1$ to $l_2$ repeatedly, then there are several action occurrences with the same action descriptor.
In general, we have the following operators:

\[ r(t) = s \] state of the world at time point \( t \)
\[ \text{val}(B,s) = b \] value of the object descriptor \( B \) in state \( s \)
\[ \text{val}(C,s) = c \] value of the propositional descriptor \( C \) in state \( s \)
\[ \text{bt}(a) = t \] beginning time of the action occurrence \( a \)
\[ \text{et}(a) = t \] ending time of the action occurrence \( a \)
\[ \text{bc}(a) = s \] precondition of the action occurrence \( a \)
\[ \text{ec}(a) = s \] postcondition of the action occurrence \( a \)
\[ \text{fc}(a) = s \] prevail condition of the action occurrence \( a \)
\[ \text{atyp}(a) = A \] action type of the action occurrence \( a \)

as well as the following relations besides equality:

\[ t \leq t', t < t' \] temporal order on time-points
\[ s \sqsubseteq s' \] specificity order on states (\( s \) contains less information than \( s' \) or is equal)

The following axioms are obviously desired:

\[ \text{bt}(a) < \text{et}(a) \]
\[ \text{bc}(a) \sqsubseteq r(\text{bt}(a)) \]
\[ \text{ec}(a) \sqsubseteq r(\text{et}(a)) \]
\[ s \sqsubseteq s' \rightarrow (\text{val}(B,s) = \text{val}(B,s') \lor \text{val}(B,s) = u) \]

For another example, consider the action of toggling a lamp, i.e. to turn it on if it is off, and turning it off if it is on. The challenge in this example is to express action effects which also depend on the present state of the world; it was discussed in (Lifschitz 1987). In our notation it is characterized by

\[ \text{atyp}(a) = \text{Toggle}(b) \rightarrow \text{val}(\text{IsOn}(b), \text{bc}(a)) = \neg\text{val}(\text{IsOn}(b), \text{ec}(a))) \]

where \( \text{Toggle}(b) \) is an action descriptor, \( \text{IsOn}(b) \) is a propositional descriptor whose value is \( T \) in a state if the lamp \( b \) is turned on there, and \( \neg(T) = F \), \( \neg(F) = T \), \( \neg(U) = U \).

In general, then, we assume that formulas are written using the operators which have just been described, plus application specific operators of the kinds that will be defined in the next section.

Clearly this syntax is sufficiently expressive for characterizing actions including those that proceed in parallel. It is also able to express general statements about time and action, of the type "effects can not precede their causes", which Reichgelt quote as a major reason for his semantics.
4. Semantics.

We deal with partial interpretations, where total interpretations are a special case. An interpretation is a tuple

\[ (\langle T, D, \ldots \rangle, \langle \text{tp}, Q, R \rangle) \]

The first part of the interpretation characterizes the domain as follows:

- \( T \) set of time-points
- \( D \) (domain) set of objects

and additional elements will soon be added. We let \( u \), the unknown object, be a distinct object not in \( D \), and define

\[ D^+ = D \cup \{u\} \]

The second part of the interpretation characterizes a specific history in that domain. \( \text{tp} \) characterizes the ordering on the time points as a mapping from \( T \times T \) to either of the following eight ordering indicators: \(<, =, >, \leq, \neq, \geq\), unknown, contradiction. (These eight indicators are lattice-ordered as in figure 1, which is used for defining a partial order \( \subseteq \) on time point orderings \( \text{tp} \))

![Diagram](image)

**Figure 1.**

The element \( Q \) in the interpretation is a plan, i.e. a set of actions. \( R \) is a process i.e. a mapping from time-points to states.
A state is in principle the same thing as an interpretation in first order logic. However we bring the definition of states in line with the interpretation of descriptors by the following two, trivial changes from current practice:

*Fluents vs. descriptors:* a fluent is usually seen as a mapping from time-points to objects or truth-values (McCarthy and Hayes, 1969). This means that if John and Jim are twins born on the same day, then the fluents

\[ \text{Age(john)} \]

and

\[ \text{Age(jim)} \]

are the same fluent, since they are the same sets of argument-value pairs. We instead define them as descriptors so that

\[ \text{Age(john)} = ("Age", \text{john}) \]

whereby \( \text{Age(john)} \neq \text{Age(jim)} \) iff \( \text{john} \neq \text{Jim} \). A descriptor thus is a tuple where the first element is a functor, and subsequent elements are members of \( D \).

Notice that a descriptor is not just a reified formula, since its non-first elements are objects in the domain rather than terms.

*States:* an interpretation in first-order logic is usually seen as a mapping from functors (function symbols, relation symbols) to functions or relations of the appropriate types. We equivalently consider a state as a mapping from tuples of the form

\[ (\text{functor, object, object, ...}) \]

to either \( D^+ \) or \( \{T,F,U\} \). In this way, a state is simply a mapping from descriptors as just described, to their values, allowing also partial knowledge.

We adopt the convention that capitalized function symbols are descriptor valued, and always result in a tuple where the function symbol itself is the first element, and the evaluated arguments are the following elements. This rule applies to function symbols such as \( \text{Age} \), \( \text{Move} \), \( \text{Pos} \), \( \text{Toggle} \), \( \text{Ison} \) in the examples above.

We are now ready to define the full list of elements of an interpretation as

\[ (T,D,AG,BG,CG,BF,CF,si,G), (tp,Q,R)) \]

where now

- \( T \) is a set of time-points
- \( D \) is a set of objects
- \( AG \) is a set of functors forming action descriptions, e.g. \( \text{Move} \)
BG is a set of functors forming object descriptions, e.g. Age
CG is a set of functors forming propositional descriptions, e.g. IsOn
BF is a set of rigid function symbols, e.g. fatherof(b)
CF is a set of rigid predicate symbols, e.g. isbrother(b,b')
si is a state used as the static interpretation, which provides definitions for the members of BF and CF. For example if d2 and d3 are members of D we could have si((isbrother,d2,d3)) = T
G is a relation which expresses the constraints on actions such as preconditions, postconditions, etc. It will be introduced in the next section.

Similarly a *dynamic state* is a state which provides definitions for the members of BG and CG. In the second part of the interpretation, which we call the history, the *process* R is a mapping from T to dynamic states.

The *plan* Q, finally, is a set of action occurrences; each action occurrence being a tuple

\[(t1, (h, f, b, e), t2)\]

where t1 and t2 are members of T indicating when the action starts and ends; h is an action descriptor formed in the same way as the other kinds of descriptors for example

\[(Move,b,1,1,2)\]

and f, b, and e are dynamic states. If a is this action occurrence, we write

\[bt(a) = t1\]
\[et(a) = t2\]
\[bc(a) = b\]
\[ec(a) = e\]
\[fc(a) = f\]
\[atyp(a) = h\]

The definition of the syntax of logical formulas can now be completed: formulas are written using the operators defined in the previous section, and the members of the sets AG, BG, CG, BF, CF specified here.

The rules for obtaining the truth value of a wff in an interpretation are now largely obvious. They become particularly simple due to the ways descriptors were defined and used. The various syntactic types evaluate into the following domains:

- temporal terms: T
state terms: dynamic states
action descriptor terms: descriptors where the first element is in AG
action terms: Q (i.e. the set of action occurrences)
object descriptor terms: descriptors formed from BG
object terms: D+
propositional descriptor terms: descriptors formed from CG
propositional terms: \{T,F,U\}
(We assume that the distinction between the domain T and the truth-value T
is always clear by context)

Terms formed using capitalized functors evaluate into tuples as just
described

Terms formed using members of BF and CF are object terms and
propositional terms, respectively, and are evaluated using si in the obvious way

Terms formed using the operators bt, et, bc, ec, fc, and atyp are
evaluated as just defined

Terms formed using the operator r are evaluated using the R component
of the interpretation

Terms of the form val(B,s) are evaluated as
\[ s^*(B^*) \]
where s* is the value of s, and B* is the value of B. Terms of the form val(C,s)
are evaluated in the same way.

Formulas using the binary relations <, ≤, etc. are evaluated using the
temporal order specification tp in the obvious way.

Formulas using the information content ordering ≤ are evaluated using
the obvious flat lattices on objects and truth-values, and the derived lattice on
states, in the same way as in e.g. Sandewall and Rönnquist, 1986.
5. Consistency constraints on histories.

We now proceed to introduce those constraints which relate actions to their preconditions, postconditions, etc., and which we shall call the constraint of plan-consistency. For this purpose we introduce the following concepts:

An action-instantiation is a triple \((f, b, e)\) of dynamic states.

The component \(G\) of the interpretation is a binary relation on action-descriptors \(x\) action-instantiations. In the toggle example above we would have

\[
\begin{align*}
G(\text{Toggle}(b), \text{(empty, on, off)}) \\
G(\text{Toggle}(b), \text{(empty, off, on)})
\end{align*}
\]

where \(\text{on}\) is the dynamic state where \(\text{on} (\text{Ison}(b)) = T\) and all other descriptors are mapped to \(U\) or \(u\); \(\text{off}\) is the dynamic state where \(\text{off}(\text{Ison}(b)) = F\) and all other descriptors are mapped to \(U\) or \(u\); and \(\text{empty}\) is the dynamic state which maps all descriptors to \(U\) or \(u\).

The following consistency requirements, called plan-consistency, are now imposed on interpretations. For every action occurrence \((t_1, (h, f, b, e), t_2)\) in \(Q\) we require:

1. that \(G(h, (f, b, e))\), i.e. that the action occurrence is in the repertoire of available action occurrences defined by \(G\);

2. that \(t_1 < t_2\) according to \(tp\);

3. that the preconditions, postconditions, and prevail conditions are respected, i.e.

\[
\begin{align*}
b & \subseteq r(t_1) \\
e & \subseteq r(t_2)
\end{align*}
\]

for each \(t\) such that \(t_1 \leq t \leq t_2\), \(f \subseteq R(t)\)

These constraints on interpretations are easily expressed using conventional axioms (conventional in the sense of not using e.g. non-monotonic logic).
6. The preference order of ramified causal minimization.

We can now proceed to the characterization of ramified causal minimization itself. As the first step, simple causal minimization imposes the following constraint: if \( t < t' \) and 
\[
\text{val}(B,r(t)) \neq \text{val}(B,r(t'))
\]
then there must be some action which defines the change of value through its precondition/postcondition requirements.

A plan-consistent interpretation which also satisfies this condition is called \textit{plan-complete} (since all value changes are accounted for by the actions).

The extension from simple to ramified causal minimization imposes a preference ordering on interpretations: if two interpretations \( i \) and \( i' \) contain the plans \( Q \) and \( Q' \), and 
\[
Q \subset Q'
\]
then \( i \) is preferable over \( i' \).

The criterium for selecting preferred models is therefore to select those (or that) interpretations which are maximally preferable, among those plan-complete interpretations which also satisfy the domain axioms.

This concludes the semantic specifications. From here the natural next step would be to identify a suitable, presumably non-monotonic reasoning system that matches the spec. In doing so, one may of course transform the semantics in various ways. For example if one prefers to minimize over a predicate rather than a domain then it is trivial to convert the process \( p \) from a set of tuples into a relation. For example if \( Q \) is seen as a relation
\[
q(t1, h, j, t2)
\]
where \( j \) is an action-instantiation, one would require
\[
q(t1, h, j, t2) \rightarrow G(h,j)
\]
and minimize \( q \).
7. Discussion.

One of the features of the logical system proposed here, is that a number of semantical constructs are made available also to the syntactical level. This applies for descriptors and for states which are formed from descriptors: they play key roles in the semantics but they also are "first class citizens" from the syntactic language point of view. Indeed it is this very feature that allows us an expressiveness which otherwise is often only achieved using reification.

Yet there are also significant differences of perspective between the syntactic and semantic levels, particularly with respect to the action occurrences. On the syntactic level, an action is characterized through its action descriptor, for example Toggle(b). Presumably the action descriptor will correspond closely to what we think of as one type of actions. On the semantic level, the relation G relates the action descriptor to the various instantiations which characterize how the action may be carried out. However, the set of instantiations is not simply the relation between states used e.g. in Shoham’s M5 function (as described above), or as used by Georgeff (1986). Instead each instantiation expresses one of the major cases, such as (in the example) "the lamp was on and is turned off" and "the lamp is off and is turned on". Only those conditions which are relevant for an action are specified in the instantiation; other are mapped to the unknown object or truth-value by the three states in the instantiation. This is how the conditions and the effects of the action are identified in the semantics.

For another example, consider the action of painting the box red (regardless of its previous color). The obvious way of characterizing that action on the syntactic level is

\[
\text{atyp(a) = Paint(d,red) } \rightarrow \text{ val(Color(d),ec(a)) = red}
\]

where we may of course also replace the rigid constant symbol red by a variable throughout. On the semantic level it would at first seem natural to associate Paint(d,red) with an instantiation \((f,b,e)\) where

\[
\text{val(Color(d),f) = val(Color(d),b) = u} \\
\text{val(Color(d),e) = red}
\]

However when the properties of these models are analyzed (as in Sandewall and Rõnnquist, 1986), it is in fact better to associate Paint(d,red) with a set of more specific instantiations \((f,b,e)\) where in one of them
\text{val}(\text{Color}(d),b) = \text{green}

in another one it is blue, and so on for all the available colors. The syntactic
level characterization of the action is of course valid in both the first
instantiation and in the later, more specific ones.

The technical reason for using the more specific instantiations is that they
facilitate the definitions of how actions "update" the current state. If the
precondition \text{$b$} and the postcondition \text{$e$} assign values to the same set of
descriptors, then effects of an action-instantiation on a current state which
subsumes the preconditions, is obtained by first "subtracting" the
preconditions, and then "adding" the postconditions.

Such technical reasons are however not the only reasons for identifying the
different instantiations of an action descriptor. When an autonomous system
perceives an ongoing action, or when it is to execute it, or when the
consequences of an action must be analyzed, we believe that it is useful to deal
work with the particular instantiation of the action.
8. Properties of plan-complete interpretations.

Suppose for a moment that the ordering of the time-points is total, and that the plan Q and the state R(t0) for an initial time-point t0 (≤ the starting time of all actions in Q) are given. Under a number of fairly natural assumptions, there is then at most one plan-complete interpretation which contains that plan Q, and whose process R assigns the same state to R(t0). The process R is obtained by, in a certain sense, "executing" the plan Q with R(t0) as the initial state, subtracting preconditions to the current state, adding postconditions, and checking that prevail conditions apply continuously.

Proceed then to the more general case where the ordering of the time-points is partial and not total. Is it then still possible to make a meaningful definition of R(t) in subsequent time-points? Problems may occur e.g. if the plan contains parallel actions which change the value of the same "property" or proposition.

In (Sandewall and Rönnquist, 1986), we have identified static conditions on the plan which guarantee that no such problems will occur. Those conditions essentially guarantee that actions which "update the same propositions", i.e. whose preconditions and postconditions affect the same descriptors, must necessarily appear in sequence.

Another result has also emerged from this work. Traditionally, one has considered the semantics only as a formal device which is used to define the meaning of formulas, and to verify the soundness and completeness of the inference system. It has likewise been assumed that computation should be carried out in terms of syntactic and proof-theoretic devices, i.e. the inference system. Current catchwords like "inference engine" only confirm the traditional view. We have found, however, that the interpretations defined in this paper, which also allow partial states and partial temporal orderings, can in themselves be subject to useful computation. The various requirements on interpretations, such as plan-consistency and plan-completeness, can be directly interpreted using a constraint system. In this way we obtain a computational device which is stringently defined, and which is able to perform reasoning about time and action without the use of an inference engine.

It is not clear at this point how such model-based reasoning compares to the more traditional inference methods, in terms of expressiveness and performance. It is easy to construct examples where constraint propagation in partial models comes very naturally, and the use of an inference system seems like a detour. It is likewise possible to construct examples where the model based reasoning becomes very clumsy, for example because we obtain artificially many instantiations. We do not yet know the trade-off for practical cases.
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