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Abstract: We introduce the concept of action structures as a set of actions together with information about their relative temporal ordering. Actions are characterized by pre- and post-conditions stating how they change the world. They are also characterised by prevail- and keep-conditions, stating what they require and cause, respectively, to hold during their execution. This way, the definition of actions can implicitly specify when actions are allowed to or have to occur in parallel. It is also possible to let the definition of an action implicitly specify the terminating condition for the action. The conditions used to characterise actions are expressed as partial world states. The main novelty of this report is that these partial world states can range over discrete domains as well as over interval valued domains.
1. Introduction

This report presents some contributions to the representation of actions and of action structures in particular. An action is something that happens in the world, and we won't distinguish between things that are brought about by an agent and things that happen without the direct participation of an agent, but simply use the word action for both cases. This means that the occurrence of an earthquake will qualify perfectly well as an action, as well as the occurrence of someone painting a wall will. Among the most important characteristics of actions are that they have a duration in time, that they can go on in parallel and that they usually affect the world. Action structures mean more or less complex systems of actions going on in sequence and/or in parallel and possibly interacting and/or interfering with each other. We will for the moment informally define an action structure as a set of actions together with some further information regarding e.g. their relative time order.

Action structures arise in many important application areas for AI, like e.g. autonomous vehicles, factory automation, natural language processing, office information systems, intelligent operating systems, reasoning about physical processes etc.

It is desirable that a practical system incorporating reasoning about action structures is based on a solid theoretical ground. This has not always been true for systems developed so far, and it is sometimes unclear what is actually going on inside those systems. We think that this calls for an increased effort in research about action structures, and especially how to formally represent them in order to get a clearer understanding of what is going on. Such a formalism must also be flexible enough to support different kinds of reasoning about action structures, such as planning, plan projection, replanning, plan execution, plan observation and plan recognition. Most of these topics appear in most of the application areas mentioned above, so we think that it is important to be able to use the same formalism for all of them.

Planning is probably the one of the above topics that has been given the most attention in AI research, and it has been a hot topic for at least 20 years. Despite this, almost all of the work done has used the simplifying assumptions that actions have no duration in time and that all actions go on in sequence, and they do therefore not suffice for our purpose. A good summary of the state of the art in this kind of planning has been written by Chapman [Cha87]. During the past 5 years or so, there has been an increased interest in parallel
actions, and some works in this area are discussed in section 11 of this report.

Some of the non-AI branches of computer science has been dealing with parallel actions for a long time in e.g. operating systems, shared data bases and concurrent programming languages. These applications do, however, almost alway use some kind of explicit synchronization or predefined order of execution for interfering actions, and they usually deal with a very limited set of possible actions.

The remainder of this report presents some contributions to the formal representation of parallel actions.

2. Basic ideas

Most of the action structure formalisms presented so far in AI have been expressed in logic on the syntactical level, and the semantics has usually been left unattended, except for first order logic solutions. Although logic has been the standard tool for most research in knowledge representation, it is not obvious that it is a good or even sufficient tool for representing action structures and many other AI problems. This problem has been discussed by Drew McDermott, who in a recent paper [McDer87] questions whether logic is powerful enough for temporal reasoning. He suggests that a lot of temporal reasoning problems like e.g the frame problem might be impossible to solve with logic, but rather require model theoretic solutions.

The formalism presented in this report is based on a representation of action structures that we presented in [Bäc88], and that work was based on a formalism developed by Erik Sandewall and Ralph Rönnquist [San86]. Like them, we will only define the semantics, and leave the question of language open, and we hope that this will lead to fewer problems than usually appear in logic formalisms for temporal reasoning. For further reading on this topic, see [San88]. Another feature with this approach is that there is a choice of what reasoning mechanism to use. An interesting idea would be to do reasoning by constraint proagation on the semantical level instead of logical inference on the syntactical level.

The basic ideas in our previous approach are:

- An action structure is viewed as a set of actions, each of which has a start point and an end point, and where the set of all such points is partially
ordered for time.

- Partial state descriptions are used, where each 'feature' or proposition in a partial state description can have a definite value (e.g. a truth value, or some other value from a discrete range) or be undefined. The relation of 'containing less information than' is defined between the partial states, and thus defines a lattice over the space of partial states.

- Each action is characterized by a pre-condition, a post-condition, a keep-condition and a prevail-condition, and each of these conditions is expressed as a partial state. The pre-condition and post-condition characterize what must hold at the beginning and end of the action, respectively. The prevail-condition characterizes what must hold for the whole duration of the action in order to execute the action successfully. The keep-condition, on the other hand, characterize what will hold for the whole duration of the action as a cause of its occurrence.

Although the pre- and post-conditions don't have to be different, they usually are and so expresses how the action changes the world. An action having a certain partial state as prevail-condition can only occur if it is temporally subsumed by an action having that same partial state as keep-condition. It is thus possible to express not only that two actions are allowed to occur in parallel but also that they are required to co-occur. This is important if two or more actions have to cooperate to succeed in achieving a certain goal. Consider e.g. the scenario of changing gears in a car with a manual gearbox. Two actions are necessary to perform in this scenario, namely pressing down the clutch and changing the gear lever, respectively. These two actions can however not be performed in arbitrary order, but the gear lever must be changed while keeping the clutch pressed down (fig. 1).

![Fig. 1.](image_url)

Any other temporal ordering between these two actions would fail the goal and, in many cases, even destroy the gearbox. The solution is to let the clutch-pressing action have as keep-condition that the clutch is pressed down,
and the gear-changing action would have as prevail-condition that the clutch is pressed down. This way we would enforce the temporal ordering of fig. 1.

3. Partial states

We assume that a finite number of aspects of the world under consideration will suffice to describe it. These aspects will be called features, and the combination of all the feature values at a certain point in time reflects the momentary state of the world. However, two temporally unrelated time points in two parallel trains of actions cannot both specify the world completely. For this reason, we will introduce the concept of partial states, which are understood as world states where some or all of the features are allowed to be undefined. Two action trains not affecting the same features of the world can thus occur in parallel without interfering, provided that the corresponding partial states of the time points in the trains do not define the same features.

The following section gives a formal definition of the discrete valued feature domains used in [Bäc88]. The two thereafter succeeding sections motivates and formally defines the main topic of this report, namely interval valued feature domains. The accordingly revised formalism for partial states, actions and action structures is presented in sections 7 to 10.

4. Flat feature domains

It is assumed that the world under consideration can be modelled by a finite number of so called features. Every feature can take on any value from a corresponding predefined domain of values. The values of the feature domain can be any discrete range like e.g. the truth values domain \{T, F\}, the qualitative domain \{+, 0, −\}, the natural numbers or some subset thereof or a set of landmark values and the intermediate intervals. Each feature domain is also extended with the value \(u\), denoting unknown, and, in order to form a complete lattice, the value \(k\), denoting contradiction. A truth-valued feature domain is thus very much like a three-valued logic as described e.g. by Turner [Tur84]. A partial order \(\sqsubseteq\) meaning 'contains less information than' is defined s.t. for any value \(x\) in the feature domain, the following relation holds:

\[ u \sqsubseteq x \sqsubseteq k \]

We will assume no further requirements on the relation \(\sqsubseteq\), and each feature domain will thus form a flat lattice, like the one in fig. 2. Feature domains of
5. The need for interval valued features

Many problem areas cannot be modelled using only discrete valued feature domains of the type described above, but they rather require interval valued feature domains. Consider e.g. the scenario of road traffic, and assume a feature domain of speeds. A natural choice here could be to use a domain of landmarks for every 10 km/h and also including the open intervals in between. Such a domain can be considered as a discrete valued domain, although some of the elements are fixed values and others are intervals. Such a domain is, however, not sufficient. Suppose e.g. that there is an action expressing that a certain car is driving at a speed of say 50 km/h. It is in a practical case not very meaningful to have such an action since any implementation of it would most surely have an uncertainty in speed that can't be neglected. It would be better to define the action so that the speed of the car is between 45 and 55 km/h (or perhaps 40 and 50 km/h if the speed limit is 50 km/h and you are a very lawful driver). Problems will now arise if there is an action expressing that the car is accelerating from 0 to between 45 and 50 km/h. Such an action should have as pre-condition that the speed is 0 km/h and as post-condition that the speed is between 45 and 50 km/h. The keep-condition should be an interval expressing the speed during the acceleration, but this interval would reasonably be 0 to 50 km/h and thus overlapping with the 45 to 55 km/h interval.

There is thus a need for feature domains whose elements are, possibly overlapping, intervals. The solution to this problem is to allow non-flat lattices and to extend the ordering \( \subseteq \) to intervals. Two kinds of such lattices will be considered in this report, with the distinction being whether they contain only closed intervals or not.
6. Formalizing interval valued feature domains

We will first define the concept of intervals in the sense it is used in this report. We assume a set \( D \) which is totally ordered under \( \leq, < \), and we consider intervals over a subset \( S \) of \( D \). The set \( S \) determines the modelling granularity and in the case that \( S = D \) we get the finest granularity possible. The closed interval \([a:b]\) over \( S \subseteq D \) is defined as

\[
[a:b] = \{x \in D \mid a \leq x \leq b\} \text{ for } a,b \in S
\]

the open interval \((a:b)\) over \( S \subseteq D \) is defined as

\[
(a:b) = \{x \in D \mid a < x < b\} \text{ for } a,b \in S
\]

and the semi-closed intervals \((a:b)\) and \([a:b]\) are defined in the obvious way. The set \( D \) will henceforth not be explicitly mentioned.

Let \( I \) and \( I' \) be intervals. The ordering relation \( \subseteq \) can now be defined for intervals s.t.

\[
I \subseteq I' \iff I \supseteq I'
\]

which expands to the following inequalities

\[
[a:b] \subseteq [a':b'] \iff a \leq a' \text{ and } b' \leq b
\]

\[
(a:b) \subseteq [a':b'] \iff a < a' \text{ and } b' < b
\]

\[
[a:b] \subseteq (a:b) \subseteq (a:b)
\]

\[
[a:b] \subseteq [a:b] \subseteq (a:b)
\]

and we note that \( \subseteq \) still reflects information content.

We will now define the lattice of closed intervals over the set \( S \) defined above. Noting that a fixed value \( x \) is equivalent to the closed interval \([x:x]\), we can form a domain \( S_1 \) of intervals over \( S \) in the following way.

\[
S_1 = \{[a:b] \mid a \leq b \text{ and } a,b \in S\} \cup \{k\}
\]

The element \( k \) is introduced in order to form a complete lattice. We will regard \( k \) as an abbreviation for the empty set and \( u \) as an abbreviation for the greatest interval in \( S_1 \) (i.e. \( u = [a:b] \)). Since the ordering relation \( \subseteq \) is defined as \( \supseteq \), it will thus automatically extends to

\[
u \subseteq x \subseteq k \text{ for any } x \text{ in } S_1
\]

and \( \langle S_1, \subseteq \rangle \) forms a complete lattice with a top element \( k \) and a bottom element \( u \).

Lattices of this kind will be referred to as type B feature domains.

Fig. 3 shows the type B lattice over the set \( \{a, b, c\} \) where \( a < b < c \).

The lattice over \( S \) containing not only closed but also open and semi-closed intervals is defined as
Fig. 3.

\[ S_2 = \{ [a:b] \mid a \leq b \text{ and } a, b \in S \} \cup \{(a:b) \mid a \leq b \text{ and } a, b \in S \} \cup \{[a:b] \mid a \leq b \text{ and } a, b \in S \} \cup \{(a:b) \mid a \leq b \text{ and } a, b \in S \} \cup \{k\} \]

The ordering relation is as usually defined as \( \geq \) and thus it will automatically extend as in the previous case. Lattices of this kind forms type C feature domains.

The type C lattice over the same domain as the previous example is shown in fig. 4.

Fig. 4.

We do of course not require the domains, over which we define our interval
lattices, to be linear. A type C lattice could e.g. be defined over the domain \{-∞, -7, -1, 0, 1, 7, ∞\}. In this case, we might, however, not want to represent the values -∞ and ∞ but only the open intervals from -∞ to -7 and from 7 to ∞. This would work fine and the bottom element of the lattice would thus be an open interval rather than a closed one.

7. Formalization of partial states

Letting \( F_i \) denote the \( i \)th feature domain, the set of partial states of the world can now be expressed as the cartesian product

\[
S = F_1 \times F_2 \times \ldots \times F_n
\]

and the elements of \( S \) will be written as

\[
\langle x_1, x_2, \ldots, x_n \rangle
\]

The feature domain types may appear mixed in the partial states, so each of the \( F_i \) is allowed to be any of the types A, B or C.

Let \( s \) be a partial state in the domain \( S \) just defined. The element from domain \( F_i \) used to form \( s \) is denoted \( s[i] \) and is called the projection of \( s \) into the dimension \( i \). The relation \( \sqsubseteq \) is now extended to the space of partial states in the following way.

\[
s \sqsubseteq s'
\]

iff for every \( i \)

\[
s[i] \sqsubseteq s'[i]
\]

and it will thus still be an ordering reflecting information content. The structure \( \langle S, \sqsubseteq \rangle \) now constitutes the lattice of partial states. The \( \sqcup \) and \( \sqcap \) will denote the usual lattice operations join and meet and \( \top \) and \( \bot \) will denote the top and bottom elements of the lattice, respectively.

The partial state \( s \) is said to have the \( i \)th feature iff \( s[i] \neq u \). The set of all \( i \) s.t. \( s \) has the \( i \)th feature is denoted \( \text{dim}(s) \).

Two partial states \( s \) and \( s' \) are co-dimensional iff

\[
\text{dim}(s) = \text{dim}(s')
\]

and they are anti-dimensional iff

\[
\text{dim}(s) \cap \text{dim}(s') = \emptyset
\]

The partial state \( s \) is said to be consistent iff

\[
s[i] \neq k \text{ for all } i.
\]
8. Actions

We let $V$ denote the set of operations. The inner structure of operations will not be considered here, but an operation could be seen as some kind of reference to an action class. Operations will however correspond to things that can be performed by an agent or that can occur, like e.g. "Press down clutch", "Earthquake" or "Play a C-chord".

An action can now be defined as a five-tuple

$$\langle v, f, b, g, e \rangle$$

where $v$ is an operation, $f$ is the prevail-condition, $b$ is the pre-condition, $g$ is the keep-condition and $e$ is the post-condition.

The intuitive interpretation of these conditions is as follows. An action can begin whenever its pre-condition holds, and it will furthermore execute successfully if its prevail-condition holds at all inner time points of the action. If an action so executes successfully, its post-condition will hold at the end point and the keep-condition will hold at all inner time points. In simple terms this means that the pre- and post-conditions express how the action changes the world. The prevail-condition expresses what the actions requires from the world during its execution, and the keep-condition expresses what it 'supplies' to the world during its execution.

We will focus our interest on actions where

- $b$ and $e$ are co-dimensional and
- $\dim(g) \subseteq \dim(b)$ and
- $b$ and $f$ are anti-dimensional

and we will call such actions valid. We let $A$ denote the set of valid actions.

For interval valued features serving as qualitative descriptions of some continuous parameter, we might also want a continuity restriction on the conditions. Consider e.g. the action of accelerating a car from 0 to 50 km/h. The pre- and post-conditions would simply have the values 0 and 50, respectively. The keep-condition should illustrate that the car is moving during the whole acceleration, but that it has not reached 50 km/h, and the closed interval $[0:50]$ is not precise enough to express this. On the other hand, we can't let the keep-condition be e.g. the interval $[5:45]$, since the speed of the car would then have to change instantaneously from 0 to 5 km/h. Consequently, the only reasonable value for the keep-condition is the open interval $(0:50)$. Although the acceleration actions is best characterized in this way, there are
other kinds of action that require different keep-conditions. The continuity requirement is therefore not quite simple, and it will not be further discussed in this report.

There are three categories of actions that deserve a particular interest, namely:

I Actions that change the world, but where we know nothing about the changed feature during the execution of the action. 'Paint the wall green' is an example of such an action. These actions have
\[ b \neq e \text{ and } g = \bot \]

II Actions that hold a feature constant at a value that would otherwise be unstable, like e.g. 'Keep the clutch pressed down' or 'keep the temperature at 295 K'. These actions have
\[ g \neq \bot, g \neq b \text{ and } g \neq e \]

III Actions that change the world and where the change can be sharply defined and so define the actual termination of the action. Such a sharp change can often be defined by a logical sensor, e.g. by thresholding a value, if it isn't naturally present. An example of such an action is 'Heat the water until it starts boiling'. These actions have
\[ b = g, e \neq g, g \neq \bot \text{ and } e \neq \bot \]

There is also a fourth very important class of actions of the form
\[ \langle \text{Persist}, \bot, s, s, s \rangle \]
and these actions are called persistence actions. The persistence actions are used to carry persistence information between nodes in the action structure, and they are defined for all \( s \) from some predefined subset of the set \( S \) of partial states. We cannot usually allow persistence actions for all partial states \( s \), since some feature values are unstable and cannot persist, e.g. the down state of a clutch. We must also require that \( s \) is consistent and that \( s \neq \bot \).

The Persist action corresponds to the Noop actions used in [San86], with the difference that the persistence information is carried in the keep condition instead of in the prevail-condition. Using the keep-condition makes the formalism clearer, but is also intuitive in the sense that a Persistence action could actually be implemented as an action that monitors that \( s \) really persists. The use of Persistence actions will be explained below.
9. Action structures

In order to formalize the concept of action structures, we assume a set $T$ of
time points. A partial ordering $\leq$ over $T$ denotes temporal precedence between
time points. An inequality relation $\neq$ is further used to distinguish between
necessarily different elements of $T$.

An action structure over a set $A$ of valid actions is defined as a quadruple
$$\langle T, \leq, \neq, P \rangle$$
where $P$, the plan, is a set of triples of the form
$$\langle t, a, t' \rangle$$
s.t. $a$ is an action in $A$, and $t$ and $t'$ are time points in $T$ denoting the start
and end points of the action. We must, of course, require that
$$t \leq t' \text{ and } t \neq t'$$
In expanded form the triple looks like
$$\langle t, \langle v, f, b, g, e \rangle, t' \rangle$$

10. Admissable action structures

We will now define the concept of admissable action structures, which have the
useful property that for any total ordering of $T$ that is a strengthening of the
orderings $\leq$ and $\neq$, the action structure is guaranteed to execute correctly. We
will start with some other definitions leading forward to the definition of
admissability.

The incoming actions for a time point $t$ are those actions ending at that time
point, or more formally all actions a s.t. there is an action occurrence $\langle t', a, t \rangle$.
The outgoing actions for a time point $t$ are similarly all actions a s.t. there is
an action occurrence $\langle t, a, t' \rangle$.

We also let $s^-(t)$ denote the join of the post-conditions of the incoming actions
for the time point $t$. $s^+(t)$ similarly denotes the join of the pre-conditions of
the outgoing actions for the time point $t$.

An action structure is coherent if, for every time point $t$ in $T$
1. the post-conditions of the incoming actions are consistent and
   anti-dimensional,
2. the pre-conditions of the outgoing actions are consistent and
   anti-dimensional,
3. If the time point has both incoming and outgoing actions, then
   a) \( s^-(t) \) and \( s^+(t) \) are co-dimensional and
   b) \( s^+(t) \subseteq s^-(t) \)

An action structure \( \langle T, \leq, \neq, P \rangle \) is also coherent if there exists a coherent action structure \( \langle T, \leq, \neq, P' \rangle \) s.t. \( P \subseteq P' \) and all members of \( P' - P \) are persistence actions.

Note that if feature domain \( i \) is of type A, then point 3 above collapses to
\[
s^-(t)[i] = s^+(t)[i]
\]
for that domain, which corresponds to the definition in [Bäc88]. For type B and C domains, on the other hand, point 3 says that an outgoing action cannot require a more specific interval than is supplied by some incoming action. Suppose e.g. that there is an action terminating at \( t \) and which \( \text{has as post-condition that a certain parameter is between } 3 \text{ and } 7 \). It would, in this situation, hardly be safe to start an action having as pre-condition that that same feature is between 5 and 8. If, on the other hand, the action has as pre-condition that the feature is between 2 and 7, it would be perfectly fine to allow it to start at \( t \).

Coherence is not a sufficient condition for an action structure to have an execution since it only deals with the pre- and post-conditions, i.e. how actions change the world before and after their execution. Interference and cooperation between possibly parallel actions must also be taken into account, and this will be expressed by the alignment requirement below. This requirement intuitively says that an action having a certain feature value as a prevail-condition must be temporally subsumed by another action or chain of actions having a keep-condition that is at least as specific for that same feature.

A chain
\[
\langle t_0, (v_1, f_1, b_1, e_1), t_1 \rangle, ..., \langle t_{n-1}, (v_n, b_n, e_n), t_n \rangle
\]
of action occurrences is said to subsume another action occurrence \( \langle t', (v', f', b', e'), t'' \rangle \) in the \( i \)-th feature iff
\[
t_0 \leq t' \text{ and } t'' \leq t_n \text{ and } \\
f'[i] \subseteq g_k[i] \text{ for } 1 \leq k \leq n \text{ and } \\
f'[i] \subseteq b_k[i] \text{ for } 2 \leq k \leq n
\]

An action structure \( \langle T, \leq, \neq, P \rangle \) is aligned for the \( i \)-th feature iff there is a set \( P' \subseteq P \) s.t. \( P' \) is a chain and every action occurrence whose \( f, b, e \) or \( g \) has the \( i \)-th feature is either a member of \( P' \) or subsumed in the \( i \)-th feature by some chain \( P'' \subseteq P' \).
An action structure \( \langle T, \leq, \neq, P \rangle \) is admissible iff there is a \( P' \supseteq P \) s.t. \( P' - P \) contains only persistence actions and \( \langle T, \leq, \neq, P' \rangle \) is both coherent and aligned for every feature.

The main topic of this report is to introduce interval valued feature domains to the formalism in [Băc88] and to redefine the definitions of action structures and admissibility accordingly. Discussion and examples of the use of action structures will therefore not be given here, and the interested reader is urged to consult [Băc88] for further information on this topic.

11. Related Works

Temporal logics are usually very powerful but also too complex for temporal reasoning in many AI applications. The most referenced early works on temporal logics for AI have been done by Drew McDermott [McDer82] and James Allen [All84], but neither of them gives formal descriptions of the underlying semantics. A recent paper by Yoav Shoham [Sho87] presents a temporal logic with a formal semantics, and which subsumes both Allens and McDermotts systems, while also being a cleaner and more powerful approach.

Both Mike Georgeff [Geo86] and Amy Lansky [Lan86] have presented formalisms for events and causality. In both formalisms, events can be simultaneous but have no duration in time so it is not possible to express that an event occurs during another event.

Edwin Pednault [Ped86] expresses structures of parallel actions in an ordinary sequential planning formalism. Functions are used to describe how parameters change over time, and the history can be described by a sequence of time points at which any such function is replaced. Our approach provides more advanced synchronization and supports actions hierarchies. Pednaults formalism, on the other hand, can represent continuous change, which is probably indispensable to many AI applications.

An early work was carried out by Gary Hendrix [Hen73], but his system was mainly a plan execution simulator, and there was no formal description except for some pieces of program code. His actions were STRIPS-like operators, but augmented with two extra conditions. One of these expresses how some parameter will change over time during the action and the other expresses the conditions for termination.
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