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Abstract: The paper addresses the problem of inferring restricted AND-parallelism in logic programs. We generalize previous work by Chang [Ch] to allow automatic compilation of definite clauses into DeGroot's execution expressions [DG1]. The approach is based on abstract interpretation. A new scheme for abstract interpretation is given which provides a general framework for static analysis of logic programs. The result of the analysis relies on the particular abstract domain. In this paper the choice of domain is used to influence the number of run-time tests needed in the execution expressions. An abstract domain is presented which is a trade-off between precision and time of analysis.

1 Introduction

One of the main problems encountered in restricted AND-parallelism [Co],[DG1] is to determine if two literal are independent (i.e. contain no common variables) in run-time. This can be done either during run-time or by a compile time analysis. The former approach is suggested by e.g. Conery [Co] and is able to exploit most of the AND-parallelism in a program, but is likely to suffer from inefficiency since such run-time tests are fairly expensive. Chang [Ch], on the other hand, suggested an approach which was entirely based on static compile time analysis that completely eliminates the need for run-time tests. Since such an analysis, by nature, has to be a "worst case" analysis it may happen that some parallelism is not detected.

In [DG1] and in [Ci] execution models were suggested that combine compile-time analyses with simple run-time tests for literals which might be independent in run-time but cannot be determined to be so in compile-time. DeGroot suggested an intermediate language of so called execution expressions for this.

The contribution of this paper is twofold -- the main objective is to propose a method which enables compilation of logic programs into execution expressions. But we do more than this -- by using abstract interpretation run-time properties of the program are inferred that help us to reduce the number of run-time tests which would otherwise be necessary with a naive analysis of individual clauses (as shown below). Secondly, a general framework for abstract interpretation is proposed. We give a scheme which, when augmented with an application-specific domain and operations over the domain, can be used to infer many
different types of run-time properties. Specifically, we give a domain and operations to infer groundness and dependence (sometimes called sharing) information.

To simplify the presentation we restrict our attention to pure Prolog programs. In [DG2] additional problems induced by e.g. side-effects are addressed. The remaining problem of compiling execution expressions into an instruction set of some abstract machine model is discussed in [H].

The paper is organized as follows -- section 2 outlines the concept of DeGroot's execution expression to be used in the sequel. Section 3 presents an abstract interpretation scheme independent of any particular application. We discuss correctness and give a sufficient condition for termination of the algorithm. Section 4 defines an abstract domain for the interpreter and operations over this domain. Section 5 gives an algorithm which uses the information obtained during abstract interpretation to compile the clause-bodies into execution expressions. Section 6 contains conclusions and suggestions for future work.

Throughout the paper we follow essentially the notation and terminology of [L].

2 Execution Expressions

Let \( L \) be a literal, \( E_1 ... E_n \) execution expressions and \( t_1 ... t_m \) terms. The language of execution expressions proposed by DeGroot [DG1] is defined by the rules\(^1\):

1. \( L \)
2. \( \text{SEQ } E_1 ... E_n \)
3. \( \text{PAR } E_1 ... E_n \)
4. \( \text{GPAR } (t_1 ... t_m) E_1 ... E_n \)
5. \( \text{IPAR } (t_1 ... t_m) E_1 ... E_n \)

Operationally, the expression \( \text{SEQ } E_1 ... E_n \) reads "first solve \( E_1 \) then ... and finally \( E_n \)". The third expression reads "solve \( E_1 \) and ... and \( E_n \) in parallel". In (4) \( E_1 ... E_n \) are solved in parallel only if \( t_1 ... t_n \) are all ground at run-time. Finally, in expression (5) \( E_1 ... E_n \) are solved in parallel only if \( t_1 ... t_n \) are all mutually independent at run-time.

One aim when introducing the execution expression was to compile bodies of logic programs into safe execution expressions. Safe here means that if, in run-time, two literals are solved in parallel, then they are definitely independent (i.e. contain no common variable). It turns out that for very simple clauses safeness can easily be achieved. However, for nontrivial clauses it is not so easy to obtain a safe expression, and in any case, if the expression is safe the involved run-time tests are fairly awkward. To be able to execute e.g. the body literals of the clause \( p(X,Y,Z) :- q(X,Y), r(X,Z) \) in parallel we have to test either whether \( X,Y \) or \( X,Z \) or \( X,Y,Z \) are ground in order to guarantee safeness. Such tests could certainly be simplified if we knew something about the run-time behaviour of the program. If we e.g. know in advance that \( p/3 \) is always called with its first argument being ground we could compile the clause into \( p(X,Y,Z) :- (\text{IPAR } Y Z) q(X,Y), r(X,Z) \) and if we know that it is always called with the first two arguments being ground \( p(X,Y,Z) :- (\text{PAR } q(X,Y), r(X,Z)) \) is safe.

\(^1\) In [DG1] a sixth expression was introduced but we do not use it herein.
3 An Abstract Interpretation Scheme

The objective of this section is to give a general framework for abstract interpretation of logic programs. Such schemes have previously been suggested in e.g. [M], [JS] and recently [B] (refer to these and [CC] for definitions of the concepts). Like these, a scheme is given which is independent of any particular application and in the following section we "plug in" a suitable abstract domain and primitive operations over this domain to complete the scheme. Although previous frameworks (including this one) seem to be similar they differ considerably in the way of presentation. Like Bruynooghe we give herein a framework based on "trees" (or rather graphs) which is probably more natural for logic programmers than e.g. the denotational approach in [JS]. However, instead of explaining abstract interpretation as the construction of a finite AND/OR-tree it is explained in terms of computations over a connection graph. Since this (finite) graph is given a priori there is no need for the complicated and expensive fixpoint mechanism of [B] to keep the graph finite. Some technical details like variable renaming are not discussed.

Under the procedural interpretation of logic programs a clause-body may be viewed as a procedure definition consisting of a (possibly empty) sequence of procedure calls. With every call we associate two program points. The point before a body literal L is called the calling point of L and the point after L is called the success point of L. Most program points are both calling points and success points, but there is one point which is not a success point -- the leftmost program point in a clause -- and there is one point which is not a calling point -- the rightmost program point in the clause. Since these points are of special importance they are called the entry and exit points of the clause.

We now would like to associate with every program point an expression which characterizes the state of the computation whenever the "program pointer" passes that particular program point. This is similar to the concept of assertions [DM] though we are not specific about the general syntax of our expressions. Usually the expressions will be used for describing specific properties of programs (e.g. modes) and will have different syntax for different properties. Another difference is that assertions are associated with the predicates of a program while our expressions are associated with the program points.

Our expressions will be based on the bindings for the variables in a clause invocation, i.e. the environment of the clause. In the case of logic programs, the environment can be seen as a substitution, namely the composition of all mgu's obtained up to that point in an SLD-derivation but restricted to the variables in the clause. To make the substitution total it is extended with identity mappings for unbound variables. Now, obviously control may pass a program point more than once. Not only in different derivations but also in the same derivation. Therefore the expression associated with each program point should "contain" all such environments. Such an expression a called a summarizing substitution and we think of it as a set of substitutions for the variables of the clause. We use $\Sigma_{B,C}$ to denote the domain of summarizing substitutions for the clause C.

In order for the abstract interpreter to yield a useful result it is assumed (but not necessary) that the user supplies some information about the possible set of calls he/she intends to make to the program. To simplify the presentation it is assumed that this is given as a set of substitutions and a single literal call of
the most general form (i.e. with distinct variables as arguments). Or in other words, a call plus a summarizing substitution. Such a "set of calls" is called a call pattern.

We say that a summarizing substitution associated with a program point is correct if, in any derivation starting from a goal in the call pattern it holds that whenever control passes that point the composition of the mgu's up to the point and restricted to the variables of the clause is contained in the summarizing substitution associated with that point.

Now referring to figure 1, if we know the value of the summarizing substitution associated with the calling point of a literal L, \( \Theta_{\text{call},L} \), its value directly affects the summarizing substitution at all entry points of clauses, C, called by L (i.e. with heads unifiable with L). Informally, an entry point, \( \Theta_{\text{entry},C} \), can be computed by \( \text{APPLYing} \ \Theta_{\text{call},L} \) to \( L \), denoted \( L \Theta_{\text{call},L} \). Intuitively, this gives us a set of procedure calls (since \( \Theta_{\text{call},L} \) is a set of substitutions). Then by \( \text{UNIFYing} \) the head of the clause with \( L \Theta_{\text{call},L} \) we get a set of mgu's and by restricting the mgu's to the variables of the clause we get \( \Theta_{\text{call},L} \)'s contribution to \( \Theta_{\text{entry},C} \). But the clause may of course be invoked by other literals as well and the total value of \( \Theta_{\text{entry},C} \) is obtained by taking the union of all such contributions.

\[
\begin{align*}
\Theta_{\text{call},L} & \ldots L, \ldots \\
H : & = \Theta_{\text{entry},C} B_1, B_2, \ldots, B_n
\end{align*}
\]

\[
\begin{align*}
\ldots L, \ldots & \Theta_{\text{succ},L} \\
H : & = B_1, B_2, \ldots, B_n \Theta_{\text{exit},C}
\end{align*}
\]

Figure 1

Figure 2

Next, consider figure 2. We see that the success point of a literal L depends on the exit points of all clauses which are used to satisfy L. Hence, in order to compute \( \Theta_{\text{succ},L} \) we should first \( \text{APPLY} \ \Theta_{\text{exit},C} \) to the head of the clause and then \( \text{UNIFY} \) this with L. This gives us a set of mgu's which we restrict to the variables of L. However, this only gives us information about the bindings for some variables of the clause where L occurs. Thus, to compute \( \Theta_{\text{succ},L} \) we must combine the "set of mgu's" with \( \Theta_{\text{call},L} \). We call this operation \( \text{EXTEND} \). Again, L may be satisfied using several clauses and \( \Theta_{\text{succ},L} \) is therefore obtained by taking the union of all contributions.

The discussion above is the foundation of our abstract interpretation scheme. We now adopt the concept of connection graph (introduced in [K]) to simplify the construction and presentation of the scheme. A connection graph is a finite set of clauses and a set of arcs such that there is an arc from a body literal L to a clause head H iff L unifies with H.

Since the connection graph is finite it also contains a finite number of program points. With each point we associate two attributes -- a flag and a summarizing substitution.

---

1) In [K], each arc also has associated a set of equations obtained when unifying the atoms.
Now before calling our abstract interpreter outlined below some preprocessing of this graph is needed. Hence, given a program P and a call pattern (\( \cdot \cdot \cdot \) L plus a set of substitutions) -- first construct the connection graph for \( P \cup \{ \cdot \cdot \cdot \} L \) and then instantiate the attributes of the graph in the following way:

1. Set the flag associated with the calling point of L to indicate that it is "updated" and unset all the remaining flags in the graph.
2. The calling point of L is instantiated to the set of substitutions in the call pattern. The summarizing substitutions of all other points are instantiated to the empty set of substitutions.

\[
\text{while there exist a } \Theta \text{ marked as updated do}
\]

\[
\text{unmark } \Theta;
\]

\[
\text{if } \Theta \text{ is the calling point of } L \text{ then}
\]

\[
\text{for each } C \text{ such that } L \rightarrow C \text{ do}
\]

\[
\Theta_{\text{entry}, C} := \Theta_{\text{entry}, C} \sqcup \text{UNIFY}(L, \Theta_{\text{call}, L}, H);
\]

\[
\text{if } \Theta_{\text{entry}, C} \text{ changed then mark it as updated;}
\]

\[
\text{od}
\]

\[
\text{fi}
\]

\[
\text{if } \Theta \text{ is the exit point of } C \text{ then}
\]

\[
\text{for each } L \text{ such that } L \rightarrow C \text{ do}
\]

\[
\Theta_{\text{succ}, L} := \Theta_{\text{succ}, L} \sqcup \text{EXTEND}(\text{UNIFY}(H, \Theta_{\text{exit}, C}, L), \Theta_{\text{call}, L}, H);
\]

\[
\text{if } \Theta_{\text{succ}, L} \text{ changed then mark it as updated;}
\]

\[
\text{od}
\]

\[
\text{fi}
\]

\[
\text{od}
\]

**Figure 3**

Figure 3 contains the skeleton of an abstract interpreter which operates on this decorated graph (\( L \rightarrow C \) denotes the existence of an arc from literal L to the head of clause C in the connection graph). The interpreter is incomplete in the sense that the primitive operations (unification, application etc) need to be defined. Depending on what run-time property we want to infer we only need to define an appropriate abstract domain and the primitive operations over this domain -- the skeleton itself is generic.

As concerns termination of the algorithm. It is easy to prove that if the domain of the summarizing substitution at each program point is a lattice of finite height and \( \sqcup \) is defined to be the least upper bound-operation, then the execution terminates after a finite number of iterations. In our case summarizing substitutions are sets which are partially ordered under set inclusion with \( \sqcup \) being the set join-operation. Alas, this lattice is not (in general) of finite height and hence, the algorithm does not necessarily terminate. However, by a careful construction of domains of abstract summarizing substitutions termination can be guaranteed.
4 The Abstract Domain

In this section we introduce domains of abstract summarizing substitutions which are isomorphic to subsets of summarizing substitutions. We also provide correct definitions of the primitive operations outlined in the previous section. The domain supports analysis of groundness and dependence (sometimes called sharing) in a clause body. Similar domains are outlined e.g. in [JS] and [M] but not in a very uniform way -- they contain one domain for groundness analysis and another for sharing analysis. Of course it is always possible to do what is done in [JS] -- to construct a domain of pairs from the previous two domains. However we feel that a single uniform domain which supports both groundness and independence analysis is more natural.

First we define the set, AT, of abstract terms to be the smallest set such that:

- \{ \} \in AT
- Any variable \( x \in AT \).
- Any set of variables \( \{x_1, ..., x_n\} \in AT \).

Let \( C \) be a clause with variables \( \{x_1, ..., x_n\} \), ordered e.g. alphabetically. The set \( \Sigma_{AT,C} \) of abstract summarizing substitutions over \( C \) is equal to the set \( AT^n \cup \{ \bot \}^n \). An abstract summarizing substitution denotes a set of concrete substitutions. The relationship is expressed in terms of a concretization mapping, \( \gamma: \Sigma_{AT,C} \rightarrow \Sigma_{BT,C} \), defined as follows. Let \( (t_1, ..., t_n) \in AT^n \) and let \( (s_1, ..., s_n) \) denote a substitution which assigns the term \( s_i \) to the variable \( x_i \). Let \( HP \) be the set of all ground terms and let \( T \) be the set of all (possibly nonground) terms, then:

- \( \gamma(\bot, ..., \bot) = \emptyset \)
- \( \gamma(t_1, ..., t_n) = \{ (s_1, ..., s_n) \mid (1) \text{ if } t_i = \{ \} \text{ then } s_i \in HP, \text{ and} \)
  - (2) if \( t_i = x \) then \( s_i = x \), and
  - (3) if \( t_i = \{y_1, ..., y_m\} \) then \( s_i \in T \), and
  - (4) if \( t_i \) and \( t_j \) contain no common variables then \( s_i \) and \( s_j \) contain no common variables \}

NOTE: The case (1) actually is a special case of (3).

EXAMPLE: Let \( C \) be a clause with variables \( \{x, y, z\} \) and consider the following abstract summarizing substitutions associated with a program point in \( C \):

- \( \gamma(\{x_1, x_2\}, \{x_1\}, \{x_2\}) = \{ (s_1, s_2, s_3) \in T^3 \mid s_2 \text{ and } s_3 \text{ are independent } \} \). That is, if the expression is correct, then \( Y \) and \( Z \) will always be independent at this program point. However, \( X \) and \( Y \) may contain a common variable and so may \( X \) and \( Z \).
- \( \gamma(\{x_1\}, \{\}, \{x_1\}) = \{ (s_1, s_2, s_3) \mid (s_1, s_3) \in T^2 \text{ and } s_2 \in HP \} \). If the expression is correct then \( Y \) is always bound to a ground term and is thus not dependent on any other variable. However, \( X \) and \( Z \) may be dependent.
- \( \gamma(X, \{x_1\}, \{x, x_1\}) = \{ (x, s_2, s_3) \in T^3 \mid (s_2, s_3) \in T^2 \text{ and } s_2 \text{ does not contain } X \} \).

Here \( X \) is always unbound. We also see that \( Z \) may be bound, while \( Y \) never is bound to a term which contains \( X \). Moreover, \( Y \) and \( Z \) may be bound to mutually dependent terms.
A natural ordering, \( \equiv \), may now be imposed on the elements of \( \Sigma_{AT,C} \). Let \((s_1, \ldots, s_n)\) and 
\((t_1, \ldots, t_n) \in \Sigma_{AT,C}\) and let \(\gamma(s_1, \ldots, s_n) = \Theta_1\) and 
\(\gamma(t_1, \ldots, t_n) = \Theta_2\), then \((s_1, \ldots, s_n) \equiv (t_1, \ldots, t_n)\) iff \(\Theta_1 \subseteq \Theta_2\).

It is straightforward to prove that \( \equiv \) is both reflexive and transitive but unfortunately not anti-symmetric since e.g. \(\gamma(\{X1\}, \{X1\}) = \gamma(\{X1, X2\}, \{X1, X2\}) = \{(s_1, s_2) \in T^2\}\). On the other hand we can easily construct a partial order by introducing an equivalence relation. Let \(t_1, t_2 \in \Sigma_{AT,C}\) then =
defined by \(t_1 = t_2\) iff \(\gamma(t_1) = \gamma(t_2)\) is an equivalence relation and the quotient set of \(\Sigma_{AT,C}\) relative to =
is a partial order. Formally \(\Sigma_{AT,C}^=\) is our abstract domain. However, to have a set of equivalence classes as
domain is not very convenient and in practice we pick some canonical element in each equivalence class to
simplify the computations. Although formally operating in the domain \(\Sigma_{AT,C}^=\), the computations below
are carried out over the canonical elements of \(\Sigma_{AT,C}\) where a canonical element is obtained as follows.

Let \((t_1, \ldots, t_n) \in \Sigma_{AT,C}\). The corresponding canonical element is obtained by a mapping \(C\) which
replaces two variables \(X1, X2\) by a new variable \(X\) never used before iff \(X1, X2\) always occur together in the
same \(t\)'s. For instance, (up to renaming of variables):

\[
\begin{align*}
C((X1, X2), (X1, X2, X3)) &= ((X4), (X4, X3)) \\
C((X1, X2), (X1)) &= ((X1, X2), (X1)) \\
C((X1, X2, X3), X3, (X1, X2)) &= ((X4, X3), X3, (X4))
\end{align*}
\]

It is not very hard to see that \(\Sigma_{AT,C}^=\) is a partial order of finite height with \(\{(X), \ldots, (X)\}\) being the
top element. In fact, it can be shown that it is a lattice of finite height. That is, the requirement needed in
section 3 to guarantee termination of the abstract interpretation scheme (of course under the assumption that
the domain-specific operations are terminating).

Again the user has to provide a call-pattern. It can of course be given in many different forms. Here we
assume that it is given as a single (most general) literal, \(-p\ (X1, \ldots, Xn)\), and an abstract summarizing
substitution, \((t_1, \ldots, t_n)\). However, to simplify the definition below it is assumed that if \(t_i = X\) then \(X = X_i\). We now conclude this section with definitions of the application specific operations missing in
figure 3. I.e. \(\sqcup\), APPLY, UNIFY and EXTEND (in the following we use a function \(\text{var}(t)\) which returns
the set of variables occurring in \(t\)).

**LUB:** Let \((s_1, \ldots, s_n)\) and \((t_1, \ldots, t_n)\) be canonical abstract summarizing substitutions. The least
upper bound is defined componentwise by \(C(s_1\sqcup t_1, \ldots, s_n\sqcup t_n)\) where:

\[
\begin{align*}
\text{o} & \quad \bot \sqcup t = t & \text{for any term } t \\
\text{o} & \quad \{\} \sqcup t = \text{var}(t) & \text{for any } t \neq \bot \\
\text{o} & \quad X \sqcup t = \{X\} \cup \text{var}(t) & \text{for any } t \neq \bot \text{ and } t \neq X \\
\text{o} & \quad \{X_1, \ldots, X_m\} \sqcup t = \{X_1, \ldots, X_m\} \cup \text{var}(t) & \text{for any } t \neq \bot
\end{align*}
\]

It is also assumed that \(t \sqcup t = t\) and \(s \sqcup t = t \sqcup s\). NOTE: before carrying out the operation it is
recommendable to rename the variable in one of the operands to avoid unnecessary name clashes.

**APPLY:** Let \(p\ (t_1, \ldots, t_n)\) be a literal in a clause \(C\) and let \(\Theta\) be canonical, then \(p\ (t_1, \ldots, t_n) \Theta = p\ (t_1\Theta, \ldots, t_n\Theta)\) where the application of \(\Theta\) to a term is defined by:

\[
\begin{align*}
\text{o} & \quad X\Theta = \text{var}(t) \text{ if } X/t \in \Theta,
\end{align*}
\]
- cΘ = {},
- f(s1, ..., sm)Θ = var(s1Θ) ∪ ... ∪ var(smΘ).

The first and third case actually introduce more "noise" than necessary but, for the sake of clarity and length of presentation, we accept this rather crude approximation.

**UNIFY:** Let p(t1, ..., tn) and p(s1, ..., sn) be an abstract and a standard literal respectively. From the definition of application we see that we only have to consider ti's (1 ≤ i ≤ n) of the form {X1, ..., Xj} where j ≥ 0. To avoid unnecessary dependencies due to name clashes we first rename the variables in p(t1, ..., tn) by new variables never used before. We then construct a set of pairs {s1/t1, ..., sn/tn} and iterate while one of the following rules match any of the pairs:

- f(x1, ..., x_m)/t replace the pair by x1/t, ..., x_m/t.
- c/(X1, ..., X1) where i ≥ 0. Remove the pair.
- X/(X1, ..., X1) and there is another pair X/{Y1, ..., Y_j} with i ≥ j > 0. Rename, in all pairs, any occurrence of X1, ..., Y_j by a single variable never used before.
- X/{} and there is another pair X/t. Remove X/t.

When no longer any of the rules above are applicable we have an abstract summarizing substitution for all variables in p(s1, ..., sn). Actually, when computing the entry point it is also necessary to add pairs of the form X/X for all variables, X, which do not occur in the head of the clause.

**EXTEND:** The extension-operator was needed to combine the state before a call with the changes in the state arising during the call. Let L be a literal with calling point Θ_{call,L} and let Θ_{mgu} be the state change, i.e. the "set of mgu's" obtained in the unification (c.f. figure 3). To compute Θ = EXTEND(Θ_{mgu},Θ_{call,L}) we first compute Θ = Θ_{call,L} ∪ Θ_{mgu} and proceed as follows:

- if X/{} ∈ Θ remove any other X/t from Θ.
- if X/(X1, ..., X_n) ∈ Θ (n > 0) and there is another pair X/{Y1, ..., Y_m} ∈ Θ (m > 0) then rename any occurrence of the variables X1, ..., Y_m in Θ by a variable never used before.
- if X/X ∈ Θ and there is another pair X/t ∈ Θ then remove X/X from Θ.

**NOTE:** Here we assume that Θ_{call,L} does not contain components of the type X/X where X ≠ Y. If the original call pattern contains no such components then it can be shown (from the definitions above) that no program point will have components of this kind.

**EXAMPLE:** Let L be a body literal p(f(X, Y), Y, Z) and C be a clause with head H=p(f(X, Z), X, Z). Let the current values of relevant program points be:

- Θ_{exit,C} = {X/{X1}, Y/{}, Z/{X1}}
- Θ_{call,L} = {X/{X1}, Y/{X2}, Z/{X3}, W/{X4}}
- Θ_{succ,L} = {X/{X1}, Y/{X1}, Z/{}, W/{}},

Let the exit point of C be marked as updated. We now must update the value of the success point of L. First we apply Θ_{exit,C} to H:

1. HΘ_{exit,C} = p(⟨X1⟩, ⟨⟩, ⟨X1⟩)
2. UNIFY((1), p(f(X, Y), Y, Z)) = {X/{X4}, Y/{}, Z/{X4}}

This is renamed into p(⟨X4⟩, ⟨⟩, ⟨X4⟩) and unified with L.

- (2) UNIFY((1), p(f(X, Y), Y, Z)) = {X/{X4}, Y/{}, Z/{X4}}
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We now extend this with the calling point of $L$:

(3) $\text{EXTEND}(\Theta_{\text{call },L}, Y, Z, W) = \{X/\{X6\}, Y/\{\}, Z/\{X6\}, W/\{X6\}\}$

Finally we take the least upper bound with $\Theta_{\text{suc },L}$:

(4) $\Theta_{\text{suc },L} = \cup (3) = \{X/\{X1,X6\}, Y/\{X1\}, Z/\{X6\}, W/\{X6\}\}$

Hence, $X$ may be dependent on any other variable, but $Y$ may only depend on $X$. We mark the point as updated and continue the analysis according to figure 3.

5 Compiling Clauses Into Execution Expressions

After having carried out the analysis of a program a correct abstract summarizing substitution is associated with each program point of the program. Below an algorithm is presented that exploits this information to compile the body of a clause into a safe execution expression. Safeness can of course only be guaranteed if the program is invoked in accordance with the given call pattern. First some definitions:

- A set of variables, $\Psi$, is definitely ground in $\Theta$ if for all $x \in \Psi$ it holds that $x/\{\} \in \Theta$. If not, $\Psi$ is possibly nonground in $\Theta$.
- A set of variables, $\Psi$, is definitely nonground in $\Theta$ if there exists an $x \in \Psi$ such that $x/X1 \in \Theta$.
- Two sets of variables, $\Omega$ and $\Xi$, are definitely independent in $\Theta$ if for all $y \in \Omega$ and all $z \in \Xi$ it holds that $y/t1 \in \Theta, z/t2 \in \Theta$ and $\text{var}(t1) \cap \text{var}(t2) = \emptyset$. If not the case, we say $\Omega$ and $\Xi$ are possibly dependent in $\Theta$.
- Two sets of variables, $\Omega$ and $\Xi$, are definitely dependent in $\Theta$ if there exists a $y \in \Omega$ and a $z \in \Xi$ such that $y/X1 \in \Theta$ and $z/X1 \in \Theta$.

In the following, let $P_1, ..., P_n$ be a sequence of body literals and let $\Theta_1$ denote the abstract summarizing substitution associated with the calling point of $P_1$. Given a clause body $P_1, ..., P_n$ and $\Theta_1, ..., \Theta_n$ the algorithm in figure 4 compiles the body into a safe execution expression.

In this process two nondeterministic choices are made -- first when partitioning a conjunction. Then given a partition several safe execution expressions can sometimes be produced.

EXAMPLE: Consider the clause $p(X,Y,Z) :- q(X,Y), r(Y,Z)$ and the abstract summarizing substitution $\Theta_1 = \{X/X1, Y/\}, Z/\{X2\}\}$. Clearly case 2e is applicable but case 2b may also be used since $\Omega=\{X\}$ and $\Psi=\{Y\}$ are definitely independent and $\{Y\}$ definitely ground.

If $\Theta_1 = \{X/X1, Y/\}, Z/\{X1\}\}$ it is no longer safe to execute the goals in parallel without a runtime check (since $X$ and $Z$ are possibly dependent). Therefore the expression $(\text{SEQ } q(X,Y), r(Y,Z))$ or $(\text{IPAR } X, Z, q(X,Y), r(Y,Z))$ is returned.

Finally, if $\Theta_1 = \{X/X, Y/X1, Z/\}$ the variable $Y$ may be nonground ($X$ and $Z$ are always unbound) and we return either $(\text{SEQ } q(X,Y), r(Y,Z))$ or $(\text{GPAR } Y, q(X,Y), r(Y,Z))$.  

In general cases 2a and 2b should be used whenever possible since they do not involve any run-time tests. However, there may be other aspects which suggest that literals should not be satisfied in parallel (e.g. shortage of processing elements). Such considerations are not taken into account here.
INPUTS: \( P_1, ..., P_k \) and \( \Theta_1, ..., \Theta_k \).

OUTPUT: An execution expression

1) \textbf{If} \( i = k \) \textbf{then return} \( P_i \).

2) \textbf{else} divide \( P_1, ..., P_k \) into \( P_1, ..., P_{j-1} \) and \( P_j, ..., P_k \). Let \( E_1 \) and \( E_2 \) be the result of applying the algorithm recursively to \( P_1, ..., P_{j-1} \) and \( P_j, ..., P_k \) respectively. Let \( \Omega, \Xi \) and \( \Psi \) be the sets of variables occurring only in \( P_1, ..., P_{j-1} \), only in \( P_j, ..., P_k \) and only in both respectively. Then apply one of the following rules:

2a) \textbf{If} \( \Psi \) is definitely nonround in \( \Theta_i \) or
\( \Omega \) and \( \Xi \) are definitely dependent in \( \Theta_i \)
\textbf{then return} \((\text{SEQ} \ E_1 \ E_2)\).

2b) \textbf{If} \( \Psi \) is definitely round in \( \Theta_i \) and
\( \Omega \) and \( \Xi \) are definitely independent in \( \Theta_i \)
\textbf{then return} \((\text{PAR} \ E_1 \ E_2)\).

2c) \textbf{If} \( \Psi \) is definitely round in \( \Theta_i \) and
\( \Omega \) and \( \Xi \) are possibly dependent in \( \Theta_i \)
\textbf{then return} \((\text{IFAR} \ (X_1...X_m) \ E_1 \ E_2)\) where \( \{X_1...X_m\} \subseteq \Omega \cup \Xi \) such that:
\( x \in \{X_1...X_m\} \) iff \( x \in \Omega \) (\( \Xi \)) and \( x \) is definitely independent from \( \Xi \) (\( \Omega \)).

2d) \textbf{If} \( \Psi \) is possibly nonround in \( \Theta_i \) and
\( \Omega \) and \( \Xi \) are definitely independent in \( \Theta_i \)
\textbf{then return} \((\text{GPAR} \ (X_1...X_m) \ E_1 \ E_2)\) where \( \{X_1...X_m\} \subseteq \Psi \) such that:
\( x \in \{X_1...X_m\} \) iff \( x \) is definitely round.

2e) \textbf{Return} \((\text{SEQ} \ E_1 \ E_2)\).

\textbf{Figure 4}

6 Discussion and Future Work

We proposed an approach to the automatic inference of restricted AND-parallelism in logic programs. Through abstract interpretation, information such as definite groundness and independence between the variables of a clause is obtained. With this information we are able to compile the bodies of clauses into safe execution expressions. Such expressions were introduced in [DG1] but we have never seen any method to compile non-annotated logic programs into such expressions. The approach described above not only compiles logic programs into execution expressions but also, through abstract interpretation, (potentially) reduces the number of run-time tests which would be needed with a naive inspection of each clause.

Our approach is a generalization of what was informally described in [Ch]. Although not formulated as abstract interpretation, Chang performed a static data dependency analysis resulting in \textit{one} so called
execution graph for each clause. Roughly speaking, such an execution graph corresponds to an execution expression built from the first three of DeGroot's expressions. We extended this by allowing several "graphs" for each clause. The final decision what graph to pick can in our approach be delayed until runtime.

Our abstract interpretation scheme is based on the concept of connection graph which in a natural way relates to the concept of SLD-derivation, in contrast to e.g. [JS]. This should make our scheme intuitive for people in the logic programming community -- something which is also true for Bruynooghe's AND/OR-trees [B]. However, since our finite graph is given a priori, we do not have to rely on the very complicated (and expensive) fixpoint mechanism needed in [B] to keep the AND/OR-tree finite. This should result in faster analysis but it may also happen that our approach yields a cruder approximation because of this. However, some improvements in precision can be made in our scheme at the expense of execution time -- by copying/unfolding certain parts of the connection graph (in particular non-recursive clauses which are called from several places in the program) the precision of the analysis can be improved. However, this will increase the number of program points and therefore slow down the analysis. Obviously, the choice of abstract domain and primitive operations also affects the precision of the result. We proposed a single domain which supports both groundness and dependency analysis and which is a trade-off between precision and time of analysis.

The full version of this paper will include proofs concerning correctness of the presented abstract interpretation scheme and the specific operations presented in section 4. The implementation of the scheme and algorithm of section 5 is under development. The future work includes experiments with various abstract domains and various applications of abstract interpretation.
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