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Abstract: A motivation for this work is the problem of re-usability of existing traditional software in logic programs. It can be viewed in an abstract way as the problem of amalgamation of Horn clause logic with a term reduction system whose rewrite rules are not accessible and thus cannot be used for construction of $E$-unifiers. Therefore we introduce a new unification algorithm, called $S$-unification, which is a special incomplete case of $E$-unification. It has the property that whenever it succeeds the result is a singleton complete set of $E$-unifiers of the arguments. It may also fail or report that it is not able to solve the problem of $E$-unification for given arguments. If the algorithm fails the actual arguments have no $E$-unifier. The paper discusses the problem of amalgamation of external functional procedures in a logic program and gives a characterization of a class of amalgamated programs for which $S$-unification is complete.
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1. INTRODUCTION

Though the Horn clause logic provides a universal computational paradigm [Kow,Tä] it seems often quite unnatural to express functions in the relational formalism. In recent years there have been a number of suggestions concerning combination of functional and logic programming in a unique framework (see e.g. [GrLi] or [BeLe] for a survey).

The approaches can be classified as:

(1) integrating existing programming languages and logic programs (well-known examples of this type are LOGLISP [RoSi], QLOG [Kom], POPLOG [MeHa] and APPLOG[Coh]);

(2) construction of new languages which allow to define functions and relations and to combine functional and relational definitions. (well-known examples are EQLOG [GoMe], LEAF [BBLM] and FUNLOG [SuYo]).

The main objective within the first approach is often to give access from logic programs to specific features of the underlying programming language, or programming environment. This aspect is usually more important than concern about the declarative semantics of the amalgamation. It may be rather difficult to give such a semantics if low-level features of the underlying system are accessible in the resulting language. On the other hand, many of the languages defined within the second approach have both declarative and operational semantics and some completeness results are also presented.

Our general perspective is different. We assume that we are given a logic programming language and a set of functional procedures written in some (not necessarily functional) language. It is our belief that a good combination of these two systems should result in a language which is as "traditional" as possible. Our intention is that both the evaluation and the meaning of the functional procedures should be preserved in the combination, which opens for reusability of existing programs. On the other hand, we would like to give new programs written in the logic programming language access to those functional procedures. A basis for construction of an interface between the two systems is the assumption that terms are their common data structure. By imposing some more restrictions on those functional procedures we allow to be used, we can then conceptually think of the set of functional procedures as being defined by a canonical term rewriting system. This view allows us to give a clean declarative semantics to the amalgamated language in accordance to the theory of logic programming with equality (see e.g. [JLM]). However, from an operational point of view we can not use the rewrite rules for constructing \( E \)-unifiers, since we are not specific about the language of the functional procedures and hence have no access to the rewrite rules used by the system. In this paper we present a way for overcoming this difficulty. It is a new unification algorithm, called \( S \)-unification, which is a special incomplete case of \( E \)-unification. It has the property that whenever it succeeds the result is a singleton complete set of \( E \)-unifiers of the arguments. It may also fail or report that it is not able to solve the problem of \( E \)-unification for given arguments. If the algorithm fails the actual arguments have no \( E \)-unifier. As a side-effect of our work we get a generalization of Prolog "evaluable predicates" with well defined semantics.

2. PRELIMINARIES

2.1. Basic assumptions

Our intention is to re-use existing functional procedures in a logic programming system based on Horn clause logic with SLD resolution. We do not want to be too specific about the language in which the functional procedures are written. Ideally we want to be able to use procedures written in any language. There are however some minimal assumptions about the
syntax and the semantics of this language.

The logic programs we deal with are collections of Horn clauses. Those terms that appear as arguments of the literals may or may not contain calls to functional procedures, which when evaluated yield terms as results. Thus our task is to construct an amalgamated system $T_P$ from a system $T$, having terms as language and a semantics given a priori by the functional procedures, and a predicate system $P$, having Horn clauses as sentences and a semantics based on least Herbrand Model/SLD resolution. We require that the construction of $T_P$ preserves the semantics of $T$ and $P$ when considered separately.

We assume that the alphabets of $P$ and $T$ have the set $CSTR$ of constructors in common, each constructor having arity zero or more. In addition, the alphabet of $P$ includes the sets $VAR$ and $PRED$ of variables and predicates respectively, and the alphabet of $T$ includes the set $FUNCT$ of names of functional procedures, each having arity one or more. All these sets are disjoint. The alphabet of $T_P$ is $VAR$, $CSTR$, $FUNCT$ and $PRED \cup \{=\}$. We will also use the notation $TERM$ for the set of all terms (built in the standard way over $VAR$, $CSTR$, and $FUNCT$), and $SUBS$ for the set of functions from $VAR$ to $TERM$. The terms built over just $VAR$ and $CSTR$ are called structures. A term which begins with a procedure name is called a functional call.

2.2. The Term Machine

As mentioned before, we assume that the semantics of $T$ is given by some existing programming system which is able to evaluate ground functional calls. We view this system as an abstract term machine $TM$, on which we make two demands, the first of which is:

(1) For each ground (i.e. variable free) functional call $t$, $TM(t)$ is a ground structure.

This requirement guarantees that each procedure terminates when evaluated with all its arguments ground, producing a completely reduced term as value. In order to extend $TM$ to arbitrary terms we define the procedure $RED$ by:

$$RED(t) =$$

if $t \in VAR$
then $t$
else let $t=f(t_1, \ldots , t_n)$ in
if $f \in FUNCT$
then if [for $i=1$ to $n$ Ground($t_i$)]
then $TM(f(t_1, \ldots , t_n))$
else $f(RED(t_1), \ldots ,RED(t_n))$
else $f(RED(t_1), \ldots ,RED(t_n))$

We consider two terms $t$ and $t'$ to be equivalent, denoted $t \equiv_B t'$, iff for every ground substitution $\delta$ of $t$ and $t'$, $RED(\delta)$ and $RED(\delta')$ are syntactically equal. This equivalence relation extends to substitutions by $\theta \equiv_B \phi \iff \phi \equiv_B \phi$ for each $\phi \in VAR$. The second demand we make on $TM$ is now:

(2) For each $n$-ary element $f$ of $FUNCT$, $TM(f(t_1, \ldots , t_n)) = TM(f(t'_1, \ldots , t'_n))$ whenever $t_i \equiv_B t'_i$ and $t_i$, $t'_i$ are ground for $1 \leq i \leq n$. 
According to this requirement each procedure associated with some name in \textit{Funct} will act like a function, and it is now possible to prove the following facts:

**Fact:**
For any terms \( t, t' \) and substitutions \( \theta, \theta' \):
\[
\begin{align*}
(1) & \quad t =_E t' \text{ and } \theta =_E \theta' \text{ implies } t\theta =_E t\theta'. \\
(2) & \quad RED(\theta)\theta =_E RED(\theta).
\end{align*}
\]

It is worth noticing that since we do not make any assumption about how the terms are going to be evaluated, the term machine may very well be lazy. In order not to exclude untyped functional procedures, we relinquish to impose a type system on \( TM \), although this could both increase efficiency [Nil] and facilitate programming [Myc], [KoMa].

In the literature the term machine \( TM \) is often defined by a confluent and terminating set of equational axioms used as rewrite rules e.g. [GoTa]. It is easy to see that our approach admits such machines, but also many others. Indeed, we can now conceptually view the semantics of \( T \) as being defined by a set of nonaccessible equations, which when viewed as rewrite rules form a canonical rewrite rule system. In the sequel we will therefore allow ourselves to borrow some notation from the theory of term rewriting systems.

2.3. Amalgamation of Logic Programs and Functional Procedures

Introduction of the equivalence classes on terms opens for introduction of the equality predicate \( =_E \), interpreted as the relation \( =_E \). The question arises how to extend this interpretation for definite clauses employing the interpreted terms, and how to include the equality among the other predicates. We adopt the standard solution, which is the initial model as defined in e.g. [GoMe]. The next problem is how to represent and how to compute the elements of the model. For any term \( t \), let \([t]\) denote the equivalence class to which \( t \) belongs. By the confluence and termination property of \( RED \) every element \( ([t_1], \ldots, [t_n]) \) of an \( n \)-ary relation can uniquely be represented by the \( n \)-tuple of terms \( (RED(t_1), \ldots, RED(t_n)) \). It is also well known (see e.g. [JLM]), that the SLD-resolution can be extended for computing the relations specified by the extended logic programs. For this to be realized the unification should be replaced by a general equation solving, called \( E \)-unification. More precisely, an \( E \)-unifier of terms \( t \) and \( t' \) is a substitution \( \theta \) such that the relation \( t\theta =_E t' \theta \) holds. A set \( S \) of \( E \)-unifiers of terms \( t \) and \( t' \) is complete if for each \( E \)-unifier \( \theta \) of \( t \) and \( t' \) there exists some \( \sigma \in S \) and substitution \( \gamma \) such that \( \theta =_E \sigma \gamma \). In the case when \( TM \) is defined by a confluent set of rewrite rules there are some techniques based on narrowing, which sometimes make it possible to construct a complete set of \( E \)-unifiers or to decide that the terms are not \( E \)-unifiable. Generally every complete set of \( E \)-unifiers of two terms has more than one member, each of which should be handled separately.

3. AMALGAMATION

This section presents our approach to amalgamation of logic programs and functional procedures. As mentioned above, the programs of the language \( TP \) are finite sets of clauses of the form:
\[
h \leftarrow b_1, \ldots , b_n
\]
where \( h \) and all the \( b_i \)'s are atomic formulas over the alphabet of \( TP \), with \( h \) not being an equality. Concerning the operational semantics of \( TP \) we would generally like to follow the
traditional way, but the use of TM makes it impossible to give a general algorithm which given
two terms enumerates a complete set of E-unifiers. In fact, by our premises we must confine
ourselves with finding at most one E-unifier of any pair of E-unifiable terms. Since we are only
interested in complete sets of E-unifiers, our approach is to carefully select some special cases
when there exists a singleton complete set of E-unifiers of two terms. We also identify some
other cases when the existence of any E-unifier is impossible. We use these cases to develop an
incomplete E-unification algorithm which we call S-unification.

4. UNIFICATION

This section develops the S-unification algorithm. First we discuss the special cases of
E-unification. Later we state and prove its correctness.

4.1. Special cases of E-unification
By the disagreement set, DIS(t, t') of two terms t and t', we shall mean the set defined by:

\[ DIS(t, t') = \]
\[ \begin{cases} \text{if } t \in \text{VAR or } t' \in \text{VAR} \\
\text{then } \phi \\
\text{else } \{(t, t')\} \end{cases} \]
\[ \text{else let } t = f(t_1, \ldots, t_n), \ t' = f'(t'_1, \ldots, t'_m) \text{ in} \]
\[ \begin{cases} \text{if } f \in \text{FUNCT or } f' \in \text{FUNCT} \\
\text{then } t = t' \\
\text{then } \phi \\
\text{else } \{(t, t')\} \end{cases} \]
\[ \text{else if } f = f' \]
\[ \text{then } \cup u \text{dis}(u, t') \\
\text{else } \{(t, t')\} \]

Notice that a term occurring in some pair of DIS(t, t') never can derive its origin from a proper
subterm of some functional call in t or t'.

Let us now study the relation between existence of E-unifiers of the terms t, t' and the set
D = DIS(RED(t), RED(t')) by considering the possible cases of elements (u, u') occurring in this
set:

We first consider those cases when u = f(t_1, \ldots, t_n) and u' = f'(t'_1, \ldots, t'_m).

a) f and f' are constructors.

Since (u, u') are in the disagreement set, f and f' must be distinct. Moreover, by the definition
of DIS u and u' can not be subterms of functional calls, and hence, no matter how the
variables of t and t' are instantiated, we can never hope for them to reduce to the same value,
i.e. no E-unifier of t and t' can exist. We call this case Failcondt(D).

b) At least one of f and f' is a procedure name.

Since we applied DIS to the reduced versions of t and t', the one of u and u' which is a
functional call must be nonground. Otherwise it would have been reduced to a ground
structure. Even though, in this case a purely syntactic unification may very well be possible [e.g. \((u, u') = (X+1, Y+Z)\)], we have relinquished to use this information, since the unifier obtained for \(t\) and \(t'\) by unifying these terms rarely is unique. Instead we confine ourselves with the observation that this case is not a sufficient condition for \(t\) and \(t'\) not to be \(E\)-unifiable.

Now we consider those cases when one of \(u\) and \(u'\) is a variable \(X\) and the other one is any term \(\tau\).

c) \(X\) does not occur in \(\tau\).

In this case the substitution \(X/\tau\) must be included in any \(E\)-unifier of \(t\) and \(t'\), possibly with \(\tau\) further instantiated, and/or more reduced. This case is called \(\text{Substcond}(X, \tau, D)\).

d) \(X\) does occur in \(\tau\).

If \(X\) occurs in \(\tau\) outside every functional call, this reduces to the classical occur check failure which we call \(\text{Failcond2}(D)\). If \(X\) occurs only inside functional calls being subterms of \(\tau\), there may still exist an \(E\)-unifier of \(t\) and \(t'\). For example, let \(\tau = s(f(X))\), where \(s\) is a constructor and \(f\) is a procedure name with \(\text{TM}(f(s(a))) = a\) for some constant \(a\), then \(\{X/s(a)\}\) will \(E\)-unify \(X\) and \(\tau\). We call this a fixpoint error, since any \(E\)-unifier of \(t\) and \(t'\) must bind \(X\) to a fixpoint of the function \(\lambda X. \tau(X)\), and generally we have no way of telling whether such a fixpoint exists.

From the definition of \(\text{DIS}, \text{Failcond1}, \text{Failcond2}\) and \(\text{Substcond}\) the following facts follows:

**Fact:**
For any terms \(t\) and \(t'\), with \(E\)-unifier \(\theta\):

1. Neither \(\text{Failcond1}(\text{DIS}(t, t'))\) nor \(\text{Failcond2}(\text{DIS}(t, t'))\) applies.
2. If \((\tau, \tau') \in \text{DIS}(t, t')\), then \(\tau \theta = \tau' \theta\).
4.2. S-unification

Next we present the algorithm, which can be viewed as a function from \( \text{TERM} \times \text{TERM} \) into \( \text{SUBST} \cup \{\text{FAIL}\} \cup \{\text{ERROR}\} \):

\[
S\text{-unify}(t, t') = \\
[\sigma \vDash \epsilon; \\
u_{\alpha} \leftarrow \text{RED}(t); \\
u_{\alpha'} \leftarrow \text{RED}(t'); \\
D_{\alpha} \leftarrow \text{DIS}(u_{\alpha}, u_{\alpha'}); \\
k := 0]
\]

while \( D_{\alpha} \neq \phi \) do
  if Failcond1(Dh) or Failcond2(Dh)
    then FAIL
  else if \( \exists (X, r) \) Substcond(X, r, Dh)
    then \( [\sigma_{k+1} := \sigma_k[X/r]]; \\
u_{k+1} := \text{RED}(u_k[X/r]); \\
u'_{k+1} := \text{RED}(u'_k[X/r]); \\
D_{k+1} := \text{DIS}(u_k, u'_k); \\
k := k+1] \)
  else ERROR

Before proving the correctness of the algorithm we need the following lemma:

Lemma:

Let \( t, t' \) be terms, and let \( \sigma_k, u_k \) and \( u_k' \) be defined as in \( S\text{-unify}(t, t') \), then:

1. \( u_k \equiv_E t \sigma_k \) (\( u_k' \equiv_E t' \sigma_k \))

2. for any substitution \( \gamma \), if \( \theta \) is an \( E \)-unifier of \( t \) and \( t' \), \( \theta \equiv_E \sigma_k \gamma \) implies \( u_k \gamma \equiv_E u_k' \gamma \).

Proof:

Let \( I(k) \Leftrightarrow u_k \equiv_E t \sigma_k \).

From fact 2 follows that \( r \equiv_E \text{RED}(r) \), for any term \( r \). Hence:

\( I \) if \( k = 0 \), then \( u_0 = \text{RED}(t) = _E t = t \sigma_k \).

\( II \) Suppose \( I(k) \) holds for some \( k \geq 0 \), and that \( S\text{-unify}(t, t') \) defines \( \sigma_{k+1}, u_{k+1} \) and \( u'_{k+1} \),

then for some variable \( v \) and term \( r \), by fact 1 we have:

\( u_{k+1} \equiv \text{RED}(u_k[v/r]) = _E u_k[v/r] = _E t \sigma_k[v/r] = t \sigma_{k+1} \).

hence \( I(k) \) holds for all \( k \geq 0 \), which proves (1). Now for any substitution \( \gamma \), \( \theta \equiv_E \sigma_k \gamma \) implies:

\( u_k \gamma \equiv_E t \sigma_k \gamma = _E t \theta = _E t' \sigma_k \gamma = _E u_k' \gamma \);

which proves also (2).

Proposition:

\( S\text{-unify}(t, t') \) terminates on every pair of terms \( (t, t') \), moreover:

1. If \( S\text{-unify}(t, t') = \sigma \), with \( \sigma \) being a substitution, then \( \{\sigma\} \) is a complete set of \( E \)-unifiers of \( t \) and \( t' \).

2. If \( S\text{-unify}(t, t') = \text{FAIL} \) then \( t \) and \( t' \) have no \( E \)-unifier.
Proof:
At the kth iteration for any k≥0, if Substcond does not apply, then the algorithm halts. Otherwise, since we do not allow functional procedures with nonground output, the number of distinct variables occurring in τk+1 and t′τk+1 is one less than the number occurring in τk and t′τk. Since this number is initially finite the algorithm must terminate after a finite number of iterations.

Assume t and t′ are E-unifiable terms such that S-unify(t, t′) is not ERROR, and let θ be any of their E-unifiers. Under this assumption, define \( I\hat{\theta}(k) \) by:

\[ I\hat{\theta}(k) \leftrightarrow \text{If } \sigma_k, \text{ } u_k \text{ and } u'_k \text{ are defined by } S\text{-unify}(t, t') \text{ then:}\]

(a) there is a substitution γk such that \( \theta = E^G_{\sigma_k \gamma_k} \).

(b) both Failcond1(Dk) and Failcond2(Dk) are false.

First we prove by induction on k that \( I\hat{\theta}(k) \) holds for every integer k≥0.

I  For k=0 it suffices to let \( \gamma_k = \theta \) which satisfies (a), moreover since \( D_0 = DIS(u_k, u'_k) \), lemma 2 together with fact 3 implies (b).

II  Suppose \( I\hat{\theta}(k) \) holds for some k≥0, and that S-unify(t, t′) defines \( \sigma_k, u_k \) and \( u'_k \). If \( u_k = u'_k \), the algorithm terminates and none of \( \sigma_{k+1}, u_{k+1} \) or \( u'_{k+1} \) is defined. Therefore, assume that \( u_k ≠ u'_k \). By (b) in the induction hypothesis Failcond1(Dk) and Failcond2(Dk) are both false. Moreover, by our initial assumption S-unify(t, t′)≠ERROR, and hence there must be some variable v and term τ such that Substcond(v, τ, Dk) applies, i.e. \( \sigma_k = \sigma_k[v/τ] \). Since one of (v, τ) and (τ, v) is in Dk=DIS(u_k, u'_k), it follows from (a), lemma 2 and fact 4 that there exists a substitution \( \gamma_k \) such that \( v\gamma_k = E^G_{v\gamma_k} \). By letting \( \gamma_{k+1} = \gamma_k - \{ v/\gamma_k \} \) we then have:

\[ \gamma_k = (v/\gamma_k) \cup \gamma_{k+1} = \{ v/\gamma_k \} \cup \gamma_{k+1} = \{ v/\gamma_k \} \cup \gamma_{k+1} = \{ v/\gamma_k \} \gamma_{k+1}, \]

where the next to last equality follows from the fact that v does not occur in τ. Thus \( \theta = E^G_{\sigma_k \gamma_k} = E^G_{\sigma_k[v/\gamma_k] \gamma_{k+1}} = \sigma_k[v/\gamma_k] \gamma_{k+1} \) which proves (a) for \( I\hat{\theta}(k+1) \). Again by lemma 2 and fact 3, (b) then follows.

By lemma 1 \( \sigma_k \) is an E-unifier of t and t′ whenever \( u_k = u'_k \), that is, whenever S-unify(t, t′)=\( \sigma_k \). Hence, by \( I\hat{\theta}(k) \) (a), \{ \sigma_k \} is a complete set of E-unifiers of t and t′. Moreover, since \( \sigma_k, u_k \) and \( u'_k \) are all defined whenever \( D_k \) is defined, \( I\hat{\theta}(k) \) (b) implies that S-unify(t, t′) fails only if S-unify(t, t′)=ERROR or t and t′ are not E-unifiable. However, if S-unify(t, t′) fails it does certainly not give ERROR as result, and hence t and t′ can not have any E-unifier.

Now we can use S-unification instead of the usual unification for interpretation of amalgamated programs. A program is valid for a given class of queries if the interpreter will not give run-time error message during the execution of such queries. The above proposition indicates that SLD resolution combined with S-unification is complete for amalgamated programs being valid for submitted queries.

5. Example

This section shows a simple example of a logic program that employs an external functional procedure. Our intention is to illustrate our idea of logic programming with functional procedures rather than to describe non-trivial problems.
Consider the following axioms for multiplication of integers, where + is a predefined function for addition:

\[ \text{multiplied}(0, X, 0). \]
\[ \text{multiplied}(X+1, Y, Z+Y) \leftarrow \text{multiplied}(X, Y, Z) \]

The program cannot be used for direct multiplication of integers: it is not valid with the queries of the form:

\[ \leftarrow \text{multiplied}(c, d, X) \]

where \(c\) and \(d\) are integers, since \(c\) gives ERROR when unified with \(X+1\). However, the program still can be used to compute the relation \(\text{multiplied}\). For this one can use queries of the form:

\[ \leftarrow \text{multiplied}(X, c, Y) \]

where \(c\) is an integer. Now it can be proved that the program is valid. The computation will give the answers:

- \(X=0\) and \(Y=0\)
- \(X=1\) and \(Y=c\)
- \(X=2\) and \(Y=c+c\)
- etc...

6. CONCLUSIONS

In this paper we presented a way of integrating existing programming languages in a logic programming environment. We also introduced a new structured-oriented \(S\)-unification and we defined a class of programs for which (although not complete in general) it turns out to be a complete one. Let us also mention that our approach gives well defined semantical basis for "evaluable predicates" in Prolog. Our equality predicate is a generalization of many of the built-in features of Prolog. For example assume that the system \(T\) provides arithmetic operations on integers. In this case the equality \(t=t'\) in an amalgamated program may correspond to different constructs of Prolog, like \(t\) is \(t'\), \(t'\) is \(t\), \(t=t'\) and in some cases its effect cannot be simulated by a single Prolog construct (take for example \(2+2 = 3+1\): \(S\)-unification will reduce the terms and will succeed).

Let us compare our work with the two kinds of approaches mentioned in Section 1. The distinction between our work and the first approach is that the underlying programming system is considered as a black box: low-level features can be used in the underlying programs but not on the logical level. This makes it possible to give a relatively simple declarative semantics of the amalgamation. The difference between our work and the second approach is that we are primarily interested in re-using functional procedures written in other languages, regardless of the type of the language (be it a pure functional language, or an algorithmic language which admits functional procedures, like Fortran, Pascal or Ada) in a logic
programming environment. In contrast to the systems of this category we assume existence of the term machine and we are able to use it in the top-level computational mechanism without being specific about its construction.

In particular, comparing our work with [GoMe] we see that on one hand our approach is more general - a term language can be a fully higher order language like ML (see [GMW]). This means an indirect treatment of higher order computations (hidden in the term machine) in the amalgamated system. On the other hand, when limited to first-order languages, our approach preserves the completeness result for a subclass of programs and uses $\Sigma$-unification employing the underlying term machine (instead of narrowing) as operational semantics.

Comparing our approach with the one of [SuYo] (which is the closest one to ours) the advantage we have is the ERROR value indicating the inability of telling whether two terms are $E$-unifiable, in contrast to the semantic unification which will answer "not $E$-unifiable" in such cases. The approach of [BBLM] seems to build too many levels of (difficult to work with) abstraction while our has a relatively simple construction.

Future work which can originate from our studies includes:
1. Sufficient conditions for validity which can be checked in compile time.
2. Exploration of other ways of amalgamation, based on the same principle of re-using the components.
3. Polymorphic-like type discipline for the amalgamated language.
4. "Modular" semantics - defined in terms of the semantics of the components - this will include the semantics of higher order functions.
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