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General

Affiliation:
Department of Computer and Information Science
Linkoping University and Institute of Technology
S-58183 Linkoping, Sweden
Phone +46 1328 1408
Fax +46 1328 5868

E-mail ejs@ida.liu.se

Home:

Sédra Vagen 32
S-58245 Linkoping, Sweden
Phone +46 1312 1264

Personal:

Born on October 24, 1945 in Oskarshamn, Sweden
Citizen of Sweden
Married, two children (born 1973 and 1976)

Languages:
Native speaker of Swedish
Speaks, reads and writes English fluently
Speaks, reads and writes French almost fluently
Can read, and participate in dialogue in German

Can read everyday (“newspaper”) and technical texts in Italian

Education:
Graduation examination (“studentexamen”, baccalauréat
equivalent) from Katedralskolan i Uppsala, 1963
Filosofie kandidatexamen, Uppsala university, Sweden, 1964
Filosofie licentiateramen, Uppsala university, Sweden, 1966

Filosofie doktorsgrad, Uppsala university, Sweden, 1969

Honors:
Royal Swedish Academy of Sciences, Award to outstanding
young researcher, 1969
Royal Swedish Academy of Engineering Sciences, Chester Carlson
Prize, 1985



Positions:

Member of ’Forskningsberedningen’, the Research Advisory
Committee of the Swedish Minister of Education

Prorector of Linkoping University

Vice-chair of Section XII (Information Technology) of the
Swedish Academy of Engineering Sciences

Member of the Scientific Advisory Committee of the INRIA,
Institut National de Recherche en Informatique et en Automatique,
France

Member of the Scientific Advisory Committee of the DFKI,
Deutsches Forschungsinstitut fiir Kiinstliche Intelligenz,
Germany

Member of the Board of the SITI,
Swedish Information Technology Institute.

Academic Memberships:
Member, Royal Swedish Academy of Engineering Sciences
Member, Royal Swedish Academy of Sciences
Fellow, American Association for Artificial Intelligence
Fellow of the ECCAI (European Coordinating Committee for

Artificial Intelligence)
Member of professional organisations including the IEEE and the ACM

Present employment:
Professor of Computer Science (full professorship position),

Linko6ping University, Sweden, since 1975

Employment history:
Teaching assistant, Uppsala University, 1965-66
Research assistant, Stanford University, 1966-67
Research assistant, Uppsala University, 1967-69
Assistant professor (“docent”), Uppsala University, 1969-74

Extended visits at other universities:
Visiting researcher, Stanford University, March-July, 1970
Visiting associate professor, M.I.T., 1974-75
Visiting researcher, Stanford University, June-August, 1975
Visiting researcher, Stanford University, June-August, 1988
Visiting researcher, LAAS-CNRS, Toulouse, Nov 1993—-Oct 1994



Conferences:

General chairman, International Joint Conference on Artificial
Intelligence, 1975 (Tbilisi)

Local arrangements chairman, European Conference on A.I., 1990

Co-program chair, International Conference on Knowledge
Representation and Reasoning, 1991

General chair, International Conference on Knowledge
Representation and Reasoning, 1994

Also conference chair for several smaller conferences or workshops.

Editorial board membership for scientific journals:

Electronic Transactions on Artificial Intelligence (Editor-in-Chief)
Artificial Intelligence

Artificial Intelligence Communications

Computational Intelligence

Fundamenta Informaticae

Journal of Applied Non-Classical Logics

Applied Artificial Intelligence

Decision Support Systems

Information Systems



Present Research Activities

My scientific activity at present (1999) is devoted to two main goals:

The WITAS Project:

I am the director of the Wallenberg Laboratory for Information Technology
and Autonomous Systems (WITAS), where we do research on intelligent, au-
tonomous airborne vehicles. This includes research on autonomous decision-
making, knowledge representation for the purpose of modelling road-traffic
scenes being observed by the UAV, computer vision techniques for use in
the on-board system, computer architecture for the same purpose, human-
machine interaction for the dialogue with the on-board computer system,
simulation and visualization techniques, and more.

The project started in 1997 and is scheduled to end at the end of 2003. The
total funds for the project were 40 MSEK (million Swedish Crowns) for the
three-year period of 1997-1999, and 105 MSEK for the four-year period of
2000-2003.

As principal investigator it is my responsibility to define the overall goals
and modes of operation of the project, to present the project to its sponsors
and to other interested parties, and to negotiate the participation of research
groups, both in Linkoping and elsewhere.

For additional information about WITAS, please refer to the project’s web
page at http://www.ida.liu.se/ext/witas/.

The Electronic Transactions on Artificial Intelligence:

The Electronic Transactions on Artificial Intelligence (ETAI) is a novel kind
of electronic journal, where we integrate the journal in the classical sense
with an open reviewing system, on-line discussions about each submitted
article, and information and communication services for researchers in par-
ticipating research specialties. For additional information about the ETAI,
please refer to its web page at http://www.etaij.org/, and in particular
to reference [72] which is published in that journal itself.

The development of the ETAI has also caused me to be involved of relat-
ed issues, ranging from principles of quality control principles, copyright,
and preservation in on-line electronic publishing, and to the design of soft-
ware systems that can support modern, web-based publishing of scientific
journals.



Past and Recent Research Contributions

I have been actively involved in basic research in the following topics areas
within computer science.

e Knowledge representation, especially non-monotonic logic, temporal
reasoning, and planning (1970-1974 and 1984-present). This has been
my major research interest through the years.

e Heuristic-search approaches to planning (1968-1972)

e Computational paradigms for A.I. (Logic-based PLANNER-like lan-
guages; partial evaluation) (1968-1975)

e Design of programming environments and software development envi-

ronments (1975-1980)
e Design of “intelligent” office information systems (1975-1983)
e Research communication software (1997-present)

In addition I have been involved in industrial application projects in several
areas, including most recently in manufacturing robotics (1984-1986) and in
co-driver systems for automobiles in the PROMETHEUS project (1987-1991).

Main achievements in knowledge representation:

Reasoning about actions and change.

My work on reasoning about actions and change, or the so-called “frame
problem” in artificial intelligence, has produced the following results:

1. The first identification, in 1972, of the use of non-monotonic logic for
dealing with the “frame problem”, and of the difficulties which result
such as the occurrence of multiple extensions[17].

2. The “action structures” approach to planning of discrete actions while
also allowing concurrent actions [27], and the use of this approach for
analysis of cyclic plans with concurrency [28].

3. A novel non-monotonic entailment method for dealing with the frame
problem in the presence of non-initial observations, namely filter pref-
erential entailment [30]. This method is now widely accepted.

4. Extension of standard approaches to the frame problem, which apply
for discrete time and discrete-valued fluents, to the case of continu-
ous time and continuous-valued fluents. The approach was to em-
bed differential calculus in a first-order, non-monotonic temporal logic
[29,30,32].

5. The method of occlusion for representing the effects of nondetermin-
istic actions evolved in the context of the previous item. It has later
been adopted by several key researchers in the field (Lifschitz, del Val,
others).



Systematic methodology for reasoning about actions and change.

In 1994 I finished a book on nonmonotonic logic for temporal reasoning
and planning, entitled Features and Fluents. The book, which was published
by Oxford University Press [1], contains a systematic and crisp exposition
of the topic as well as an in-depth overview of major current approaches.
Most importantly, however, it proposes a new (at the time) methodology for
research in the area, and the new approach is defined, motivated, and used
extensively in the book.

Briefly, I address the following question: ‘For a given, proposed nonmono-
tonic logic of actions and change, what is the range of correct applicability
of this logic?’. In other words, the results are assessments of the range of
applicability for a number of logic-based methods, previously proposed ones
as well as new ones. This approach is based on precise definitions of intend-
ed models, and on the establishment of a taxonomy of reasoning problems
whereby the range of applicability can be expressed.

Since a new methodology is only interesting when new results have been
obtained with it, it was necessary to choose the monograph form for the
presentation of this work. The book therefore constitutes the original pub-
lication of a number of new results, in place of the usual publication by
conference or journal articles. (This is the reason for the small number of
publications especially in the 1991-1992 period).

The book also subsumes and extends some of my own previous results in the
area, in particular those reported in the papers [8], [17], and [27] through
[32]. Additional, original results from the book then appeared in conference
articles [33,63,66], a journal article [34], and an article in the Handbook of
Artificial Intelligence and Logic Programming.

The range of applicability results in the book were all concerned with the
case of strict inertia, without ramifications or qualifications. Later articles

use the same technique for addressing entailment methods for ramification
[62,68,69,71].

Characterization of autonomous agents.

My most recent development of the work on reasoning about actions and
change, as described above, has been to use it for characterizing the architec-
ture and design of autonomous agents, in particular robotic agents (agents
in the real world). This topic was first addressed in [64,65,67] besides in
the introductory chapters of the book “Features and Fluents”. The sys-
tematic derivation or validation of a high-level, discrete action description
from a low-level, continous action description was addressed in [57] and [70].
An approach to the description of hierarchical, goal-directed behavior was
described in [59].

The logic-based approach to robotic agents that has evolved through the
works described so far has been condensed and stated in closed form in an
ETALI reference article [60].



Other aspects of logic in KR and AI

1. A comprehensive encoding of natural language information in first
order logic [4,15,37].

2. A characterization of a restricted non-normal default logic [8] and its
use for expressing multiple inheritance with exceptions [9].

3. Development of discontinuity equations as a method for precise charac-
terization of the transformation from continuous to discrete description
in hybrid systems [31].

4. Initial work on the semantics for a non-monotonic logic with an explicit
default operator D [48,49].

5. A computational method for planning, based on partial temporal mod-
els [31].

Main achievements in other areas:

Heuristic search and planning. This work [2] developed methods for
heuristic search in a stochastic environment. Done in 1969, it extended the
General Problem Solver (one of the earliest Artificial Intelligence research
systems) in a way that the modern reader will recognize as a Markov Decision
Process approach. This work passed unnoticed at the time, but Markovian
techniques have been applied to the STRIPS problem solver (a successor of
the GPS) since the mid 1980’s.

In [36] I addressed heuristic search where one problem (seen as a state) may
result in a conjunction of sub-problems which all must be solved.

Computational paradigms for A.I. This work addressed the question of
efficient and systematic implementations for the logic based techniques that
were developed and used in the previous topic area.

1. The early publication [10] decribes a PLANNER-like (i.e. rule-based)
system based on what is today understood as a terminological language
with a recursion capability.

2. Proposal for a practical implementation technique for function closures
in Lisp (funarg:s)[35]. This proposal was adopted in most major
Lisp implementations, and a similar solution is used in the modern
CoMMONLISP standard.

3. In connection with our use of first-order logic to encode natural lan-
guage information in the early 1970:s (previous area, item 1), I devel-
oped methods to automatically translate a subset of FOPC (essentially
Horn clauses) to corresponding LISP programs [16,5]. The use of func-
tion closures (see previous item) is crucial for the method.

4. As one of several concurrent and independent researchers, I also de-
veloped partial evaluation as a technique for compilation of (special
purpose) programming languages [5,6,7].

The work on partial evaluation was continued by several researchers in our
department (Haraldsson, Emanuelsson, Komorowski), and [6] is a standard



reference in its field. My own active involvement ended in 1976.

Programming environments and software development environments.
This work concerns how A.L.-style computational paradigms on different lev-
els can also be used in practical circumstances. The issue includes both A.I.-
style programming languages such as LiSP, and higher-level computational
paradigms in A.IL such as those based on logic.

1. Overview papers on LISP programming systems [7,18,19,33].

2. An implemented software system architecture consisting of a number
of “environments” which serve one user each, and which communicate
by message-sending [23,24]. This architecture was developed for the
purposes of intelligent OIS as described next below.

3. Design of a concise software architecture for a general purpose com-
mand handler, based on multiple inheritance principles [25].

Prototyping, Workflow, Intelligent office information systems.
Our work in this area actually started early with the development (and lo-
cal promotion) of prototyping as a system development technique already
in 1973-75. (At the time we did not think it was worth publishing inter-
nationally, but of course it has become more popular since). The research
continued with several aspects including methodology, software tools, and
formal specification techniques. The following were the main items.

1. Development of a specification method and software development tool
for “information transport” systems, i.e. systems where an information
object is moved along a chain of successive stations or offices in the
organization, with some processing and/or delay taking place at each
station[21,46]. This method was then transferred to practical use in
the university hospital[41,42,43,44]. This work was done in 1979-1982,
and introduced several essential concepts of what is today recognized
as 'workflow’ techniques.

2. Development of stepwise structuring as an appropriate technique in
particular for situations involving multiple presentation media[26].

3. Development of a prototype O1S, based on the software development
environment of the previous topics [22,40,46].

4. A method for formal description of operations in information manage-
ment systems, i.e. editing operations in a data structure [45].

Work in this area has continued in our department with other group leaders;
my own involvement ended in 1983.

Research communication software.

The introduction of the Electronic Transactions on Artificial Intelligence,
ETAI and its associated communication and bibliographic services has re-
quired the development of a range of software tools. It is yet too early to
report on this as research; so far it has had mostly an instrumental charac-
ter. To some extent it may be seen as a continuation of my earlier work on
intelligent office information systems, but it differs through the use of a new



application angle and, very importantly, because of new and much more fa-
vorable conditions that are offered by the World-Wide Web. Reference [58]
is a first article that arguably belongs to this category; it described how we
proposed to integrate structured data in an HTML-like framework.

Research leadership:

I was in charge of general research coordination in our department since
Computer Science started in Linkoping in 1975, and until 1990. During
that period the department grew from zero to a department with more than
20 faculty members and guest researchers, and 150 employees, most of them
graduate students.
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Own journal articles until 1994
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computing systems. North-Holland, 1983.
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[54] James Allen, Richard Fikes, and Erik Sandewall, editors. Principles
of Knowledge Representation and Reasoning. Proceedings of the second
international conference. Morgan-Kaufmann, 1991.
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[56] Christer Backstrom and Erik Sandewall. Current trends in AI planning
(Workshop proceedings). 10S Press, 1994.



Own journal articles since 1995
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tions from their low-level definitions. Artificial Intelligence Communi-
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International Symposium on Methodologies for Intelligent Systems, pages
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tecture of autonomous robots. In G. Rzevski, J. Pastor, and R.A. Adey,
editors, Artificial Intelligence in Engineering VIII, pages 3—6. Computa-
tional Mechanics Publications/ Elsevier, 1993.

[65] Erik Sandewall. Nonmonotonic temporal logics and autonomous agents:
each contributes to the rigorous basis of the other. In O. Herzog et al,
editor, Grundlagen und Anwendungen der Kunstlichen Intelligenz. Proc.
German A.I. conference. Springer Verlag, 1993.

[66] Erik Sandewall. Systematic assessment of temporal reasoning methods
for use in autonomous agents. In Z. Ras, editor, Proceedings of ISMIS
1993. Springer Verlag, 1993.

[67] Erik Sandewall. La sémantique des agents autonomes. In 9e Congreés
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In J. van Leeuwen, editor, Computer Science Today. Springer Verlag,
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1995.

[69] Erik Sandewall. Assessments of ramification methods that use static
domain constraints. In International Conference on Knowledge Repre-
sentation and Reasoning. Morgan Kaufmann, 1996.

[70] Erik Sandewall. Relating high-level and low-level action descriptions
in a logic of actions and change. In Oded Maler, editor, Hybrid and
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Own articles about research publication

[72] Erik Sandewall. Publishing and reviewing in the etai. editorial note.
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Invited Lectures, 1992-1994

Invited lectures since 1994 to be added (apologies for the incompleteness).

Invited tutorial lectures:

Summer School on Partial Semantics and Non-monotonic Reasoning, Linkoping,
25-29 May, 1992: Dynamic reasoning in A.I: Aspects of partial descriptions
and non-monotonic reasoning.

Summer School on Temporal Reasoning, Bolzano, Italy, 13-17 July, 1992:
Dynamic reasoning in A.I: Reasoning about time and action in dynamical
systems with inertia.

Fourth European Summer School in Logic, Language, and Information, Uni-
versity of Essex, England, 24-28 August, 1992: Nonmonotonic reasoning
about time and action.

First International Conference on Temporal Logic, Bonn, Germany, 11-14
July, 1994: Reasoning about actions and change.

Invited lectures at conferences:

ECAI’88 (European Conference on Artificial Intelligence), Munich, Ger-
many, 10 June 1988: Future Developments in Artificial Intelligence.

AICS’92 (Annual meeting of the Irish A.L society), Limerick, Ireland, 10
September 1992: The Frame Problem — Past, Present, and Future.

IIT Convegno AI*IA (Italian Annual A.I. meeting), Genoa, 5 November,
1992: The role of logic in the design of intelligent real-time systems.

ISMIS’1993 (International Symposium of Methodology of Intelligent Sys-
tems), Trondheim, Norway, 15-18 June, 1993: Systematic assessment of
temporal reasoning methods for use in autonomous agents.

AIENG 93 (8th International Conference on Artificial Intelligence in Engi-
neering), Toulouse, France, 29 June — 1 July, 1993: The role of temporal
reasoning subsystems in the architecture of autonomous robots.

KI 93 (German A.I conference), Bonn, September 15, 1993: Nonmonotonic
temporal logics and autonomous agents: each contributes to the rigorous
basis of the other.

RFIA (9¢ Congrs Reconnaissance des Formes et Intelligence Artificielle),
Paris, France, 11-14 January, 1994: La smantique des agents autonomes.

Invited lectures at other research institutes and research projects
(1992-1994):

LAAS-CNRS, Toulouse, France, 6 November 1992: Systematic assessment
of non-monotonic entailment criteria for reasoning about time and action.



Pontificia Universidad Catdlica de Chile, Santiago, Chile, 5 and 6 January,
1993: Intelligent Autonomous Systems: How to combine the perspectives of
artificial intelligence, control engineering, and real-time systems.

GIA, Universit de Marseille — Luminy, France, 25 January, 1994: Evalua-
tion systmatique de certains logiques pour l'action et le changement.

IRIT, Toulouse, France, 27 January, 1994: La recherche contemporaine
sur le frame problem, la ramification, la qualification et le traitement des
surprises.

LIPN, Unwersité Paris-Nord, France, 3 May, 1994: Same topic as the pre-
vious one.

Département d’Informatique, Université de Technologie de Compiégne, France,
4 May, 1994: La représentation arborescente du temps metrique.

InterPRC project, Toulouse, France, 2 June, 1994: Persistence non-stricte:
quelles sont les suppositions naturelles et par lesquelles sera possible une
analyse systematique?.



