
















































































































4:1 Introduction

Figure 4.1: A view of the simulated environment.

development of a decision-making system capable of making complex
decisions and to pursue long term goals.

Because of the safety-critical nature of the work most of the testing
has being made using simulated UAVs in simulated environments, even
though real image data has been used to test the vision module. In a
second phase of the project, however, the testing will be made using
real UAVs.

For additional information about the WITAS project see [52].

4.1.2 General system architecture

The general architecture of the system is a standard three-layered ar-
chitecture consisting of:
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4 Anchoring in UAV performing tra�c surveillance tasks

Figure 4.8: The simulated scenario for our examples.
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4:8 SIM at work

Figure 4.10: A car after the vision module has zoomed in on it.
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4:8 SIM at work

Figure 4.11: The followed car has just turned from the road starting
at the bottom of the image to the road going to the left.
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4 Anchoring in UAV performing tra�c surveillance tasks

Figure 4.12: The followed car disappears under a bridge and a similar
car appears at its place over the bridge.

Figure 4.13: Several cars similar to the car that has disappeared move
along the roads, but the SIM correctly reidenti�es the car when it
reappears from under the bridge.
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4 Anchoring in UAV performing tra�c surveillance tasks

Figure 4.14: The car disappears under a tunnel and it is reidenti�ed
at the exit of the tunnel with the intervention of the deliberative layer.

Finally let us consider the case when the car disappears into a
tunnel, Fig. 4.14 (left). In this case the SIM retrieves the information
that there is a tunnel at that point in the road, but instead of dealing
with the occlusion itself, it reports the disappearance to the reactive
executor. The reactive executor, in turn, reports the disappearance
to the planning module and the planner creates an appropriate plan
taking into consideration possible behaviors of the car such as slowing
down in the tunnel and making a u-turn. The UAV moves to the
other end of the tunnel and the car is reidenti�ed when exiting from
the tunnel, Fig. 4.14 (right).

4.8.3 Event recognition

In this last example we consider the case of recognition of an episode.
The recognition of an episode is implemented in the reactive executor,
however the recognition of the single events and activities is part of the
SIM functionalities. The recognition of events and activities consists
in checking the values of properties of anchored objects. In this sense
it is related to anchoring even if it is not anchoring in the proper sense.

We present here the recognition of a \give way" episode and of
the events and actions composing it. In this episode a car stops at
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4:8 SIM at work

Figure 4.15: The event other-car-in-crossing is recognized (left). The
event car-beside is recognized (right).

a crossing and lets one or more cars pass before starting to move
again. The car needs to be anchored and the second functionality of
anchoring (tracking) needs to be active. The steps in the recognition
of the episode are the following:

� when the car is at less than 50 meters from the crossing, the
activity near-crossing is recognized;

� when the speed of the car is below 0.2 m/s the car-stop activity
is recognized;

� the activity other-car-in-crossing is recognized, Fig. 4.15 (left);

� �nally the event passed-crossing is recognized.

Two of the activities and one of the events involve just the anchored
and tracked car. However the last activity, other-car-in-crossing, in-
volves the recognition of another car. This new car also needs to be
anchored and it is referred in relation to the tracked car as being a car
that is di�erent to the tracked car and that it is at a crossing. Another
example of activity recognition involving two cars is the recognition of
the activity car-beside, see Fig. 4.15 (right). In this case the tracked
car is the car in the lane above and the other car is referred by the
deictic property of being the car beside the tracked car.
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4:9 Open problems

Figure 4.16: More realistic simulation environment.
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6:2 Future work

Figure 6.2: The �Orebro University robot participating in a Swedish
traditional bu�et. Courtesy of AASS, http://www.oru.se/forsk/aass/,
�Orebro University.
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