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Abstract. Second-order quantifier elimination in the context of classical logic emerged
as a powerful technique in many applications, including the correspondence theory, rela-
tional databases, deductive and knowledge databases, knowledge representation, common-
sense reasoning and approximate reasoning. In the current paper we first generalize the
result of Nonnengart and Szatas [17] by allowing second-order variables to appear within
higher-order contexts. Then we focus on a semantical analysis of conditionals, using the
introduced technique and Gabbay’s semantics provided in [10] and substantially using
a third-order accessibility relation. The analysis is done via finding correspondences be-
tween axioms involving conditionals and properties of the underlying third-order relation.
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1. Introduction

Second-order quantifier elimination in the context of classical logic emerged
as a powerful technique in many applications, including the correspondence
theory [9, 16, 17, 19, 22, 23, 24, 25], relational databases [8, 13], deductive
and knowledge databases [4], knowledge representation, commonsense rea-
soning and approximate reasoning [5, 6, 7, 15] (for a comprehensive overview
of the area see [11]). All of the quoted results are based on elimination of
predicate variables from formulas of the classical second-order logic. On the
other hand, some important semantical phenomena have their natural coun-
terparts in higher-order logics. It is then desirable to provide tools dealing
directly with higher-order contexts.

In the current paper we first generalize the result of Nonnengart and
Szalas [17] by allowing second-order variables to appear within higher-order
contexts. Up to now the only technique allowing one to deal with higher-
order contexts has been considered in [18]. However, the considerations
of [18] have been restricted to the elementary set theory. In the current paper
we work with higher-order relations assuming their standard semantics only.
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As a case study showing usefulness of the introduced technique we con-
sider the semantics of conditionals. Conditionals have been studied by many
authors (see, e.g., [2, 10, 14, 21]). In [10] Gabbay has argued that condition-
als require the use of a third-order relation. Namely, a conditional statement
«a > (8 asserts that § follows from « under “certain” conditions, which de-
pend on the meaning of @ and 8 and on the properties of the world in which
a > [ was uttered. This leads to the following semantics of a« > (3 (for
a closer explanation see [10] and Section 3.2 below):

s E a > g iff for all ¢ such that R(a(u), 3(v),s,t), we have t = a — 3,

where s,t are worlds and R is an accessibility relation. Using this se-
mantics we can find correspondences between axioms involving conditionals
and properties of R. For our purposes an adaptation of the modal corre-
spondence theory (see, e.g., [24, 25]) is suitable. In fact, we shall apply
the method based on elimination of second-order quantifiers, as done, e.g.,
in [9, 22, 17, 3].

To illustrate the technique consider the axiom (TRUE > a) — a. Ac-
cording to Gabbay’s semantics, this axiom is equivalent to

VAVz[Vy(R(TRUE, A(v), z,y) — A(y)) — A(z)].

The third-order context is obvious here. For a more comprehensive treat-
ment of this axiom see Example 3.5.

The paper is structured as follows. Section 2 provides a generalization of
the Ackermann’s lemma of [1] and the fixpoint theorem of Nonnengart and
Szalas [17] to the case of higher-order contexts. Even if the Ackermann’s
lemma is a special case of the fixpoint theorem, we consider it separately,
as it does not make use of fixpoints. In Section 3 we recall the language
of conditionals together with Gabbay’s semantics and show applications of
the introduced technique to the semantical analysis of conditionals. Finally,
Section 4 concludes the paper.

2. Second-Order Quantifier Elimination in Higher-Order
Contexts

Let us first introduce the notion of higher-order relations, where 2V denotes
the set of all subsets of a set U,

d_ef{U when n =1

PU) = 2P" ')  when n > 1.
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DEFINITION 2.1. For k € w and 1 < n € w, k-argument relations of order n
are defined to be subsets of Uy x ... x Uy, where, for 1 <i < k, U; = P*(U),
for some 1 < a; < n. Higher order relations over a set U are relations of
order n > 2.

Higher-order relation symbols denote higher-order relations. Higher-
order formulas are defined by extending the definition of the classical second-
order logic by assuming that higher-order relation symbols can occur wher-
ever the classical first-order relation symbols can.

We shall say that a relation S is compatible with relation X iff S and X
have the same arities and respective arguments are of the same order. <

DEFINITION 2.2. By a model we understand a pair M def (Z,V), where T
is the classical (first-order) relational structure and V is an assignment of
domain elements to individual variables, relations to first-order variables and
higher-order relations to compatible higher-order relation symbols. By a™
we understand a higher-order relation of M which is the interpretation of «
in M.

Let M be a model. We shall say that a formula a(X) is up-monotone
(respectively down-monotone) w.r.t. a relation symbol X in M iff for all
relations R, S of M compatible with X, if R C S then o™(R) C a™(9)
(respectively, a™(S) C o™ (R)). <

Let a(x,y) be a higher-order formula, X (z) be a (higher-order) relation,

X(z)

~v(Z) be a (higher-order) formula with all free variables being z. Then « )

denotes the formula obtained from « by substituting all subformulas of the
form X (t) by ().

The following Ackermann-like lemma allows us to deal with relations of
arbitrary order.

LEMMA 2.3. Let X be a predicate variable and a(z, z), 5(X) be formulas
with relations of arbitrary order, where the number of distinct variables in
Z is equal to the arity of X. Let a contain no occurrences of X.

If 3(X) is up-monotone w.r.t. X then

IX{VI[X(3) = a(@, )] A B(X)} = BN (1)
If 3(X) is down-monotone w.r.t. X then
IX{Va[a(3,2) - X@)] A BX)} = BT, (2)

where variables of z in formulas a(z, z) of equivalences (1) and (2) are treated
as parameters. 4
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The above lemma does not make use of fixpoints. In the following the-
orem, extending the fixpoint theorem of Nonnengart and Szalas [17], by
[LFp X (Z).a(X, 7, Z)] and [GFP X (Z).a(X, Z, Z)] we denote the least and the
greatest fixpoint of a(X,z, 2), i.e., the least and the greatest (w.r.t. inclu-
sion) relation satisfying X (Z) = «(X, Z,z). We shall only use this notation
in contexts where the least and the greatest relation exist.

The following theorem generalizes the one given in [17].

THEOREM 2.1. Let X be a predicate variable and a(X, z, z), B(X) be formu-
las with relations of arbitrary order, where the number of distinct variables
in T is equal to the arity of X. Let o be up-monotone w.r.t. X.

If B(X) is up-monotone w.r.t. X then

IX{VE[X (Z) — (X, 2,2)] A B(X)} = B(X)T) o (3
If B(X) is down-monotone w.r.t. X then

X(z)
B(X)[LFP X(;E),a(X,i‘,Z)](a_f)' (4)

IX{Vz[a(X,z,2) — X(T)] A B(X)}

PrROOF.  We prove equivalence (3). A proof of (4) can be carried out
similarly. Let M = (Z,V) be a model.

(=)
Assume that M = IX{VZ[X(Z) — a(X,Z,2)] A 3(X)}. Thus, there is V'
extending V to cover X, such that

(I,V EVZ[X(Z) — a(X,7,2)] A B(X),

from which we obtain (I,V') E Vz[X(Z) — «(X,Z,z)]. Note that, by
assumption, «(X,,z) is up-monotone w.r.t. X. Therefore we also have
that (I,V') = Vz[X(z) — [GFP X (2).a(X, T, 2)]].

Since, by assumption, 3(X) is up-monotone w.r.t. X, we have

X(z)
(V) E B (e x(2).a(x.29)(3)°
x(z
Observe now that formula B(X)[G(;CP)X(E:).a(;E,E)](i)
currences of X (all such occurrences are bound by the fixpoint operator),
which implies that ¥V and V' are equal on its variables. In consequence,

does not contain free oc-

X(z)
ME BX) e x(2).a(X.2.2](2)°
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(=)

Assume that M = ﬁ(X)X(f)

[GFPX(@),Q(X@,E)K@. Deﬁne

X (z) € [Grr X (7). X, 7, 2)](2).

Then, since X is a fixpoint of a(X, Z, Z), we have that
MEVI[X(Z) = a(X, T, 2)),

from which M =Vz[X(z) — o(X, z, 2)].
By assumption, M = §(X) holds. Thus we have exhibited X such that
M EVZ[X(Z) — a(z, 2)] A B(X), i.e., we have that
M E3IX{VZ[X(Z) — a(z,2)] ABX)}. ]

REMARK 2.4. Observe that Theorem 2.1 subsumes Lemma 2.3. Namely if
the formula «(X, Z, z) in (3) and (4) does, in fact, not contain X then

[GFP X (Z).a(X, Z, 2)] = [LFP X (Z).a(X, T, 2)] = (X, T, 2)

and Theorem 2.1 reduces to Lemma 2.3. We consider Lemma 2.3 separately,
as it simplifies the results. <

3. Conditionals

3.1. Introduction

A conditional is an expressions of the form “if then” (see, e.g., [2, 10, 14, 21]).
There are various kinds of conditionals that fit into that pattern, such as
counterfactual conditionals “if it were the case that « then it would be the
case that 87 with a being FALSE in the actual world, causal conditionals “if a
then causally 87, etc. What is common to all these constructions is that the
antecedent is connected to the consequent in such a way that the antecedent
represents a condition or a context for the consequent or vice versa.
Beginning with work of Stalnaker and Lewis [20, 14] several formal treat-
ments of conditionals have been proposed. Most of them are based on the
notion of similarity between possible worlds. Basically, a conditional a > (3
is TRUE in a world s if and only if 3 is true in every a-world most similar
to s. Of course, there are many choices as to the properties of similarity
between worlds (for the discussion of possible choices see, e.g., [12]). For
example, the Burgess-Lewis semantics (see, [2]) is given by assuming a set
W of worlds and a ternary relation R(s,t,u) on W with the intuitive mean-
ing that t is more similar to s than u. A further requirement is that for all
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s € W, a binary relation Rs(t,u) obtained from R by fixing s, is irreflexive
and transitive.

In [10] Gabbay has argued that conditionals often require an approach
which differs from those quoted above. In his approach a conditional state-
ment o > [ asserts that § follows from « under “certain” conditions, which
depend on the meaning of o and § and on the properties of the world in
which a > [ was uttered. For example, saying “if I were the president,
I would have withdrawn from the East” one means that, the political situa-
tion being the same, § follows from «. So in order to falsify that statement,
one has to present a possible world where both the general political situation
is the same and I am president but where I do not withdraw from the East.

Generally, whenever a statement a > [ is uttered at a world s, the
speaker has in mind a certain set of statements A(«, 3, s) which is supposed
to remain true and the speaker wants to express that in all worlds validating
A, formula o« — ( must hold. The set A depends both on « and g3, for
consider the statements:

1. if New York were in Georgia, then New York would be in the South
2. if New York were in Georgia, then Georgia would be in the North.

Clearly, in the first sentence “Georgia is in the South” must retain its truth
value and in the second “New York is in the North” must retain its truth
value.

In the next sections we shall discuss semantical issues of conditionals
and show applications of second-order quantifier elimination techniques in-
troduced in Section 2. Herzig [12] has been the first author who applied
such techniques (in fact, the SCAN algorithm of [9]) to the analysis of condi-
tionals. Here, however, we deal with third-order relations which are out of
scope of SCAN.

3.2. Language and Semantics

The language of conditionals assumes a basic logic, say £, and extends it’s
syntax by assuming that o > 3 is a formula, if & and § are. In what follows
we shall assume that £ is the classical propositional calculus with V as the
set of propositional variables and {—, V, A, —, =} as the set of propositional
connectives.

The truth value of « > (3, proposed in [10], is the following;:

a > 3 is TRUE at s iff in all possible worlds in which A(«, 3, s) and
«o are TRUE,  is also TRUE.



Second-Order Quantifier Elimination in Higher-Order Contexts ... 43

If we take [J to mean the modal necessity we get:

oz>ﬁisTRUEatsiffD( /\ 5—>(a—>ﬁ)).
deA(a,B,s)

In order to avoid possibly infinite conjunctions, one can use a (third-order)
relation R(X,Y,z,y), where X,Y are sets of worlds and z,y are worlds,"
and define

«a > (3 is TRUE at s iff & — [ is true in all worlds ¢,
where R(a(u), 5(v), s, t) holds,

where u and v are fresh free variables. We understand «o(u) and ((v) as
characteristic formulas for sets of worlds in which these formulas are true.
For example, a(u) represents the set {u | a(u) holds }. In what follows
we sometimes abuse notation and use set inclusion on formulas, identifying
inclusion with the corresponding implication.

The semantics of conditionals can now be defined more precisely,

s = a > g iff for all ¢ such that R(a(u), 8(v),s,t), (5)
we have t = a — .

Finally, based on (5) we define a translation of formulas involving con-
ditionals into the formulas of the classical first-order logic. This translation
provides a precise semantics of conditionals.

DEFINITION 3.1. The translation T(a, ), where « is a formula and = is
a world, is defined recursively:

T(o,x) e A(x),where a € Vp is a propositional variable and A is

a unary relation symbol corresponding to «

T (-, x) & T (o, )

T(ao S, x) def T(a,x) o T(B,x), where o € {—=,V,\,—,=}

T(a > B,2) © Vy[R(A(u), B(v), z,y) — (T(ayy) — T(5,y))].

where u, v are fresh variables. <

In order to find correspondences between axioms involving conditionals
and properties of the considered accessibility relation we consider third-order
formulas of the form

VAVz [T (o, z)],

!The intuitive meaning of relation R(X,Y,z,y) is that the world y is accessible from
the world z relative to X and Y.
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where « is the considered axiom and A is a sequence consisting of all re-
lation symbols corresponding to propositions in A and introduced by the
translation 7T'.

3.3. Applications of Second-Order Quantifier Elimination Tech-
niques

In order to apply Lemma 2.3 and Theorem 2.1 we need to know the mono-
tonicity properties of R(X,Y,s,t), where R is the accessibility relation re-
quired in (5).

We can first observe that whenever A implies A’ (in all worlds) then

(A">B)— (A> B)
should also hold, meaning that

Vy[R(A'(u), B(v),z,y) — (A'(y) — B(y))] —
vy[R(A(u), B(v), ) — (Aly) — B(y))]-

Therefore, in order to make sure that A(y) — B(y) will hold, we would
like to use the transitivity of implication and the facts that A(y) — A'(y)
and A'(y) — B(y). But the latter fact is guaranteed for those y that are
accessible from x via R(A'(u), B(v),z,y). Thus

R(A(u), B(v),z,y) € R(A'(u), B(v),z,y)
guarantees the desired property. We will then assume that
A C A implies R(A(u), B(v),z,y) € R(A(u), B(v),,y), (6)

which is up-monotonicity of R w.r.t. its first coordinate.
Also, whenever B implies B’ (i.e., B C B’) then (A > B) — (A > B’)
should also hold, which means that

Vy[R(A(u), B(v),2,y) — (A(y) — B(y))] —
vy[R(A(u), B'(v),2,y) — (Aly) — B'(y))]-

Similarly to the previous case, we can notice that
R(A(u), B'(v),z,y) € R(A(u), B(v),z,y)
guarantees that this formula indeed holds. We will then assume that
B C B’ implies R(A(u), B'(v),z,y) C R(A(u), B(v),z,y), (7)

which is down-monotonicity of R w.r.t. its second coordinate.
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Summarizing (6) and (7), we further on assume that R is up-monotone
w.r.t. its first argument and down-monotone w.r.t. its second argument. In
particular we make these assumptions in Examples 3.2— 3.6 below.

ExXAMPLE 3.2. Consider the axiom
a> o (8)
According to the semantics given by (5), axiom (8) is equivalent to
VAVz[Vy(R(A(u), A(v), z,y) — (A(y) — A(y)))]-

Since the A(y) — A(y) is a tautology, the above formula and therefore also
axiom (8), reduces to TRUE. <

ExAMPLE 3.3. Consider the axiom
(A B) = (a>p). (9)

According to the semantics given by (5), axiom (9) is equivalent to

VAV BYz [(A(x) A B(x)) — Vy(R(A(x), B(v), 2, y) — 0
(A(y) — B(w)))].
Formula (10) is equivalent to
~3A3B 32| A(x) A B(x) A y(R(A(u), Bv),2,9) A A(y) A=B(y)) |,

i.e., to

~3:3y3AIB [A(:c) A B(z) A R(A(u), B(v), z,y) A A(y) A ﬁB(y)} . (1)
According to our assumption (6), relation R(A(u), B(v),z,y) is up-mono-
tone w.r.t. A, therefore A can be replaced by TRUE and we obtain the
following formula equivalent to (11):

~323y3B [R(TRUE, B(v),z,y) A B(z) A ﬁB(y)} . (12)

Now observe that (12) is equivalent to

—Jz3y3B {Vz [ =z — B(z)] A R(TRUE, B(v),z,y) A ﬂB(y)} . (13)
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According to our assumption (7), formula
R(TRUE, B(v), z,y) A ~B(y)

is down-monotone w.r.t. B. Applying Lemma 2.3 we then obtain the fol-
lowing equivalent of (13):

—dxdy [R(TRUE, rT=0,2,Y) Ny # CL’:| )
which is equivalent to
VaVy [R(TRUE, T=0,2,Y) >y = x}
Slightly abusing our notation, the above formula is equivalent to
VaVy [R(TRUE, {a},z,y) >y = x]

Intuitively, our initial axiom (9) requires that the conjunction A A B implies
the conditional A > B. This means that A should imply B in all worlds
accessible from the current world via the relation R(A(u), B(v),z,y), i.e.,
that

Vy[R(A(u), B(v),2,y) — (A(y) — B(y))].

To see the connection we consider two cases.

If y = x then A(y) — B(y) holds since A A B holds in the current world
x which is the same as y.

If x # y then indeed R(TRUE, {z},z, y) should not hold for otherwise we
could construct a model for A A B and —(A > B), consisting of two worlds
{z,y} with z being the current world, and satisfying A(x), A(y), B(z) and
—B(y). Now the set of worlds satisfying A would be {z,y} and the set of
worlds satisfying B would be {x}. Thus R(A(u), B(v),x,y) is equivalent to
R({z,y},{z},z,y). If this was true then y would be accessible from z and
A(y) — B(y) should be TRUE, which is not the case since A(y) is TRUE and
B(y) is FALSE. <

ExAMPLE 3.4. Consider the axiom
(o > TRUE) — —av. (14)
According to the semantics given by (5), this formula is equivalent to

VAVz[Vy(R(A(u), TRUE, z,y) — (A(y) — TRUE)) — —A(x)],
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i.e., to VAVz[-A(x)], which, even without eliminating VA, can be easily seen
to be equivalent to FALSE. Therefore there is no frame satisfying axiom (14).
On the other hand, (14) should be valid for counterfactuals. Therefore this
example shows that, in some cases, counterfactuals cannot be adequately
captured by the semantics we consider.

It would be interesting to check what formulas o would make the axiom
(14) satisfiable in a frame. We are then interested in checking which formulas
A satisfy in the current world x

Vy(R(A(u), TRUE, z,y) — (A(y) — TRUE)) — —A(x), (15)

and these are exactly those which satisfy —A(z), since formula (15) is equiv-
alent to = A(x), which is what should have been expected. <

ExXAMPLE 3.5. Consider the axiom
(TRUE > a) — a. (16)
According to the semantics given by (5), this formula is equivalent to
VAVz [Vy(R(TRUE, A(v),z,y) — A(y)) — A(aj)},
i.e., to
—-Jdz34 [Vy(—\R(TRUE, A(v),z,y) V Ay)) A ﬂA(m)] .

and further to

—-Jz3A4 [Vy(—\R(TRUE, A(v),z,y) V Ay)) AVz(A(z) — x # z)} (17)
Observe that due to the assumption (7), formula “R(TRUE, A(v), z,y)VA(y)

is up-monotone wrt A. Therefore we can apply Lemma 2.3 and obtain the
following formula equivalent to (17):

—32Vy(~R(TRUE, z # v,z,y) V& # ¥). (18)
Formula (18) is itself equivalent to
VxEIy(R(TRUE, x#v,r,y) N = y),
i.e., to Vx (R(TRUE, T #v,, w)) or, slightly abusing notation, to
Vz (R(TRUE, —{z},z,2)),

which is a form of reflexivity R(A, B,z,x) for all A and all B such that
x ¢ B (due to the down-monotonicity of R w.r.t. its arguments).

Since TRUE > TRUE is a tautology, combining this fact with our result
we have that R(A, B, x,z) validating axiom (16) holds for any formulas A
and B and any world =x. <
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EXAMPLE 3.6. Consider the axiom
((a > —a) — —a) — (o > FALSE). (19)
According to the semantics given by (5), this formula is equivalent to
VA (Vy(R(A(u), ~A(v), 2,5) = (Aly) = ~A(y) — ~A(z)) —
Vz[R(A(w), FALSE, x, z) — (A(z) — FALSE)]|,
i.e., to
VAvx[(vy(R(A(u), —A(v), 2, y) — —A(y)) — ~A(x)) —
Vz[R(A(w), FALSE, z, z) — —A(2)]|,
and further to
3234 (vy(R(A(w), =A(v), 2, y) = =A(y)) — =A(z) )A
32[R(A(w), FALSE, z, 2) A A(z)]} ,
and to
3234 (A(2) — Fy(R(A(u), ~A(v), 2,9) A Ay)) ) A
Jz[R(A(w), FALSE, x, z) A A(2)]],
and finally to
—Jz3dA [Vt <A(t) — (z #tV Iy(R(A(w), ~A(v), z,y) A A(y))))/\
32[R(A(w), FALSE, , 2) A A(z)]} .

By assumptions (6) and (6), R(A(u), —A(v),x,y) is up-monotone w.r.t. A.
Thus Theorem 2.1 is applicable and results in

—dzdz
R([G[FP At).x # tV Iy(R(A(u), = A(v) ) A A(y))](w), FALSE, z, 2)A
(GrP A(t)a £tV Fy(R(A(u ), A( IE >],

equivalent to

Vsz[
R([GFP A(t).x AtV EIy(R(A(u), —A(v),z,y) A A(y))](w), FALSE, z, 2) —
~[GrP A2 £tV 3y(R(Aw), =A(v), 2, 9) A AW))](2)]

being a condition on the class of frames validating the axiom (19). <
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4. Conclusions

In the current paper we have extended second-order quantifier elimination
techniques based on the Ackermann’s lemma [1] and the fixpoint theorem
of [17]. We then applied the introduced technique to a semantical analysis of
conditionals depending on computing correspondences between axioms and
Gabbay’s third-order accessibility relation [10].

We expect that similar methodology can be applied in the case of other
logics, since logical connectives and operators are actually of third-order and
making them second- or first-order often requires nontrivial techniques and
sometimes is impossible.
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