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Abstract

For logical artificial intelligence to be truly useful,
its methods must scale to problems of realistic size.
An interruptible algorithm enables a logical agent
to act in a timely manner to the best of its knowl-
edge, given its reasoning so far. This seems nec-
essary to avoid analysis paralysis, trying to think
of every potentiality, however unlikely, beforehand.
These considerations prompt us to look for alterna-
tive reasoning mechanisms for filtered circumscrip-
tion, a nonmonotonic reasoning formalism used
e.g. by Temporal Action Logic and Event Calcu-
lus. We generalize Ginsberg'’s circumscriptive the-
orem prover and describe an interruptible theorem
prover based on abduction that has been used to
unify planning and reasoning in a logical agent ar-
chitecture.

Introduction

aimed to scale towards solving real world problems invajvin
very large knowledge bases.

These considerations prompt us to look for alternative
reasoning mechanisms for filtered circumscription, a non-
monotonic logic formalism for reasoning about action and
change used e.g. by Temporal Action Logic (TAL). Regular
theorem provers are not directly applicable to TAL's second
order circumscription axiom. This hinder has usually been
overcome by applying predicate completibdoherty and
Kvarnstiom, 2007 to produce a first-order equivalent the-
ory. But predicate completion involves a potentially cpstl
computation applied to the entire knowledge base before any
reasoning can begin. Moreover, the transformation must be
recomputed whenever the agent's beliefs change, even e.g.
when considering the effects of an action while planning. Fi
nally, the reasoning involved is not interruptible. Predic
completion works by turning defeasible reasoning into de-
ductive proof. These proofs must consider all potential ob-
jections to a defeasible conclusion before any answer can be
given.

We extend Ginsberg’s circumscriptive theorem prover

In fact, we have to[1989 to filtered circumscription. This forms the basis for an

cope with “pervasive ignorancgPollock, 2008 about most  interruptible theorem prover based on abduction that ¢pgra
things. This is possible by reasoning defeasibly rathem thaon the Temporal Action Logic formulas directly, without any
purely deductively. But the world is also dynamic. Evencompilation step. We show how the same reasoning mecha-
when wedo have all the relevant knowledge, we may not nism can be used to perform abductive planning, providing a
have time to think through all its consequences before thenified planning and reasoning framework in a logical agent
changing circumstances make our conclusions obsolets. Tharchitecture. Such an agent could act in an any-time man-
is most evident when planning our actions. Unless there isier, using tentative answers based on defeasible assunsiptio
great risk involved, we most often carry out our plans afterif forced to act quickly, while still considering all poteait
considering only a small subset of their consequences. objections given sufficient time for deliberation.

If we want to build logical agents that act autonomously to
solve real world problems, we have to equip them with sim-2  Preliminaries

llar mechanisms to cope. Moving from simple benchmarkyy e the results in this paper should be interesting for othe
problems to prqblems of real|st|c S1z€ has proven d'ﬁ'.CUE d logics of action and change, such as the Event Calculus, we
to the intractability of logical reasoning. An interrugBhal- - ¢,0, on Temporal Action Logic and hence give a brief intro-
gorithm enables an agent to act in a timely manner, 10 they,qion to it Similarly, while different proof systems ddu

best of its knowledge given its reasoning so far. This seems go saq " our work implements the natural deduction system
necessary feature of any nonmonotonic reasoning mechanisitt, o4 ced below
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mation Technology. found in Sandewall's Features and Fluents frameid804 .



Sandewall classified different variants of non-monotoe&-r 2.2 Natural Deduction

soning according to the types of reasoning problems foExample proofs will be presented in Suppes’ style natural
which they are applicable. TAL is a stand-alone logic base@eduction[Pelletier, 1998 Each proof row consists of a
on one of the most general variant of these. premise set, a row number, the formula, and a list of row
A central concept in TAL isocclusion It is introduced  numbers identifying the previous proof rows used by the cur-
as a flexible way to deal with the frame problem and re-rent inference step (or empty for given input formulas). The
lated problems. The basic idea is to make fluent valuespremise set is a convenient bookkeeping device that keeps
given byHolds(time, fluent,value), persist over time by min-  track of the assumptions that a formula depends on. This is
imizing their opportunities for change. A predica@c-  important, not only for natural deduction’s ability to comsst
clude(time,fluent)epresents the possibility of a fluent chang- proofs using temporary assumptions, but also during abduc-
ing its value. This is a key difference from earlier attemptstive proofs to label formulas by the set of ground instances
to use circumscription to minimizehangerather tharpoten-  of abducibles required. An assumption depends only orf itsel
tial for change Negated occlusion is then the property of aand thus its premise set only contains its own row number.
fluent not being able to change its value from the previousnference rules then combine their premises’ dependerisy se
time point, i.e. persistence. A flueifits default persistence to form the conclusion’s premise set, usually by taking t#te s
at all time points (assuming unbound variables are impficit union.
universally quantified) is then axiomatized by: Another useful device is an explicit notation for proof
oals. We writeShow Pwhen we adopt an interest in provin
~Occludgt +1, f) — (Holds(t, f,v) < Holds(t +1,f,v)) I% either because it is given as the O\F/)erall proof goal?oras%h
gesult of reasoning backwards from the proof goal. Both de-
vices are illustrated by the following simple abductiveqfro
where the conclusion is allowed to depend on a consistent set
©f ground instances of the abducibiéb(x):

Detailed control over fluent persistency can be exercise
by adding similar persistence formulas, collectively dedo
by Tper-

Situations that are known to cause a fluent’'s value t

change must also occlude that fluent. E.g., actions must{1} 1 Bird(x) A—Ab(x) — Flies(x)

explicitly occlude affected fluents. We do not wish, how- {2} 2 Bird(tweety

ever, to enumerate all situations in which a fluenbds oc- {} 3 Show Fliegtweety

cluded. The assumption is that, by default, things do not {} 4 Show-Ab(tweety 1,2,3
change without a reason. The Features and Fluents frame{5} 5 —Ab(tweety 4
work usedpreferential entailmento enforce this. Logical {1,2,5} 6 Flies(tweety 1,2,5

consequence is defined only w.r.t. models in which the exten-
sion ofOccludeis minimal. Action occurrences, specified by 3 Predicate Completion

tmhﬁ]??nﬁggraiigmerséa\;gR&%gf&i%hog) psregr'ﬁ)atfg’a?tlif:]flsé)u?teheTAL’s syntactic characterization in terms of filtered cincu
P y SP : ription produces a second-order theory to which regular

X : S
%l;teggg: of how to compute the intended consequences W?f%eorem provers are not applicable. Fortunately, by ptacin

TAL id tacticch terizati . f certain syntactic restrictions on the TAL formulas one can
- provides asyntacticcharactérization using a 1orm o re that the second-order circumscription formula @n b
of circumscription calledfiltered circumscription[Doherty

. compiled into an equivalent first-order characterizafibo-
and Lukaszewicz, 1994also referred to aforced separa- o "1994. The transformation is equivalent to Clarke’s
tion [Shanahan, 1997 Circumscription is used to minimize predicate completiof974
OccludeandOccurs while fixing Holds, but Ty is forcedly '

. To see how it works, consider the Yale Shooting Problem
separated from the rest of the thedryoutside the SCope Of  ¢,1jated in TAL. There is an action for loading the gun, an
the circumscription: ’

action for firing the gun and killing Fred the turkey just irsea

the gun was loaded, the observation that Fred is initiailyeal

and a narrative consisting of the load and fire actions with a
If the persistence formula®er had been included in the small waitin between. Note how the actions explicitly relea

circumscription, then the extensions@é€cludehad not been the affected fluents from persistence by occluding them:

madg any smaller. Tq see this, note e.g._that the contra- Occursty, tp,load) —

positives of formulas inTper would have said that fluent Occludét,,loaded A Holds(t,, loaded true)

change isby itself a reason for occlusion. Removing these Occursty t %ire) _ ’

formulas frqm the circumscripti_on leaves only occlusiqm/vi Holds%'élzl’oadedtrue) .

?omeexpllc[tcagse, such as being occluded by an action’s ef- Occludét,, loaded A Holds(ty, loaded false) A

ects. The filtering occurs when we adigk, to the minimized Occludét,. alive) A Holds(t,, alive, false

theory, removing all models in which a fluent changes despite N2 2 ’

not being occluded. Holds(0, alive,true)

Circ(T; OccludeOccurg A Tper

This short introduction to TAL is intended to aid under-
standing of the rest of this paper. A more detailed present
tion with a complete list of TAL's features is available else
where[Doherty and Kvarnstm, 2007.

Occurg1,2,load)
Occurg3,4, fire)
Without saying anything about when fluents awet oc-
cluded, the above formulas do not predict the valualofe

a_



at time points other than 0, even if we add the persistenee for Restriction 3 is not satisfied by TAL's circumscription pol-
mulasTper. We must first perform the predicate completionicy as defined in Section 2.1. This, however, is not as trou-
transformation step, minimizing fluent change by extendingolesome as it might seem. As de Kleer and Konolige have
the above theory with additional formulas that correspand t shown[1989, any predicat® can be fixed by simultaneously

the circumscription oOccludeandOccurs minimizing bothP and—P. Along with their proof they pro-
Occludgt, f) — vide the intuition that this works since any attempt to make

f = Ioa;ded/\ P smaller will automatically mak_eP Iarger,'and. vice versa.

3t;[Occurgty, t, load) v In the end, therefore, the extensionPofemains fixed. Using

: this equivalence we can eliminate the fixation of thelds
f— (a)l?\f:/r\qtl’t’ fire) A Holds(ty, loadedtrue)] v predicate from TAL's circumscription policy:

3t;[Occurgty, t, fire) AHoldg(t1,loadedtrue)] Circ(T; Occlude Occurs Holds ~Holds) A Tper

Occurgty, t2, action) « Unfortunately, Restriction 4 is not as easily remedied. The

u=1Ap=2Aa=loadv formulas belonging tdper were kept outside the scope of the
=3Az=4Aa= fire circumscription for a reason. They were not to affect the-min
The new theory makes it possible to derive non-occlusiorimization ofOccludeandOccurs while still acting as a filter
deductively. Adding thdpe filter results in the intended con- to remove models in which fluents change without being oc-
sequences, e.gHolds(4,alive, false). cluded.
This transformation works well for research benchmark . . o
problems. But the methodology has undesirable propertied-1 Filtered Circumscription
from the point of view of scalability. The transformation is In order to extend Ginsberg’s method to a filtered circum-
applied to most of the entire knowledge base and is invaliscriptive theorem prover (FCTP) we first note that we can
dated whenever some parts of the knowledge base change.stmplify the formulas to which it is applied.

logical agent in a dynamic environment could have even SimLemma 1. Regular theorem proving can be used to reserve
ple queries stymied by potentially expensive computations the FCTP for proving negative literals of minimized predi-
Moreover, while the theorem prover can be used to réazates, without loss of generality.

son about the consequencegfenactions, it is not directly

applicable to the more fundamental problem of reasoningProof. Let T denote a theory anill the set of predicates to

about which actions to do in the first place. Even considerbe minimized. According to Restriction 1 above, any proof

ing whether to do an action would require adding that actiorgoal G must be universal. If the theory is first put in negation

occurrence to the theory and repeating the transformation. normal form, the following serves as an example of a set of
TALplanner [Kvarnstom, 2005 avoids this problem by logical equivalences that can be used to reduce the filtered

using special purpose planning algorithms to generateracti circumscriptive proof goab to a literal:

occurrences. TAL is still used as a semantics for the finished

plans, but the planningrocesss metatheoretical. In contrast, F,Circ(T;M) EVXP(x) < F,Circ(T;M) E P(c)

the next section will introduce an alternative abductivierin Where ¢ does not occur in(R) nor

ence mechanism that naturally extends to planning, regulti any premise that f) depends on.

in a unified planning and reasoning system without the need

for a special purpose planning algorithm. o F,Circ(T;M)EP —Q
. . . o F,Cic(TM)EP—~Q < { F.Circ(T:M) E Q — P
4 Abduction and Filtered Circumscription _
Ginsberg[1989 presents aircumscriptive theorem prover F,.Ciic(TM) EPAQ < { Eg!rcq;w
(CTP) with properties conducive to scalability. The altfumi ,Cire(T; M) =
makes it possible to compute the logical consequences of a ,.Circ(TM)EPVQ < F,Circ(T;M)E-P —Q
circumscribed theory without constructing the seconceprd )
circumscription axiom or compiling the theory beforehand.  F,Circ(T,M)FP—Q <« F,Circ(T;M),P FQ
Of course, since circumscription is not even semi-decilabl
in the general case, some restrictions apply: The onIy remaining case is wh&his a literal(—)P. Propo-
1. Allformulas are universal, i.e. allits axioms can be writ Sition 12 in [Lifschitz, 1994 tells us that if (—)P is pos-
ten in the formvX P(X) whereP is quantifier free. itive w.r.t. M (or is not one of the predicates M), then

Circ(T;M) E ()P iff TF (—)P, in which case we can con-
2. The theory includes unique names and domain closurgn e ysing regular first-order theorem proving. Thus weinee
axioms. only resort to the FCTP when trying to prove literals that are
3. The circumscription policy does not fix predicates. negations of minimized predicates. O

4. The entire theory is circumscribed. While Ginsberg’'s implementation is based on an
In the rest of the paper we assume that the theories we asssumption-based truth maintenance systia Kleer,
interested in satisfy Restrictions 1 and 2, including only fi 1984, the CTP algorithm can now be formulated in terms of
nitely many objects and time points. abduction. Lef denote our theoryyl be the set of predicates



to be minimized, and the goal formua be the negation of Proof. Completeness follows since if the CTP can be used to

a predicate in M. The CTP then corresponds to the followingproveG, there are no consistent counter-explanations, and the

algorithm[Brewkaet al., 1997: implication antecedent collapses to true. To prove sousglne

assume that we can use the above rule to pGvé must

be the case th&irc(T;M) E =CE; A --- A =CE,. Since each

2. Abduce an explanatida for the goalG. —CE is a disjunction of minimized predicates, and circum-
; g ; . scription never makes the extension of a minimized preéicat

3 Checlthat e s o sounter XpINSHORALe, 3t [y e v . But he e assumes evee

consistent withT. This is only possible iih = 0, in which
This can be reformulated in terms of an inference rule. ExcaseG follows from the original CTP.

planations€E and counter-explanatio®E are conjunctions of Note that it suffices to consider minimal counter-

ground abducible literals from Step 1 of the abductive algo-explanations. Suppose tf@E C CE. If we can prove-CE,

rithm. (Since they are the result of abductive proof, we gva then we can also prove the weaker conditie®E,.

require them to be consistent with the thedryStep 2 of the O

algorithm is represented by the rule’s premise, Step 3 by the

rule’s qualification, and the fact that the algorithm congsut  The new rule makes it clear that when thare counter-

1. Letthe set of abducibles be negations of predicathk in

circumscription is stated by the rule’s conclusion: explanations consistent with these could become inconsis-
tent after adding the filtef, and the implication used to con-
TEEG cludeG after all. A ndve implementation could simply add
———— CTP all (finitely many) implications produced by the above proof
Circ(TM)F G rule toT, creating a first-order equivalényf Circ(T;M), and
Where there is no CE consistent appendr. By running a sound and complete theorem prover
with T such that T,CE —E. one could derivés using Modus Ponens on the implications

. _ _ whose antecedent counter-explanations are inconsisttnt w
Ginsberg[1989 shows this sound and complete for cir- this new filtered circumscriptioR,Circ(T;M):

cumscription. Furthermore, as we prove next, the only expla

nation we need is the goal itself. Circ(T:M) £ ~CE1 A --- A~CEy — G
Lemma 2. When G is the negation of a predicate in M, the F,Circ(T;M) E =CE{ A --- A —CE,
CTP can use E= G without loss of generality. MP

. . F,Circ(T;M) E G
Proof. Constraining the set of explanatioBsloes not affect
soundness. Let us consider completeness. Using a stronger
explanation thare = G would gain us nothing since it can
only decrease the applicability of the CTP. Assume a weak
explanationl,E' = G. ThenTkF E — G and (becaus& = E)
TEFE — E. Sincel is weaker thark, we knowE — E', and
consequenthyl F E « E'.

It would, however, be very inefficient to add all implica-
tions when we only care about those implications that are rel
€vant in a proof ofG. Instead, we can get exactly the same
result by adding an FCTP inference rule that allows us to con-
clude G directly, whenever all counter-explanations consis-
tent with T are inconsistent with the filtered circumscription

We want to extend this to filtered circumscription, which F.Circ(T;M):

adds dfilter formula F. Since the filter is outside the scope

of circumscription, it should not invalidate any conclusio ?EE% E
drawn from the original theory by the inference rule above. At A
However, it might allow us to draw new conclusions. As :
an intermediate step, we reformulate the CTP so that any T,CE,E —E
counter-explanatlons consistent witrare listed explicitly in F,Circ(T;M) kE —=CE;
the conclusion. .
LFTn;a 3.. The foII_O\t/ying inference rule is sound and com- i:,Circ(T;M) £ -CE,
plete for circumscription: ECTP
F,Circ(T;M) E
TEEG ,Circ(;,M)EG
T,CEL F-E Where Ch,...,CE, are all minimal
: counter-explanations consistent with T.
:r7 CE,E-E Theorem 1. The FCTP inference rule is sound and complete

for filtered circumscription.

Circ(T;M) E -CE A---A—-CE, — G -
1it is always possible to construct a first-order equivalent of

Where CE, ..., CE, are all minimal Circ(T;M) given Ginsberg’s assumption of universal theories with
COUﬂ'[eI’-eXp|ana'[I0nS consistent W|th T unique names and domain closure axioms.



Proof. Each proof produced by the iva algorithm corre- counter-explains Row 5, and the proof fails. In other words,
sponds to a proof using the FCTP rule, obtained by replacingince it is possible that the gun is loaded, it is not safelio re
applications of Modus Ponens on one of the added implicaen the persistence of alive.
tions by an application of the FCTP rule. Likewise, any ap- Here is an example in which Ginsberg’s CTP does not give
plication of the FCTP rule can be replaced by an implicationthe expected result due to TAL' filtered circumscription:
and an application of Modus Ponens of théseaalgorithm.

O {1} 1 Holdg0,alive true)

{2} 2 Holdg0,loaded false)

5 Examples {3} 3 Holdg1,loadedtrue) — Occludg?2, alive)

Let us use some TAL reasoning problems to illustrate the use{} 4 Show Holdg2, alive true)

of the FCTP. The proofs are abbreviated compared t0 the 1, o1 follows if alive is not occluded. The first
output of the implementation described in Section 6. E.Q..cation of FCTP comes up with the explanation for
we use the same (incremental gnd interruptible) conswtencﬁOCcludQZ alive) in Row 6, but also a potential counter-
checking mechanism as Poole’s THEORIB®O] but do explanation folOcclud€?2, alive) consistent withl in Row 9:
not display these steps below. All of the examples referé¢o th

following filter formula asF: {} 5 Show-Occludd?,alive) F1,4
—-Occludét + 1, f) — (Holdg(t, f,v) < Holds(t + 1, f,v)) {6} 6 —Occlud€2,alive) 5
. , . . 7 Show Occludg, alive) 5
Consider first the simplest case of fluent persistency {} 8 Show Hold¢L, loaded true) 37
throughF. The fluentalive should persist from 0 to 1: {9} 9 Holds(1 Ioadédtrue) 78
1} 1 Holdg0,alivetrue
}}} 2 Shovi(Hold(sLaIiV()a,true) A recursive invocation of FCTP attempts to disprove

o L . the counter-explanation by showing that its negation
The only way to show this is to use the filfes persistence  (where—Holds(t, f,true) < Holds(t, f, false)) follows from

axiom: F,Circ(T;M):
{} 3 Show-Occludel,alive) FL2 3 10 ShowHoldél, loaded false 8
While none of the given formulas entail non-occlusion, we {} 11 Show—Occludé1l,loaded F,2,9
can apply the FCTP. FirstOccludél,alive) canbeusedas {12} 12 -Occluddl,loaded 11
its own explanation: {} 13 Show Occludgl, loaded 11
{4} 4 -Occludél, alive) 3 {2,12} 14 Holdg(1,loaded false F,2,12

Next, we must find all counter-explanations consistent with  This proof succeeds in Row 14 since the explanation in
T, i.e. all abductive explanations Gfccludé 1, alive) usingT: ~ Row 12is not counter-explained. Row 9 is thus not consistent
. with the filtered circumscription and the original conclusion
{} 5 Show Occludg,alive)

follows after all:
Given the theoryf consisting of Row 1, it is impossible to

proveOcclud€l,alive). Consequently there are no counter- 15 Show-Occludgl, alive) F,1,4

; : {16} 16 —Occludél,alive) 15
explanations and the proof succeeds: 0 17 Show OccludéL, alive) 15
{1,4} 6 Holdg(1,alive true) F,14 {1,16} 18 Holdg(1,alive true) F,1,16

{1,2,6,12,16} 19 Holds(2,alive true) F,6,18

The following example illustrates how the simultaneous
minimization of Holds and —Holds can provide counter-
examples that prevent credulous conclusions in the case %fc
incomplete information ofoadedin the initial state:

{1} 1 Holdg0,alive true)

Finally, let us consider a disjunctive example. Suppose tha
tivating a lamp either causes a change to the bulb’s ti sta
or its broken state:

{1} 1 Occurgty,ty,activate —
2 2 Hogi?&?;fgﬂége) - Occlude{tz,l_it)vOchude{tz,broker)
{} 3 Show Hold§l,alive,true) {2} 2 Oceurd0,1,activatg
g} g Eg%vg;géili?s;ahve) 2 1’2 Predicate completion requires that the theory can be putin
0 6 Show Occlfjdél alive) 4 the formd(t, f) — Occludét, f) whered(t, f) does not con-
0 7 Show Holdg0 Ic;adedtrue) 26 tain occurrences ddcclude But this is not possible given the
{8} 8 Holdg0 Ioadédtrue) ’7 above disjunctive action effect. TAL's predicate compiati
(2.8} 9 Occludél alive) 28 has been applied to actions with non-deterministic effects

but never when the occlusion itself is non-deterministice T
Since any attempt to apply FCTP recursively to proveFCTP, however, has no problems proving e.g. that one of the
Holds(0,loaded false) fails, we have a consistent Row 8 that fluents will not be occluded:



{+ 3 ShOWﬂ%CdlU%Qlng)Vk 6.1 Pattern-Directed Inference System
~Occludg1, brokery We have explored a different avenue with a theorem prover

gﬁ g gﬁgwfg%:’é;b)dﬂ broken g based omatural deductioninspired by similar systems by
{46} 6 —Occludel brokér) 5 Rips[1994, Pelletier[1994, and PollocH200d. This is an
{ 4’} 7 Show Occlﬁdél broken 5 interesting alternative to the more common resolution weth

used by most theorem provers, including Prolog. A nat-
The equivalences in Section 4.1 reduce the problem usi?Efa| deduction prover works with the formulas of an agent's
the assumption in Row 4 and the new goal in Row 5, whichknowledge base in their “natural form” directly, rather tha
has an explanation in Row 6. first compiling them into clause form. This fits perfectly it
From the action and its occurrence in Row 1 and 2 we knowh€ algorithm in Section 4 that has already eliminated the
that one of the fluents are occluded. A counter-explanation tneed for a compilation step for nonmonotonic reasoning.
Row 6 is therefore-Occludéd, lit ): The system uses pattern-directed inference similar to For-
bus and de Kleer's fast tiny rule engif®993. To see how
{1,2} 8 Occlud€l,lit) Vv Occludé1l, broken 12,7 this works let us look at the inference rules. Applicablesul
{4} 9 Show-Occludéd1l,lit) 7,8 are added to a queue. By controlling which rule applica-

o _ tion the prover selects next we can implement e.g. depth-firs
However, the assumption in Row 4 is not part of the abducreadth-first, or best-first search.

tive explanation. It was introduced by the previous goal re- Rjjes are divided into forward and backward rules. For-

duction a_md is still in force when try_ing to prove _the Counter \vard rules are triggered whenever possible. They are there-
explanation. Consequently, assumif@ccludgl,lit) would  5re designed to be convergent, so as not to generate new

be inconsistent, the only counter-explanation fails, &ml t jnferences forever. An example is the modus ponens rule,
conclusion follows: which conclude®Q whenever botP andP — Q are present

(1,6} 10 -OccluddL,lit) v -Occludél, broken 3,6 in the knowledge base. The results in this paper general-
’ ’ ’ ’ izes our previous work that relied on forward rules to im-
Given the same action specification and action occurrenc®lement an incomplete consistency chéldlagnusson, 2007,
one of the fluents has to be occluded at time 1. Attempting tdagnusson and Doherty, 2008a; 20D&y explicitly trying

prove both not occluded fails: to counter-explain abductive assumptions we no longer have
to rely on forward rules being strong enough to detect incon-
{} 3 Show-Occludél,lit)A sistent assumptions.
—Occludé€ 1, broken Backward rules, in contrast, are used to search backwards
{} 4 Show-Occludgl,lit) 3 from the current proof goal and thus exhibit goal direction.
{5} 5 —Occludgl,lit) 4 An example is the goal chaining rule, which adgfsow Pas
{} 6 Show Occludg, lit) 4 a new goal whenever boshow QandP — Q are present in
{1,2} 7 Occluddd,lit) Vv Occludél,broken 1,2 6 the knowledge base.
{} 8 Show-Occludg1, broken 6,7 Combining forward and backward rules results in a bidi-
{9} 9 -Occludg1,broken 8 rectional search for proofs that is pattern-directed sihee
{1,2,9} 10 Occludél,lit) 7,9 prover’s current goals are explicitly represented iwpwior-

L . . mula “patterns”) in the knowledge base. This further con-
This time —~Occludg1,broker) is a consistent counter- gjptes to the incremental nature of the reasoner. Inferen
explanation to Row 5 since there is no way to prove that its.gn pe interrupted at any time and later resumed since the

negation follows. The proof of the conjunction fails sinbe t 1 owledge base keeps track of what the prover was about to
proof of the first conjunct fails. The failure would repeat if 44

trying to prove the second conjunct first.
6.2 Abductive Planning

6 Unified Planning and Reasoning The same reasoning mechanism can be used for abductive

Let us turn now to the task of implementing a planning andplanmng. Instead of reasoning about _the effects of a given
reasoning system based on the theory presented above. "2 rrative, we reason about what narrative would have the de-
commonly used implementation tool is logic programming.Sired effects. _ _ _
Indeed, earlier work with TAL made planning and reason- Given adomain, we define a planning g&ads a conjunc-
ing possible through a compilation of TAL formulas into ton of groundHoldsliterals. A plan forG is then a sefoce
Prolog programgMagnusson, 2047 Proofs werededuc- of ground atomi@®ccursformulas such that:

t!ve_ and instanf[iate_d a plan yariable, _simila_lrly to the instan- Toer A Circ(T A Toeg; Occlude Occurs Holds —Holds) F G
tiation of the situation term in deductive Situation Caiall

planning. Other work extends Prolog’s inference mechanism where the left hand side is consistent.

to abductionby means of a meta-interpreter. This has been To generatéel,cc we simply addOccursto the set of ab-
the de facto standard in work on abductive planning in Eventlucibles for the proof goal. (Note however that we do not
Calculus, e.g. ifShanahan, 2000; Denecket al, 1992; add Occurs as an abducible to explanations and counter-
Missiaenet al., 1999. explanations. Doing so would amount to planning to thwart



closures (which can lead to inconsistency and is
computationally discouraging since it is performed
globally on the theory).

Assert m
Nl
Lookup r ND FCTP Since the method does not presume complete knowledge
of action occurrences, applications in planning open up. We
exemplified this by using the reasoner for abductive plagnin
Figure 1: A logical agent architecture. Furthermore, this unification of planning and reasoningi®r
the basis of a logical agent architecture that is highly bbpa
despite its simplicity.
our own plans!) The soundness of this planning method fol- . i o
lows directly from the soundness of the FCTP. lIts imple-7-2 Reasoning Without Compilation
mentation is already implicit in the theorem prover desaib Predicate completion works by compiling the theory into a
above. first-order equivalent with which reasoning proceeds. Lif-
schitz[1994 comments:

6.3 Logical Agents i )
. d d . . But it should be observed that this approach to the
Using the same reasoning mechanisms for many problems 5 tomation of circumscription is not the only one

faced by autonomous agents results in a particularly sim- possible. In fact, it may be unattractive, in view of
ple agent architecture, as illustrated by Figure 1. Thetagen  ihe fact that it requires preprocessing the circum-

is equipped with a knowledge base containing formulas en- scription in a manner that is not related in any way
coding knowledge about actions, world laws, and memory i the goal formula.

of recent events and percepts. The knowledge is used by ) ] ]
the pattern-directed inference system (PDIS), with thg hel  The FCTP reasons with the TAL formulas directly, with-
of natural deduction (ND) and the abductive algorithm fromout first transforming the theory. lIts efforts are spent only
Section 4, to plan its actions. on those formulas of the knowledge base that are potentially
But when plans meet the World they often fail. Executingrelevant to the goal. The resulting proofs are also easier to
a plan will achieve the goal only if the plan's assumptionscOmprehend since they refer directly to the formulas thaewe
hold up. The agent can detect some failures early througBiven to the system as input. Comprehension is also improved
execution monitoring. In particular, persistence assionpt by the mechanism’s similarity to argumentation and thereby
are represented in the plan by non-occlusion assumptiahs a0 human reasoning. It would be interesting to further itives
can be continually evaluated. When a failure is perceiveddate the relation between FCTP and argumentation-theoreti
that percept constitutes a counter-explanation to thengssu Systems.
tion. Neither the assumption nor the planning goal derive . .
from it are justified concIEsions given tlrawe newgpgrcept. This -3 Doubly Defeasible Reasoning
immediately makes the pattern-directed goal-chainingrinf Finally, let us adopt a long term view and consider logical
ence rules applicable in trying to find an alternative prdof o agents with commonsense knowledge. With the manual de-
the goal. The result is an automatic plan revision and fail-velopment or automated learning of very large knowledge
ure recovery process as the agent uses abductive planningheses, which are presumably needed for commonsense rea-
reestablish goals that lost their justification and exe@ute soning, it will be impractical or even impossible to search

Actions

alternative plan. through all conceivable counter-explanations to a deliéasi
inference before taking action. It becomes necessary to con
7 Discussion sider what PollocH200g refers to as “doubly defeasible”

reasoning. Not only can the reasoner change its mind with
Predicate completion and the filtered circumscriptive tBBO  new information, it can also change its mind with more time
prover (FCTP) are two methods for automated reasoning ifp reason with its current information.
logics that use filtered circumscription. E.g., they both sa  predicate completion forces the agent to prove conclusions
isfy the circumscriptive characterization of TAL and pregu  deductively in a first-order equivalent to the circumsctibe
the same end result, given the restrictions in Section 4. BLﬂheory_ There is no way to interrupt the reasoning and act to
in practical problem solving we believe the FCTP to have &he best of one’s current knowledge. The incremental nature

number of desirable properties and advantages. of the FCTP makes this possible. If counter-explanatioas ar
. . . tested in the order of their likelyhood, it implements, ifeef,
7.1 Abductive Planning and Reasoning an any-time algorithm that is always able to respond with the

The FCTP uses abductive proof methods to reason with theurrent best answer.
original TAL formulas directly. As noted by Brewka, Dix,
and Konolige[1997: 8 Conclusion

Abduction offers several benefits from a knowl- We are interested in building logical agents that use knowl-
edge representation viewpoint. It does not require edge and reasoning to achieve goals. Observing that the
the assumption of complete knowledge of causa-  world is both uncertain and dynamic motivates our choice of
tion, and itis not necessary to assert the explanatory ~ reasoning mechanisms that are incremental in nature. The



computational effort of pondering a question should be re{Forbus and de Kleer, 199Xenneth D. Forbus and Johan
lated to the extent of relevant knowledge and the time avail- - de Kleer.Building Problem SolversMIT Press, 1993.
able, not the total size of the knowledge base nor a poténtial [Ginsberg, 198D Matthew L. Ginsberg. A circumscriptive

unbounded tim(_a requirement. Only then will the technology” aorem prover. IlNonmonotonic reasoningages 100—
have the potential to scale up to very large knowledge bases. 114 Springer, 1989.

One step in this direction is reported here in our inves- B ]
tigation of Temporal Action Logic and its application in a [Kvarnstom, 200§ Jonas Kvarnstm. TALplanner and
logical agent architecture. By extending Ginsberg’s aiteu Other Extensions to Temporal Action LogiPhD thesis,
scriptive theorem prover we have made it applicable to logic ~ Linkoping University, 2005.
defined in terms of filtered circumscription. The abduction-[Lifschitz, 1994 Vladimir Lifschitz. Circumscription. In

based filtered circumscriptive theorem prover reasonsttijre Handbook of Logic in Artificial Intelligence and Logic
with the input formulas, removing the need for a compilation  Programming volume 3, pages 298-352. Oxford Univer-
step involving the entire knowledge base. Its interruptit- sity Press, New York, NY, USA, 1994,

ture enables an agent to act to the best of its knowledge give['ﬁ/lagnusson and Doherty, 20d8Martin  Magnusson and

only ””.“ted time for reasoning.. Finally, it; double (_jutyas Patrick Doherty. Deductive planning with inductive loops.
abductive planner makes possible a particularly simpletage In Proc. of KR 2008pages 528-534, 2008
architecture. ' ' '

An agent architecture based exclusively on logical reasontMagnusson and Doherty, 20d8Martin  Magnusson and
ing will necessarily suffer somewhat in efficiency compared ~Patrick Doherty. Logical agents for language and action.
to less general methods, despite being designed with sealab " Proc. of AlIDE-08 2008.

ity in mind. But achieving satisfactory performance in eért  [Magnusson, 2047Martin MagnussonDeductive Planning
domains is already possible. E.g., we have applied the-archi and Composite Actions in Temporal Action Logldcen-
tecture to the control of computer game characters that re- tjate thesis, Linkping University, 2007.

guire real-time interactiofMagnusson and Doherty, 2008b
We believe computer games to be an excellent domain for e
pirical studies of logical agents on the road from tiny bench
mark problems towards larger real world applications.
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