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Abstract We consider a constrained optimization problem with mixed integer and real
variables. It models optimal placement of communications relay nodes in the presence of
obstacles. This problem is widely encountered, for instance, in robotics, where it is required
to survey some target located in one point and convey the gathered information back to a base
station located in another point. One or more unmanned aerial or ground vehicles (UAVs or
UGVs) can be used for this purpose as communications relays. The decision variables are
the number of unmanned vehicles (UVs) and the UV positions. The objective function is
assumed to access the placement quality. We suggest one instance of such a function which
is more suitable for accessing UAV placement. The constraints are determined by, firstly, a
free line of sight requirement for every consecutive pair in the chain and, secondly, a limited
communication range. Because of these requirements, our constrained optimization problem
is a difficult multi-extremal problem for any fixed number of UVs. Moreover, the feasible set
of real variables is typically disjoint. We present an approach that allows us to efficiently find
a practically acceptable approximation to a global minimum in the problem of optimal place-
ment of communications relay nodes. It is based on a spatial discretization with a subsequent
reduction to a shortest path problem. The case of a restricted number of available UVs is
also considered here. We introduce two label correcting algorithms which are able to take
advantage of using some peculiarities of the resulting restricted shortest path problem. The
algorithms produce a Pareto solution to the two-objective problem of minimizing the path
cost and the number of hops. We justify their correctness. The presented results of numerical
3D experiments show that our algorithms are superior to the conventional Bellman-Ford
algorithm tailored to solving this problem.
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1 Introduction

In this paper, we consider the following optimization problem originating from optimal
placement of communications relay nodes.

Given a set X C R" and two points s and ¢ in X. One must choose an optimal number of
points, say k, in the ordered sequence point 1, point 2, . .., point k. We consider separately
the two cases: unrestricted and restricted k. The points are to be placed in X in an optimal
way subject to some constraints. The position of point i, denoted as x;, is assessed by a merit
function f(x;), and the sum f(xy) 4 --- 4+ f(xx) is to be minimized. The point placement
should meet the following requirements, in which we denote xo = s and xx4+1 = ¢. Any
consecutive pair (i, i 4+ 1) in the sequence of points should be placed so that all points of the
linear segment

[xi,xip1]={x € R" : x =ax; + (1 —@)xiy1, @ €0, 1]}

belong to the set X. Moreover, it is required that the Euclidean distance ||x;+; — x;|| does
not exceed a given radius » > 0.
The described optimization problem can be formulated as follows.

i F(k 1
6{6‘,‘32,.,.] k), (H

where the objective function

k
Fhy= min > f(x)

X1, XkERT T

subject to: [x;, x; 1] C X, i =0,1,...,k, (2)
lxic1 —xill <r, i=0,1,...,k,
X0 =S8, Xp1 = 1.

Our interest in this problem is motivated by the communications relay problems common,
for instance, in robotics [2—4,16,17,19,21,27,30-32,34], where it is required to survey some
target located in ¢ and convey the gathered information back to a base station located in s.
One or more unmanned aerial or ground vehicles (UAVs or UGVs) are used as relays. The set
X is defined by the terrain within the area of interest. In the case of UAVs, it is typically the
area of interest with removed obstacles which could be, e.g., buildings, hills or mountains.
In Fig. 1, X is the white area. It is assumed that the available unmanned vehicles (UVs) are
equipped with appropriate sensors to survey the target and also with means to communicate
with each other and the base station. We consider here the case when UVs form a chain over
which the communication is relayed.

The optimal number of UVs, k, and their optimal positions, x1, ..., Xk, are to be deter-
mined subject to constraints of the following two types.

First, the communication between any consecutive pair of UVs in the chain can only take
place if there is a free line of sight between them (see Fig. 1). This requirement is modeled
in (2) as [x;, xi+1] C X.

Second, in any consecutive pair, the UVs are not further away from each other than the
range of the communication equipment which is characterized by the communication radius
r > 0. As the range of the equipment is limited, it forces the use of intermediary relay UVs
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Fig. 1 Communications relay

to convey the information back to the base station if the distance between the target and the
base station is longer than the communication range. It is assumed, for simplicity, that the
range of the base station communications equipment is the same as the UAV communication
range. The second requirement justifies the presence of the inequality ||x;+1 —x; || < rin (2).

The function f(x;) assessing the UV position x; can be defined in various ways. In Sect. 2,
we suggest to use an obstructed volume as a merit function, whose value is determined by
the local terrain around x;. This is just an example, and it is the merit function which was
used in our numerical experiments. In Sect. 7, we consider alternative forms of the objective
function in (2).

Mixed integer programming problems, like (1-2), are known to be very difficult to solve
[8,25]. In our case, the difficulties originate not only from the presence of an integer variable,
but mainly because of the multi-extremal nature of the continuous optimization sub-problem
(2). Moreover, the feasible set in (2) is typically disjoint, in which case there exists at least
one couple of feasible points x = (xy,...,x¢) and x’ = (x1, ..., x';) in the kn-dimen-
sional space R" x - -- x R" such that any continuous path between them contains infeasible
points. The number of disjoint subsets of the feasible set is in practice extremely large, and
in theory, it may grow exponentially with the number of obstacles. This feature is illustrated
in Fig. 1. One can see that there is no feasible continuous variation of variables that would
be able to transform the feasible sequence of points x = (x1,...,x4) tox’ = (x'1, ..., x'4).
In this example, there exist a large number of feasible sequences x = (xi, ..., x4) which are
pair-wise disjoint in this sense.

The aim of this paper is to develop an approach that would allow us to efficiently find a
reasonably accurate approximation to a global minimum in the problem of optimal placement
of communications relay nodes. Some practical aspects of using this approach for positioning
UAVs as communication relays for surveillance tasks are discussed in [11].

The main practical significance of our approach is that it allows for finding such a place-
ment in real time mode almost immediately after the target position becomes available. This
is achieved by splitting the solution process into the following two stages.

At the presolving stage, an a priori available information about the terrain and the location
of the base station is processed as completely as possible. Thus, the major computational
efforts are associated with this stage. This makes vanishing the computational cost of the
second stage, at which the information about the target position is used.
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Our approach is based on a discretization of the set X and a reformulation of our problem
as a shortest path problem (see, e.g., [1]) which is known to be solved in a polynomial time
of the number of discretization nodes. To avoid confusion, we shall call it a cheapest path
problem, because both path cost and its length (number of hops) will be considered. We intro-
duce a spatial discretization and present a network formulation in Sect. 3. The discretization
as well as the network problem generation and its solving for every possible discrete target
position can all be done at the presolving stage.

We should emphasize the distinction between our problem and the vehicle path planning
problems [13,24] because one can find some similarities between them. The optimal solution
to problem (1-2) can be viewed as a piecewise linear path from s to ¢. Optimal paths are
of the same shape in some vehicle path planning problems, for instance, in the Euclidean
shortest path problem in polyhedral environment. The principle difference is that the optimal
solution to (1-2) has a finite number of jog points. This number remains bounded from above
by a constant with refining the discretization in X, where the constant is related to the optimal
k in (1). By contrast, the number of jog points in Euclidean shortest paths tends to infinity
when the polyhedral approximation of obstacles is successively refined. Moreover, these jog
points belong to the edges of the polyhedra, while in our problem, the jog points located too
close to obstacles are not of preferable choice for placing UAVs.

In practice, the number of communications relay nodes to be optimally placed is often
restricted by some number K > 0. This requirement leads to the following reformulation of
problem (1)

i F (k). 3
ke{OI:I}l,?.,K} () &)

In our network formulation considered in Sect. 4, this problem corresponds to a cheapest
path problem with restricted number of hops. In practice, it may be necessary to solve this
problem repeatedly for every new target position and number of available UVs. Therefore,
in Sect. 4, we address also the more general problem of finding optimal placement of a
limited number of communications relay nodes for every possible discrete target position.
It is reduced to the all hops optimal path (AHOP) problem [23]. The consideration of this
more general problem allows us to move the major computational burden on the mentioned
presolving stage.

The conventional Bellman-Ford algorithm is widely used for finding a tree of unrestricted
cheapest paths. It has been noticed, e.g., in [1,25] that the labels generated by this algorithm
contain all AHOP solutions. In Sect. 5, we present the Bellman-Ford algorithm tailored in
[25] to solving AHOP problems. We then introduce two new and considerably more efficient
label correcting algorithms for solving the same problems and prove their correctness. They
can be viewed as modifications of the algorithm of [25]. Their efficiency results from using
some peculiarities of the UV-based communications relay problem. The important feature
of these algorithms is that for each possible target position they produce a Pareto solution. It
is an optimal solution to the multi-criteria problem of minimizing both the path cost and the
number of hops. We are interested in minimizing the number of hops because this minimizes
the number of UVs required for maintaining the communications relay.

Results of our numerical experiments are presented in Sect. 6. The considered test prob-
lems originate from UAV applications with various 3D terrain topologies. The number of
discretization points varies from medium to very large. The experiments show that our algo-
rithms are superior to the Bellman-Ford-type algorithm of [25].

In Sect. 7, we draw conclusions and discuss future work.
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Fig. 2 The 500-gram linkMAV micro aerial vehicle

2 Use of obstructed volume for assessing UAV position

In the applications that the authors are dealing with, UAVs are used as communication relays.
Some of them are very light, like the one in Fig. 2. It is important to position the UAVs safely
far away from obstacles for many reasons. For instance, the positions of UAVs may be affected
by strong winds or by a necessity to make limited moves caused by limited purposeful moves
of the surveying UAV. In all these cases, uninterrupted communication should be maintained.
This requires a sufficiently large free-of-obstacles room around each of the UAVs. In a sense,
this means that the UAVs should be better centered with respect to the surrounding obstacles.
Moreover, the better centered positions are often related to the better communication quality.
The same position property is important for the surveying UAV also because the target is
typically not located in the corresponding grid point.

In the line of this, we suggest to define the function f (x;) assessing the UAV position x;, for
example, as the volume of obstacles and their ‘shade’ within the ball {x € R |lx—x;|| <7}
Here the radius ' may be either the same as, or different from, the communication radius r.
In other words, f(x;) is the volume of the part of the ball which is invisible from the point
x; (see Fig. 3). Obviously, f(x;) = 0 means that there is no obstructed volume within the
ball, and the maximal value of f(x;) is equal to the volume of the ball. Our desire to find
a UAV location x;, which makes the obstructed volume f(x;) as small as possible, implies
maximization of the visible volume of the sphere.

Our choice of f(x;) is closely related to the concept of an isovist introduced in [39]. An
isovist, or viewshed, is the area in a spatial environment directly visible from a given point. In
our applications this area is restricted by a ball. Isovist is widely used in architectural studies,
geoinformation science, computational geometry and computer graphics. It is successfully
applied in the problems of line of sight communication, VLSI circuits design, robot and
sensor network design, motion planning, architectural and urban planning, computer games
etc. Since some of them admit problem formulations similar to (1-2), they can be viewed as
potential areas for extending the approach presented in this paper.
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Fig. 3 Visible and invisible parts of a ball centered in x;

w @

Fig. 4 Obstructed volume for three UAV positions

There exist efficient algorithms that can be used in our applications for computing the
obstructed volume f(x;) (see, e.g., [7,15,28,36,40]).

With our suggested choice of f(x;), positions x; well distant from obstacles are favored
over those which are closer to obstacles. This ensures that the better centered points are of
preferable choice for placing UAVs. Figure 4 presents an example in which f(x;) > f(x]) >
f(x}"), and therefore, the position x’ is the most preferable among the considered three alter-
natives. In what follows, we do not use any specific feature of f(x;) and assume that it is just
a given function.

3 Spatial discretization and network formulation

For the purpose of solving problem (1-2) approximately, let us restrict our choice of placing
X1, ..., X; by adiscrete set of points D C R". This can be done, for instance, by introducing
a grid in the area of interest. Then the minimization in (2) is performed over x1, ..., x;y € D.

The introduced discretization, in itself, does not make any considerable simplification of
problem (1-2). Since it still looks intractable, we will construct a network by taking advan-
tage of using such characteristic features of problem (2) as the additive objective function
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and chain-type constraints. Our network, i.e. a weighted directed graph, will be constructed
on the base of an undirected graph.

To formalize our network problem, let us regard the discrete points D N X as nodes. We
denote the set of nodes by N. For simplicity, the same notation will sometimes be used for
both points and nodes.

Let the set E C N x N be composed of the couples x’, x”” € D N X which both are
intervisible, i.e. [x’, x”] C X, and meet the limited distance requirement ||x" — x”|| < r. The
set of nodes N and the set of undirected edges E define the visibility graph G = (N, E) (see
Fig. 5).

Using the available visibility graph G, one can easily answer the practical question about
the minimal number of UVs required to establish a relay-type communication link between
the base and the terminal UV for the given target location. The breadth-first search [14] is
ideally suited for this purpose, because its computational complexity grows linearly with the
number of edges.

Visibility graphs are widely used in the areas listed in Sect. 1 in connection with the notion
of isovist and viewshed. For constructing visibility graphs, there exist not only efficient com-
putational algorithms [7,15,22,28,36,40] and software [29], but also hardware accelerators
[35].

Note that the number of uniformly distributed grid points, which are within the distance r’
from x; and invisible for x;, is proportional to the obstructed volume. Therefore, this number
can be used instead of the obstructed volume to define f (x;). It can be calculated for a given
visibility graph G by subtracting the corresponding node degree, i.e. the number of nodes
adjacent to x;, from the maximum possible number of grid points in a sphere of the radius
r’. This way of defining f(x;) can be extended to the case of nonuniformly distributed grid
points.

Assuming that s, € N, the optimal placing of communications relay nodes is then
reduced to finding in this graph a path between the nodes s and ¢ which minimizes the sum
f(x1) 4+ -+ f(xx). Notice that each term in this objective function is associated with the
corresponding node. Since this observation does not allow us yet to apply directly any of the

Fig. 5 Spatial discretization (the set D N X is presented by the dots o and e). The points x’ and x” are
intervisible and meet the limited distance requirement. Nodes e are adjacent to x’ in the visibility graph
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conventional network optimization methods [1,9] to solving this problem, we will introduce
directed edges and define their costs.

We suggest to change from the undirected graph G to a directed one G as follows. The
set of nodes N remains the same. Any undirected edge (i, j) € E is substituted by the two
directed edges (i, j) and (j, i). The resulting set of edges is denoted by E. Thus, the directed
graph is defined as G = (N, E).

Let x(j) denote the point position associated with the node j € N. Then we assign the
costcjj = f(x(j)) toeachedge (i, j) € E as indicated in Fig. 6. The introduced edge costs
accomplish our definition of the network with the two selected nodes s and 7.

If (i, j) € E, then by the construction of the visibility graph, it is guaranteed that
[x(@),x(j)] € X and ||x(i) — x(j)|| < r. Thus, any feasible placement of communica-
tions relay nodes in D composes a path from the node s to the node 7, say

s—>i—>j—>- = k-t

Such placement is characterized by both the path length equal to the number of edges (hops)
in the path, and the path cost equal to

citeijt o= @)+ &G+ + fx®) + [0,

where the term f(¢) does not depend on the placement. This allows us to formulate the
problem of optimal placement of communications relay nodes as the problem of finding a
cheapest path from the node s to the node z.

For the alternative reduction of the problem of optimal placement of communications relay
nodes to the equivalent cheapest path problem, we can suggest to consider the undirected
graph G with the edge cost defined as ¢;; = f(x(i)) + f(x(j)). In this paper, we focus on
our reduction to the directed graph G = (N, E) which has the useful property that the costs
of all incoming edges are the same for each node.

If the node outdegree is used instead of the obstructed volume, the problem is equivalent
to finding a path from s to ¢ with maximal total outdegree of nodes in the path.

It is intuitively clear that in the practically important cases it is natural to expect that the
discrete cheapest path solution converges to the global solution to problem (1-2) when the
discretization is properly refined. In this paper, we do not study this convergence.

There exist efficient algorithms for solving the cheapest path problem (see e.g. [1,9,12,
14]). In our notations, the computational complexity of the best of the known practical cheap-
est path algorithms is of O(| E|+|N| log |N|), where | A| denotes the cardinality of the set A.

It is of practical significance in the UV-based communications relay problem to solve
the corresponding cheapest path problem, as quickly as possible, after the target location
becomes available. Such problems may arise repeatedly for the same terrain and the same
location of the base station, but for different target locations. We make the desired quick
solving achievable by presolving the problem in advance. For this purpose, we take into
account as much of the a priori available information as possible.

At the presolving stage, we suggest to discretize the area of interest, construct the visibil-
ity graph, and then solve the resulting single-source cheapest path problem [1,9,14], whose

S (x(i) S (x(/) c;=f(x(j))
—> O 0
c,=f(x(i)

Fig. 6 Transition from the undirected graph G to the weighted directed graph G
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solution is a tree of cheapest paths from s to each node in N. The cheapest path tree com-
poses a special kind of communication map which for each node contains the location of its
immediate predecessor in a cheapest path from s to this node.

At the stage when the location of the target becomes available, an optimal placement
of relay nodes can be very quickly retrieved from the communication map. The number
of required arithmetic operations is proportional to the optimal number of relay nodes. It
is vanishing in comparison with O(|E| + |N| log |N|), the best known complexity of the
algorithms that can be used at the presolving stage.

4 Restricted number of relay nodes

In this section, we consider problem (2-3) assuming that the maximal number of relay nodes
K is given. After generating the network as described in Sect. 3, this problem is reduced to
the cheapest path problem with a restricted number of nodes in path, or equivalently, with a
restricted number of edges (hops). In the latter problem, K + 1 is the maximal number of
edges in the optimal path to be found.

Inrelation to the hop-restricted cheapest path problem, we should mention here the weight-
restricted cheapest path problem [18], which can be formulated as follows. Given a directed
graph with edge costs ¢;;, edge weights w;; and the upper limit K for the path weight, find
a cheapest path from s to r whose weight does not exceed K. It is known to be an NP-hard
problem, however it can be solved in pseudopolynomial time. In [18], one can find an over-
view of the existing algorithms. Our hop-restricted cheapest path problem is a special case
in which w;; = 1 for all edges, and it can be solved in polynomial time.

We call a path k-restricted if it consists of at most k edges. We will consider here the
AHOP problem [23]. It consists in finding a k-restricted cheapest path from a selected node
stoall j € N foreachk =1, 2, .. .. Note that in the mentioned hop-restricted cheapest path
problem the value of k is fixed. The reasoning in this section does not take into account any
information about the UV origination of the graph G = (N, E). The only assumption is that
G has no cycle of negative cost.

Let d(j) stand for the depth of node j with respect to node s, i.e. d(j) is the minimal num-
ber of edges over all paths from s to j. If there is no path from s to j, we define d(j) = oco.
We denote the maximal depth over all j € N reachable from s by

kmax = max{d(j): j € N, d(j) < o0o}.

The value kpyax — 1 can be interpreted as the minimal number of UVs which would be def-
initely sufficient to survey a target at any discrete position, not necessarily in the optimal
way.

The notation d*(j) will be used for the minimal number of edges (hops) over all cheapest
paths from s to j. We call a cheapest path tree least-hops if, for each j € N, the length of

the path in this tree from s to each j is minimal, i.e. it is equal to d*(jj). Let k%, denote the
height of a least-hops cheapest path tree, which means that

ki =max{d*(j): j € N, d*(j) < oo}.
The value k7, — 1 can be interpreted as the minimal number of UVs sufficient for the optimal

surveillance of a target at any discrete position.
Since the set of cheapest paths is a subset of all paths, we have

d(j) =d*(j). VjeN,
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and kmax < kjiay-

We say that an AHOP problem admits a trivial solution if
d(j)=d*(j). VjeN.

Then kpax = kb, In our UV applications, this case means that, for each target position,
there exists an optimal placement of the relay nodes with the minimum possible number
of UVs. In [10], we present a sufficient condition for the AHOP problem to admit a trivial
solution. This condition is formulated in terms of the edge costs ¢;;.

The notations g;(j) and g*(;j) will be used for the cost of, respectively, a k-restricted and
standard (unrestricted) cheapest path from s to j. If 0 < k < d(j), there is no k-restricted
path from s to j, and in this case we define g; (j) = +o0.

Obviously,
KD Z Wz =g ) = gl (D= @)

Moreover, g; (j) > g*(j) for all k > 0. More detailed relations between g’ () and g*(;)
are presented below by Lemma 1.
Let

jo={ieN: (G, j)eE}, jo={ieN: (jiekE)

denote the sets of all immediate predecessors and successors of node j € N, respectively. In
this notation, the optimality conditions for the AHOP problem can be written (see, e.g. [25])
in the form of the recursion relation

8¢ (j) = min [87571(]'), {Ieli,fj{ngl(i) + cij} (&)

valid for any j € N and k > 0. It can be viewed as a Bellman-type recurrence equation
[1,6,9,20].

The optimality conditions allows us to formulate the following lemma. It will be used for
proving the correctness of the algorithms presented in the next section.

Lemma 1 Ler a weighted directed graph G = (N, E) with source s contain no negative
cycles. Then the optimal solution to the AHOP problem has the following structure.

(@) [1f, for some i, j € N and k such that (i, j) € Eand?2 <k < k. the relations
g}j_z(i) = g]j_1(i) and g;:_1(]) > g}f(]) hold, then g;ck_l(i) +cij > g]j(])

(®) g () > g () iffk <d*()j).

(©) g (j)=g"(j)iffk = d*(j).

Proof By optimality conditions (5) and the assumptions in (a), we obtain the relations
&) < gi_1(J) < g (@) +cij = gi_1 () + cij,

which prove statement (a).

Statements (b) and (c) simply follow from the fact that d*(j) is the minimal number of
edges for all unrestricted cheapest paths from s to j, and g*(j) is the cost of such paths.
Indeed, if the number of edges in a path is less than d*(j), the path cost must be larger
than g*(j). Moreover, it is obvious that for k > d*(j) there is no k-restricted path which is
cheaper than g*(j), while there exists a path of the cost g*(j) and the length d*(j). O
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If an AHOP problem admits a trivial solution, then for all j € N and k > 0, by Lemma 1,
we have

[+4oo, 0 <k <d*(j)
gk(”‘[g*(j), itk >dr )

5 AHOP algorithms

The following successive approximation algorithm introduced by Lawler [25] is based
on the recursion relation (5), and it extracts the AHOP solutions from the labels generated
by the conventional Bellman-Ford algorithm.

Algorithm 1.
1 foreachi € N\ {s}do

2 g0(i) < +00

3 go(s) <0

4 fork=1,2,...,|N|—1do

5 for each j € N do

6 8k(J) < 8k—1(J)

7 for eachi € N do

8 for each j € i, do

9 if gx_1(i) + cij < gk(j) then
10 8r(j) < gk—1@0) +cij

At iteration k, Algorithm 1 produces implicitly, for each node j € N, a k-restricted path
from s to j of the cost g (j), which is an upper estimate for g;’(j). Whenever the label gx ()
is improved, the path is updated. At the end of the k-th iteration, the algorithm generates

8k(j) =8¢ (j). VjeN. (6)

This statement is justified, e.g., in [1, p. 142].

We introduce here two modifications of Algorithm 1 which are able to take advantage
of using some characteristic features of the AHOP problems originating from our UV-based
applications. The modifications are built upon the properties of the optimal AHOP solutions
presented by Lemma 1.

The computational complexity of Algorithm 1 is O(|N| |E]) (see e.g. [1]). This estimate
is justified by the necessity of performing |N| — 1 iterations of the for loop in lines 4-10,
which contains the for loop in lines 7-10 to be performed for all edges.

We observe that iteration k = ki, results in g (j) = g*(j) for all j € N. This means
that gx () has attained its minimal value and would not change at the subsequent iterations.
Therefore, Algorithm 1 can be terminated after this iteration.

Clearly k5, < |N|. It should be emphasized that, in the practical placement of communi-
cations relay nodes, the value of k. mostly depends on the terrain topology. For given area
of interest, k%, does not change much with the increasing number of discrete points |N|, if
it changes at all. It is natural to expect for properly refining discretization that k%, — 1 tends
to the maximal value of k(¢) over all possible continuous target positions ¢, where k() is an
optimal solution to problem (1-2). In other words, k%, tends to the minimal number of UVs
which would be definitely sufficient for the optimal surveillance of a target at any position.

For our applications, it is typical that
k¥ << |N]|. )

max
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This observation is taken into account in Algorithm 2 (presented below), which can be viewed
as a modification of Algorithm 1.

Another observation is based on Lemma 1a). It states that if gz_;(i) did not change at
iteration k — 1, then gx—1(i) + ¢;; is not able to improve the value of g (), i.e. in this case,
line 10 of Algorithm 1 is not performed for node i at iteration k. Therefore, the for loop
in lines 8—10 can be restricted to only those edges (i, j) € E which begin in nodes i that
compose the set

Vi={ie N gi—10) # g—2@)}.

Algorithm 2 gains the most benefit from using this observation.

In Algorithm 2, the label g(j) takes the same values at iteration k as g (j) in Algorithm 1.
If g(j) changes at the k-th iteration, we set gx(j) < g(j), and if not, no label gz (j) is
assigned to node j at iteration k.

Algorithm 2 has an extra feature. At iteration k, it produces for each node j € N its
immediate predecessor p(j) in the k-restricted path from s to j. The cost of this path g(j)
gives an upper estimate for g;’(j). At the end of the k-th iteration of Algorithm 2, the equality

8() =g (). VjeN ®)

similar to (6) holds, and p(j) is the immediate predecessor of node j in the implicitly
produced k-restricted cheapest path from s to j. The cost of this path is equal to g; (/).
It will be explained below how to retrieve this path from the available list of predecessors
p1(), ..., pr(-). The mentioned feature was not introduced in Algorithm 1, because we wish
to simplify its formal presentation and to focus on its modifications.

As a result of the k-th iteration of Algorithm 2, the set V11 is composed of those nodes
J € N for which a cheaper path from s to j has been found at this iteration, i.e. gf(j) <
8;_1(j). Only these nodes are used at the next iteration to possibly improve the value of
8k+1 for their immediate successors. This allows Algorithm 2 to reduce in practice the total
number of elementary operations, although the worst-case estimate remains the same as for
Algorithm 1, namely, O(|N| IE)).

The outlined algorithm can be formally presented as follows.

Algorithm 2.

1 foreachi € N\ {s} do

2 g(i) < 400

3 g(s) <0, gols) < g(s), pols) < nil, Vi < {s}
4 fork=1,2,...while|V;| #0do

5 Vel < 0

6 for each i € Vi do

7 for each j € i, do

8 if gr—1() +cij < g(j) then

9 8(j) < gk1() +cij, p(j) < i, Vix1 < Vir1 U{j}
10 for each j € V4 do

11 8k(J) < g()s pr(j) < p(j)

Algorithm 2 returns a collection of triples {k, gk (j), px(j)} produced foreachnode j € N.
We call them kgp-triples. The output of Algorithm 2 for node j may not contain kgp-triples
for some values of k. In fact, in our applications, such collections are typically very sparse—
just one or a few kgp-triples per one node. Recall that, in (4), the sequence of non-increasing
values of g/ (j) may remain the same for some number of the consecutive values of k.
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The kgp-triples are produced by Algorithm 2 only for those values of k which are minimal in
such series of equal values of g;: (7). Therefore, in order to find the value of a, possibly, miss-
ing triple {k, gk (j), px(j)}, it is necessary to find the largest X’ < k for which a kgp-triple
{k', g1 (j), pr(j)} exists. Then the desired values are gx(j) = gi(j) and pi(j) = pr(j).
If such k" does not exist, then gi(j) = 400 and pi(j) = nil. A k-restricted cheapest path
from s to j can be retrieved from the available kgp-triples as follows. We set jiz = j, and
then recursively find

Je—1=peGr)s Jw—2=pe-10r=1),---» Jo=p1(j1)s 9)

where jo = s.
The main properties of Algorithm 2 are summarized in the following theorem.

Theorem 2 Let Algorithm 2 be run on a weighted directed graph G = (N, E) with source s.
Assume that this graph contains no negative cycles. Then after k iterations of the for loop in
lines 4-11, Eq. 8 holds. Moreover; the generated kgp-triples correctly define, for each node
J € N, a path of the optimal cost g; (j). The length of this path is minimal over all cheapest
k-restricted paths from s to j, if such paths exist, and it is equal to the largest k' < k for

which a triple {k', gi'(j), p (j)} exists. Algorithm 2 terminates in k = k¥, + | iterations.

Proof Denote V}* = {s} and
Vi={lieN: g () #g_ 0} (10)

for k > 2. By Lemma 1, the optimality conditions (5) can be written as

8¢ (j) = min [g;fl(j), min {g;_; () +Cij}] . an

iej-NV;
Then it can be easily shown, by inductionin k =1, 2, ..., k% ., that after iteration &, Eq. 8
holds and V;, = Vk*. By the definition of k., Vk* # () for these values of k. Therefore,

Algorithm 2 can not terminate before iteration k = ki, + 1. By Lemma 1 and Eq. 8, at the
end of iteration k = k. we have

max
g(j)=¢8"(j), VjeN.

At the next iteration, none of these values of g(j) can be decreased. Therefore, Vi 12 = ?
and Algorithm 2 terminates after iteration k = k%, + 1.
By the assumption of the theorem, a triple

k', g1 Gik) pre Gk}

was generated by Algorithm 2 for jiz = j. Then pyp (ji) € Vk"i. This, by definition (10),
ensures that the triple

(' =1, go—1(prGix))s pr—1(PrGir)}

exists. By reasoning recursively in the same way, we can prove the correctness of the recur-
sive procedure defined by (9). Since V|* = {s}, we have jo = s. Thus, (9) defines a path from
s to j with the path cost g;'(j). Then it can be easily shown, by induction in k, that the length
of this path is minimal over all cheapest k-restricted paths from s to j. O

Consider the two-criteria optimization problem in which both the path cost and its length
(the number of hops) are to be minimized for each node. Theorem 2 implies that Algorithm 2
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generates a Pareto optimal solution to this problem. Algorithm 1 could also produce a Pareto
optimal solution if to modify it properly.

Observe that the major computational burden of Algorithms 1 and 2 is associated with the
execution of lines 9-10 and 8-9, respectively.

In Algorithm 1, lines 9—10 are executed approximately |E| |N| times, because each edge
(i, j) is used only once for each k.

Similar calculations show that lines 8-9 of Algorithm 2 are executed at most k', | E|
times. In the problems for which (7) holds, this very rough estimate is much better than
IN| |E|. To continue with a more refined analysis of the computational burden, we denote:

Er={G,j)eE:ieVi, jeir)
|E_max| = max{lEk| 1<k < k;lklax}'
Then it is not difficult to verify that the number of elementary operations of Algorithm 2
grows in proportion to the value

Since this estimate is bounded above by &\,

our applied problems, in which |Ex| is far less than | E|.

Our further progress in reducing the number of elementary operations is related with the
use of the cheapest path tree. If the edge costs are non-negative, this tree can be produced,
for instance, by Dijkstra’s algorithm. Its computational complexity is O (|E| + |[N|log |N|).
We need the cheapest path tree to possess the least-hops property. This extra property can be
assured by a simple modification of the algorithms producing cheapest path trees. For this
purpose, not only a path cost should be associated with each node, but also the length of this
path. The currently best path can be improved not only when a candidate path has a smaller
cost, but also when its length is smaller while the cost is the same as the currently best one
(for the formal presentation of this modification, see [10]).

Let p*(j) denote the immediate predecessor of node j € N in a given least-hops cheapest
path tree. Hereafter we assume that such a tree is available. More specifically, not only the
number k%, and the kgp-triples

| Emax |, it is typically well below k| E| for

max

{d*(j),&" (). P*())}, JjeN, (12)
are assumed to be available, but also the sets
N,f:{jeN:d*(j):k}, k=0,1,...,kha- (13)

All these sets can be generated for a given tree in a linear time of the number of nodes |N|.

We observe that, for any node j € N, the inequality in line 9 of Algorithm 2 obviously
holds at each iteration k > d*(j). Therefore, it is not necessary to check this inequality at
any of these iterations. Moreover, if the value of g*(j) is available for a node j, it is natural
to skip the execution of lines 9-10 for this node at the iteration k = d* ().

For any node j € N, we can avoid the unnecessary execution of these lines at iterations
k > d*(j) by excluding at iteration k = d*(j) node j from all the sets i} such thati € j_.
This is the key observation which allows us to efficiently exploit the available least-hops
cheapest path tree. It is implemented in the following algorithm.
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Algorithm 3.

1 foreachi € N\ {s} do

2 g@i) < +oo

3 V() <~

4 fork=0,1,... k}, —1do

5 for each j € N} do

6 for eachi € j_ do

7 iy < iy \{j}

8 Vk+] < @

9 for eachi € Vi, do

10 for each j € iy do

11 if gr_1(@) +¢ij < g(j) then
12 g8(J) < gk—10) +cijy p(j) < iy Vir1 < Vi1 U{j}
13 for each j € Vi1 do

14 gk(j) < &), pk(j) < p(j)

]5 Vk+] < Vk+] U ]\,]2<

Before this algorithm is executed, the sets N;" and a least-hops cheapest path tree must be
determined.

The main properties of Algorithm 3 can be summarized in the same way as it has been
done in Theorem 2 for Algorithm 2. We skip it, because the difference in their formulations
and proofs are pretty obvious. It can be easily seen also that the total number of elementary
operations is less for Algorithm 3 than for Algorithm 2. This derives from the fact that i
in the set of edges associated with the for loops in lines 67 and 10-12 of Algorithm 3 is a
subset of the set of edges which are used at the same iteration of Algorithm 2.

Line 7 of Algorithm 3 is equivalent to the exclusion of the edge (i, j) from the set E.
Since this operation is done at most once for each edge, the computational burden associated
with lines 57 grows linearly with the number of edges | E|.

If in our UV applications the terrain topology is not too complicated, the corresponding
AHOP problem may admit a trivial solution. In this case, at each iteration of Algorithm 3
we have iy = @ in line 7, Vy41 = @ in line 13, and Vy4| = N,j‘ in line 15. It is the most
favorable case for Algorithm 3, because the total number of elementary operations associated
with lines 8-15 grows linearly with |N]|.

In general, the smaller the difference is between the node distances d,f (j) and di (j), the
lower the computational burden of Algorithm 3.

6 Implementation issues and numerical experiments

Here we consider test problems originating from optimal placement of UAV-based commu-
nications relay nodes. Such problems are characterized by relation (7). Another feature of
these problems is that the edge costs are non-negative.

Our test problems cover various 3D terrain topologies. Each row in Table 1 refers to
one test case. The first five columns present some features of the generated directed graph
G = (N, E). Column ‘outdegree’ specifies the min/max/average node outdegree.

In column ‘%kgp > 1°, the percentage of nodes j with d*(j) > d(j) is indicated. Such
nodes have more than one kgp-triple. Zero value means that the corresponding test problem
admits a trivial solution. To increase the portion of nodes with d*(j) > d(j), we modified
some of the test problems by artificially increasing f (x(i)) for one arbitrary selected node i
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which was a successor of node s in the original cheapest path tree. The artificially modified
problems are marked by star in the first column of Table 1.

One can see that the number of discretization points varies from medium to very large. In
the largest test problem, the area of interest is of the size 1000 x 1000 x 60 m, the discreti-
zation step is 10 m, and the communication radius » = 100 m. The obstacles in this problem
model an urban environment.

In the previous section, it was mentioned that Algorithm 1 can be terminated after iteration

k = k. Since the value of k%, is not available, one can terminate Algorithm 1 as soon as

gk(j) = g-1(j), Vj €N,

results from iteration k.

This idea is widely used in implementations of the Bellman-Ford algorithm. Here it was
implemented by setting flag < true at the very beginning of iteration k, and if the inequal-
ity in line 9 of Algorithm 1 holds at least once, we set flag <— false. Then the for loop in
lines 4—10 is terminated as soon as flag = true at the very end of iteration k. We shall refer
to this modification as Algorithm 1’.

This simple idea provides a speedup factor of about |N|/k},., which is approximately
103 in the largest of the test examples considered below. Due to (7), the speedup factor grows
linearly with |[N|. One should bear this in mind, when we compare our Algorithms 2 and
3 with Algorithm 1’, which is actually the conventional Bellman-Ford algorithm tailored to
solving our UV-related problems.

We were using C++ for implementing our algorithms. Algorithm 2 was implemented
with no change.

Our implementation of Algorithm 3 was based on the following observation. One can skip
the for loop in lines 5-7 of Algorithm 3 if line 10 is changed as follows

10 for each j € iy such that d*(j) > k do

We shall refer to this implementation as Algorithm 3’. More sophisticated implementations
of our algorithms and their detailed comparison will be the main subject of a separate paper.
Algorithm 3’ requires that k% and the part of kgp-triples presented by (12) are avail-
able. They are produced by Dijkstra’s algorithm modified in the way outlined in the previous
section. Dijkstra’s algorithm was implemented with the use of the standard heap algorithms
available in the C++ template library.

The sets N;* (13) are also required to be available for Algorithm 3’. They are produced
at the preprocessing stage by sorting the nodes j € N in the increasing order of d*(j) with
subsequent identification of the segments N, NJ, ... in the obtained sequence of sorted
nodes.

The numerical results presented here were produced on a PC running under Windows
Vista with an Intel Core 2 Duo processor (2.4 GHz, 2 GB RAM). Only one core was involved
in the computational process. The CPU time was measured in milliseconds averaged over
1,000 runs. We used the O2 optimization flag in the Microsoft Visual Studio 2008 C+-+
compiler.

The CPU time of running Algorithms 1’, 2, 3" and Dijkstra’s algorithm are presented by
the corresponding columns in Table 1. We shall refer to the combination of Algorithm 3/,
Dijkstra’s and preprocessing algorithms as the combined Algorithm 3’. The run time of the
preprocessing algorithm is not reported here because it was less than 1% of the run time of
the combined Algorithm 3’ presented by the last column.

Table 1 allows us to compare the run time of Algorithms 2 and the combined Algo-
rithm 3’ versus the run time of Algorithms 1’. One can see that the speedup factor of
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Algorithm 2 ranges from 10 to 63. The combined Algorithm 3’ is, in general, faster than
Algorithm 2, especially in the cases of large scale problems. The combined Algorithm 3’ pro-
vides a speedup with the factor ranging from 10 to a few hundreds. It should be emphasized
that the run time of this combination is, in the most cases, less than twice the time of running
Dijkstra’s algorithm. The results presented by Table 1 show the high efficiency of the new
algorithms.

7 Conclusions and future work

The two main results of this paper are the following.

First, the multiextremal problem (1-2), for which it is intractable to directly calculate any
optimal solution, has been reduced to an easy-to-solve cheapest path problem, which yields
a reasonably accurate global optimum for a properly refined discretization. The practical
importance of this approach is that the major computational burden falls on the presolving
stage, owing to which a real-time decision on the optimal placement of the relay nodes can
be made almost immediately after the target position becomes available.

Second, new algorithms for finding hop-restricted cheapest paths have been developed.
The important property of these algorithms is that for each possible target position they pro-
duce a Pareto solution. It is an optimal solution to the multi-criteria problem of minimizing
the path cost and the number of hops. The practical efficiency of our algorithms originates
from their ability to take into account some peculiarities of the considered UVs placement
problem. Our numerical experiments show that the new algorithms are reasonably fast in
solving the single source restricted cheapest path problem AHOP. Their computational time
is a small multiple of the time required by Dijkstra’s algorithm to solve the single source
unrestricted cheapest path problem. The new algorithms are superior to the conventional
Bellman-Ford algorithm tailored to solving AHOP problems.

As an alternative approach, we develop separately a dual ascent algorithm. It is applied
to finding a restricted cheapest path for given initial and terminal nodes. It is based on the
Lagrangian relaxation of the constraint which limits the number of hops. Preliminary results
are encouraging. They are reported in [10].

We plan to extend our approach to the case of nonuniform UVs with an individual range
of the communication equipment. In this case the inequality constraints in (2) take the form

lxi—1 — xill <7y lxier — xill < i

The approach presented in this paper can be easily modified if it is necessary to incorpo-
rate some other type of constraints of practical importance. For instance, the visibility graph
can take into account the presence of areas where any placement of autonomous vehicles
is prohibited, while intersections of the communication lines with such areas are admitted.
Moreover, the extra requirement, that the autonomous vehicles can not be placed too close
to each other, can also without difficulty be taken into account in the process of generating
the visibility graph.

If it is required to avoid any placement of UVs too close to obstacles, this can be imple-
mented, for instance, by introducing weights in computing the obstructed volume. Those
parts of the ball which are more close to its center should have higher weights. Alternatively,
one can add to the standard obstructed volume a term which somehow penalizes the presence
of obstacles in the immediate vicinity of the UV.
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Note that our approach can be evidently extended to the case where each term of the
objective function in (2) depends not only on x;, but also on the position of the previous point
in the sequence of relay nodes. This refers to the objective function of the form:

k+1

> Finx), (14)

i=1

for which the edge cost can be defined as ¢;; = f(x (i), x(j)).

For UV applications, we plan to consider objective functions of a more general type. The
objective functions of the form presented by (14) provide a possibility of assessing not only
the UV positions, but also the communication and surveillance quality.

Our intention is also to address the optimal placement of communications relay nodes in
the case of multiple targets and restricted number of UVs. We plan to consider both static
and dynamic settings.

It should be emphasized that there are some other applied problems, different from those
considered here, which could gain from applying our approach either directly or in a modified
form. These problems are characterized by the necessity to restrict the number of turns in
optimal piecewise linear paths [37]. One can find such problems, for instance, in automated
VLSI circuit design [26,38] and in robotic motion planning [13,24].

In the network design and related areas, it is sometimes required to solve hop-constrained
cheapest path problems. Lawler’s successive approximation algorithm [25] or its truncated
version is often used for this purpose (see, e.g., [5,23,33]). Our new algorithms are much
faster than Algorithm 1’ which is actually an improved version of Lawler’s algorithm. They
provide a speedup factor of about 40 in the large scale cases. All this allows us to conclude
that our algorithms can be successively used for solving the mentioned problems.
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