Autonomous Landing of an Unmanned
Helicopter based on Vision and Inertial
Sensing

Torsten Merz, Simone Duranti, and Gianpaolo Conte

Department of Computer and Information Science
Linkoping University, SE-58183 Linkoping, Sweden

Abstract. In this paper, we propose an autonomous precision landing method for
an unmanned helicopter based on an on-board visual navigation system consisting
of a single pan-tilting camera, off-the-shelf computer hardware and inertial sensors.
Compared to existing methods, the system doesn’t depend on additional sensors (in
particular not on GPS), offers a wide envelope of starting points for the autonomous
approach, and is robust to different weather conditions. Helicopter position and
attitude is estimated from images of a specially designed landing pad. We provide
results from both simulations and flight tests, showing the performance of the vision
system and the overall quality of the landing.

1 Introduction

Many autonomous landing systems for Unmanned Aerial Vehicles (UAVs)
are based on GPS and a dedicated close range sensor for accurate altitude
measurement (radar altimeter, sonar, infrared or theodolites). However, in
urban environments buildings and other obstacles disturb the GPS signal
and can even cause loss of signal (multi-path effects, EM noise due to ac-
tive emitters). Once the GPS signal is lost, the dead reckoning capability of
affordable on-board inertial navigation systems does not allow precision navi-
gation for more than few seconds, before diverging. Hence the need of a robust
observation of the position: a vision system is self-contained, not jammable,
and provides in the proposed implementation a position measurement one
order of magnitude more accurate than standard GPS (cm accuracy or bet-
ter). Estimating velocity from vision is difficult due to limited image frame
rate and sensor resolution. In the proposed method velocity is estimated ac-
curately and robustly by fusing vision position with the measurements of
inertial sensors that usually belong to the standard instrumentation of an
UAV for stabilization. The problem is to develop: (a) a vision system with a
sufficient operating range to allow robust pose estimation from a reasonable
distance at a sufficient rate with low latency using a landing pad of mini-
mal size; (b) a method to fuse these data with inertial measurements; (c) a
suitable flight controller. In an autonomous landing system all components
have to match each other. For instance, for calculating vision estimates a



Fig. 1. The WITAS helicopter descend- Fig. 2. Landing pad with reference pat-
ing to the landing pad. tern seen from the on-board camera.

proper trade-off between accuracy, range, latency, and rate has to be found
optimizing the overall performance of the system.

Our method requires a special landing pad (Fig. 2). As unmanned heli-
copters usually operate from a designated home base this is not a real con-
straint. A precise and fast pan/tilt camera is used to extend the range of
the vision system and decouple the helicopter attitude from the vision field.
We developed a single camera solution, as multi-camera systems make the
system more complex and expensive and don’t offer significant advantages
when using known landmarks. For the experimentation we used a helicopter
platform (Fig. 1) which had been developed in the WITAS project [2,1].

Vision-based control of small size autonomous helicopters is an active
area of research. A good overview of the state-of-the-art can be found in
[7]. Our contribution to the landing problem consists of: (a) many demon-
strated landings with a system only based on images from a single camera
and inertial data using off-the-shelf computer hardware; (b) a wide envelope
of starting points for the autonomous approach; (c) robustness to different
weather conditions (wind, ambient light); (d) a quantitative evaluation of the
vision system and the landing performance.

2 Vision System

The vision system consists of a camera mounted on a pan/tilt unit (PTU),
a computer for image processing, and a landing pad (a foldable plate) with
a reference pattern on its surface. In this section, we explain the design of
the reference pattern, describe the image formation, and present the image
processing algorithm.

The reference pattern is designed to fulfill the following criteria: fast recog-
nition, accurate pose estimation for close and distant range, minimum size,
and minimal asymmetry. We have chosen black circles on white background
as they are fast to detect and provide accurate image features (Fig. 2). From



the projection of three circles lying on the corner points of an equilateral
triangle the pose of an object is uniquely determined, assuming all intrin-
sic camera parameters are known. Circles are projected as ellipses, described
by the center point u., the semi-major axis l,, the semi-minor axis l;, and
the semi-major axis angle 6. The pose of the landing pad with respect to
the camera coordinate system is estimated by minimizing the reprojection
error of the extracted center points and semi-axes of the three ellipses. We
use five circle triplets of different size (radius 2 to 32 cm, distance 8 to 128
cm) with common center point to achieve a wide range of possible camera
positions. Each triplet is uniquely determined by a combination of differently
sized inner circles.

A point Pz in the landing pad frame is projected on the image plane as
follows:
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The extrinsic camera parameters are given by the three Euler angles of the
rotation matrix ;R and the three components of the translation vector “¢,. We
use a camera model with the following intrinsic parameters: ”focal lengths”
a,, and «, in pixels, principal point (ug,vg), and four lens distortion coef-
ficients . All intrinsic parameters are calibrated using Bouguet’s calibration
toolbox [3]. A conic in P? is the locus of all points @ satisfying the homoge-
neous quadratic equation @’ C @ = 0. The transformation of a circle C, on
the landing pad into an ellipse C; in the image plane is given by[4]:

cC,=HYC,H! (2)

The homography matrix H is the projection matrix P without third column
(z = 0). We calculate the ellipse center and axes from C; and represent the
parameters in a common feature vector c.

Fig. 3 shows a data flow diagram of the vision system. Round-edged boxes
represent image processing functions, sharp-edged boxes indicate independent
processes, and dashed lines show trigger connections. Closed contours are
extracted from gray-level images using a fast contour following algorithm
with two parameters: edge strength and binarization threshold. The latter
is calculated from the intensity distribution of the reference pattern. In the
contour list we search for the three biggest ellipses belonging to a circle
triplet. Ellipse parameters are estimated by minimizing the algebraic distance
of undistorted contour points to the conic using SVD [4,6]. After having
found three ellipses, the corresponding contours are resampled with sub-pixel
accuracy. A coarse pose is estimated based on the ratio of semi-major axes
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Fig. 3. Dataflow in the vision system.

and circle radii. The estimation is optimized by minimizing the reprojection
error:
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This function is non-linear and minimized iteratively using the fast-converging
Levenberg-Marquardt method [6]. It’s initialized with the pose parameters
from the first estimate. The uncertainties of the ellipse centers o, and axes o}
are known from separate noise measurements. Finally, the pose parameters
are converted to helicopter position and attitude using angles from the PTU
and known frame offsets and rotations. The PTU control runs in parallel to
the image processing using pixel coordinates of the pattern center as input,
aiming at centering the landing pad in the frame as soon as it’s localized.
Two methods for analyzing image intensities are implemented. The first
estimates the background intensity of the reference pattern based on the as-
sumption being the brightest surface in the image. When the landing pad is
detected, the second method is applied. It computes the background inten-
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sity and the binarization threshold based on the intensity distribution of the
pattern. The exposure controller controls the camera shutter time and iris
aiming at keeping the background intensity in a certain range.

3 Sensor Fusion

The position and attitude estimates provided by the vision system can not
be fed directly into the controller due to their intrinsic lack of robustness:
the field of view can be temporarily occluded (for example by the landing
gear), the illumination conditions can change dramatically just by moving
few meters (sun reflections, shades, etc.). On the other hand, vision readings
are very accurate, when available.

Hence, a navigation filter based on a Kalman filter (KF) has been devel-
oped, fusing highly accurate 3D position estimates from the vision system
with inertial data provided by the on-board accelerometers and angular rate
gyros. Besides filtering out a large part of the noise and outliers, the filters
provides a satisfying dead reckoning capability, sufficient to complete the
landing even when the vision system is ”blind”!, see Fig. 8.

The implementation of the KF is done using the error state space or
indirect formulation with feedback mechanization (Fig. 4). The states of
the filter are the estimated inertial navigation system (INS) errors. The three
observations are given by the difference between the INS position and the
position from the vision system (lateral, longitudinal and vertical position
relative to the pattern). The advantage of the indirect formulation versus
the direct formulation (position, velocity and attitude are among the state

! During the last 50 cm before touch down the vision system is often ”blind” due
to two factors: (a) the shade of the helicopter covers part of the pattern at touch
down, and (b) when the distance of the camera to the pattern is very small it is
very hard for the controller of the pan/tilt unit to keep the pattern in the picture.



variables in the filter) lies in the fact that the INS errors have much slower
dynamics than the navigation variables and are very well described by linear
equations. In this particular application we have to deal with black-out cam-
era periods in the order of seconds. The indirect KF is quite robust in this
respect, in fact an effective indirect filter can be developed with a sample pe-
riods of the order of half a minute [5]. The estimated errors are fed back into
the mechanization algorithm to avoid unbounded growth of the INS errors.

The inertial measuring unit (IMU) used in this application is integrated in
the Yamaha Attitude Sensor (YAS) and it is composed of three accelerometers
and three rate gyros. The output rate is 200 Hz for the gyros and 66 Hz for the
accelerometers. The filter runs at 50 Hz and the inertial sensors are sampled
at the same frequency. Both gyro and accelerometer outputs are prefiltered
at 25 Hz to take into account the information available between the filter
samples.

The filtered IMU outputs are used in the INS mechanization step to cal-
culate the position, velocity and attitude by solving the inertial navigation
equations (4) where 7™ and v™ are the position and velocity vectors, C} is
the direction cosine matrix of the attitude angles. f° and £2% are the ac-
celerometers and gyros outputs, g” is the gravity vector and w}. the Earth
rotation rate.
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Several filter configurations have been tested, the final implementation is
a 12-state KF with 9 navigation error states and 3 accelerometer biases. The
dynamic model of the KF is based on the error dynamics equations (5) where
ér, dv and 1 are the position, velocity and attitude error vectors and da are
the accelerometer biases.

In Fig. 4 the filter architecture is shown. The black-out time (T},) is the
time elapsed since the last valid update. When a new update from the vision
system is available, it is first compared with the predicted position and if the
difference (AP) is smaller than the maximum allowed tolerance (A,qz) it is
passed to the KF as a new observation. This consistency check is active only
if Ty < Tym1 because the uncertainty of the system increases each time the
update is not made. The KF prediction equations are applied at each time
step. When there is a black-out from the vision system the uncertainty of
the INS error system represented by its covariance grows unbounded until
it’s not possible to believe in it anymore. Tj;,,1 is the maximum black-out
time after that the new vision update is passed directly to the filter. The
covariance update equation reduces the covariance of the error system and
the decrease is large when the covariance of the measurement is small. The
covariance of the vision system measurement is quite small, this means that



immediately after the update the uncertainty of the INS error system is low
and the consistency check can be activated again. Of course, it can happen
that the first update after the black-out is an outlier and in this case it can’t
be detected. For stability reasons the landing is aborted after a maximum
black-out time T};,,2 and the filter is reinitialized.

4 Flight Controls

The requirements set on the flight control system during landing are the
following:

1. The landing mode should be engaged from any point where the landing
pad is visible, that means approximately within a 20 m radius hemisphere,
centered on the pattern.

2. Once the landing mode is engaged, the helicopter state should be compat-
ible with the proper functionality of the vision system, until touchdown,
this means that during the approach phase the following should be con-
sidered : (a) the helicopter’s position and attitude should not be such
as to cause physical occlusion of the visual field; this may happen due
to the landing gear skids or the mechanical limitations of the pan/tilt
unit; (b) the regions where the accuracy of the vision system is worst
should be avoided, if possible; (¢) the helicopter velocity and angular
rates should not saturate the pan/tilt unit capability for compensation:
too high angular rates of the visual beam may result in blurred images;
(d) the position of the dominant light source (sun) should be considered,
to avoid full reflections.

3. The wind direction has to be taken into account: tailwind landings should
be avoided.

4. The control system should be dimensioned for wind levels up to 10 m/s.

5. The engine should be shut down autonomously, once touch-down is de-
tected. The detection should be timely, since early detections cause high
touch down loads and late detections can cause ground resonance.

6. The vertical velocity at touch down should be of the same order of mag-
nitude as a proper manual landing.

In the following, the landing procedure is described. Fig. 5 shows the
sequence of control modes and the triggering conditions. As soon as the navi-
gation filter provides state estimates, the helicopter turns towards the pattern
to guarantee occlusion-free view of the pattern and flies to a point located
5 meters on the vertical of the desired touch down point (Prp). Once the
helicopter is on top of Prp, the heading is changed for landing, taking into
consideration the illumination conditions (sun from the side is optimal) and
the wind conditions (optimum with head-wind). The final descent is con-
ducted at a constant sink rate of 20 cm/s. At 8 cm from the ground, the
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Fig. 5. Mode sequence leading to touch down. Note that all transitions are one-
directional: once a mode is exited it can not be re-entered.

throttle command is ramped down, inducing loss of lift and touch down.

The control laws of the helicopter consist of an inner loop (pitch, roll and
yaw angle control, and vertical velocity control) and an outer loop (position
and velocity control). The inner loop consists of the Yamaha Attitude Control
System (YACS), the properties of which have been identified with a dedicated
system identification session. The control equations of the outer loop can be
summarized as following;:

Oc = Kpe0X + KppwdVx + Kiva0Vxsum
Apc = KpydY + Kpoy0Vy + Kiny0Vysum
Vze = Kivz20Vzsum + Kpvz(Vziarges — Vz)

Vztarget = 1imit(0.750Z, Vzmin, Vzmax)
we = limit (K, 01, —26 deg/s, 26 deg/s)

(6)

where the subscripted K are control gains, the § are control errors, the
subscript sum indicates the integral terms, 6¢ is the commanded pitch angle,
A¢c is the commanded roll angle variation, we is the commanded yaw rate
and V¢ is the commanded vertical velocity?.

5 Experimental Results

The helicopter used for experimentation is a slightly modified Yamaha RMAX
(Fig. 1). It has a total length of 3.6 m (incl. main rotor) and a take-off weight

2 During the descent and touch down phases, the gains of the velocity terms (Kpva
and Kp,,) are increased by one fifth and the integral terms in the horizontal
control are activated, for faster and more precise position control.
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Fig. 6. RMS error in horizontal (left) and vertical position (right) from simulation.

of 95 kg, including 30 kg available for payload. The vision navigation system
consists of two PC104 stacks with PIII 700 MHz processors, the inertial
sensors of the YAS, and a single standard CCD camera with approx. 45
degrees horizontal angle of view which is mounted on an off-the-shelf pan/tilt
unit (PTU). One of the two computers is dedicated to sensor management
and low level control of the helicopter, the other one for image processing and
control of the camera and the PTU. The two computers communicate over a
RS232C serial link. They are built inside a shock and vibration isolated box,
which also includes a precision GPS, a barometric altitude sensor, a compass,
a video recorder, a video transmitter, and a wireless Ethernet bridge. The
PTU is mechanically limited to 111 degrees tilt and +180 degrees pan, the
max. angular rate is 300 degrees/s and the resolution 0.051 degrees. It is
mounted on a vibration isolating platform on the underside of the helicopter
body.

We estimated the RMS error of the vision system in position and atti-
tude depending on the relative position to the pattern in leveled flight. For
each position 1000 samples were generated using a feature noise model that
included noise from image formation, digitization, and segmentation. We de-
veloped a method to analyze noise in ellipse center position and semi-axis
length. Errors introduced by the transformation from the camera frame into
the body frame were not considered in simulation. Fig. 6 shows the RMS er-
rors (1o) in horizontal and vertical position. The error doesn’t change much
in the simulated envelope (a 20 m radius hemisphere, with a ”blind” sector
from azimuth 0 to 15 degrees) due to different triplet sizes and sub-pixel
feature extraction. For pitch and roll the error behaves similar to the hori-
zontal error, with a maximum RMS value of ~1 degree, the error in heading
is negligible.

The actual accuracy of the vision system was evaluated through an in-
flight comparison with a navigation solution based on the YAS and a precision
RTK GPS which supplied horizontal/vertical position with 10 mm/15 mm
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uncertainty (1o). We found good agreement between measured and simulated
errors. Fig. 7 shows timeplots for distance, altitude, and pitch angle at typical
starting points for autonomous landing. Position and attitude estimates were
provided with an average rate of 20 Hz (using 384 x288 pixels images) and
an average latency of 110 ms (including delays from capturing PAL signals).

Some tens of autonomous landings were conducted from different rela-
tive positions to the landing pad within the specified envelope, on grass and
snow fields, with different wind and illumination conditions. A sample of the
results is available in Fig. 10 . The vertical velocity at touch down ranged
between 18 and 35 cm/s, this corresponds to load factors of about 1.4 g on
grass fields. The horizontal velocity at touch down was in the order of mag-
nitude of 15 cm/s. The average touch down point precision was about 42
cm (13 % of rotor diameter). Thanks to the pan/tilt camera and a robust
controller, considerable wind levels can be handled. Successful landings have
been performed with wind levels on ground up to 30 km/h (2 min average),
with gusts of 45 km /h.
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Fig. 10. Flight test results from several autonomous landings.
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