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Pay no attention to … eh … that man behind the curtain 

Gabriel Skantze, Anna Hjalmarsson 
Department of Speech, Music and Hearing 

KTH, Stockholm 
gabriel@speech.kth.se, annah@speech.kth.se 

Abstract  
We present an experimental study that explores an early implementation of a model of speech generation for incremental dialogue 
systems. The model allows a dialogue system to incrementally interpret spoken input, while simultaneously planning, realising and 
self-monitoring the system response. The model has been implemented in a general dialogue system framework. Using this framework, 
we have implemented a specific application and tested it in a Wizard-of-Oz setting, comparing it with a non-incremental version of the 
same system. The results show that the incremental version, while producing longer utterances, has a shorter response time and is 
perceived as more efficient by the users. 

 

1. Introduction 
Speakers in dialogue understand and produce speech 
incrementally as the dialogue progresses, using informa-
tion from several different sources to decide what to say 
and when it is appropriate to speak (Levelt, 1989). While 
speaking, processes at all levels – semantic, syntactic, 
phonologic and articulatory – work in parallel to render 
the message under construction. This is an efficient 
processing strategy since speakers may employ the time 
devoted to articulating the first part of a message to plan 
the rest. Contrary to this, most spoken dialogue systems 
use a silence threshold to determine when the user has 
stopped speaking. The user utterance is then processed by 
one module at a time, after which a complete system 
utterance is produced and realised by a speech synthe-
sizer.  

This paper presents a study that explores how incre-
mental speech generation can be used in a Wizard-of-oz 
setting to improve the response time. A model of incre-
mental speech generation has been implemented that 
allows the dialogue system to incrementally interpret 
spoken input, while simultaneously planning, realising 
and self-monitoring the system response.  

2. Incremental processing  
The proposed model is based on a general, abstract model 
of incremental processing proposed by Schlangen & 
Skantze (2009) and has been implemented in Jindigo – a 
Java-based open source framework for implementing and 
experimenting with incremental dialogue systems, de-
veloped at KTH (www.jindigo.net). We only have room 
for a very brief overview of the model here, but interested 
readers are referred to Skantze & Hjalmarsson (in press). 
We currently use a typical pipeline architecture for the 
dialogue system (see Figure 2, in which a Wizard is used 
instead of an ASR). Contrary to most dialogue systems, 
input and output is not processed and produced utterance 
by utterance, but instead on the level of words and 
sub-phrases. An example is shown in Figure 1. As the 
words are incrementally recognized by the ASR, they are 

processed by each dialogue system component, and a 
SpeechPlan with possible responses (represented as a 
graph) is incrementally produced by the ActionManager. 
If the system detects that the user has finished speaking 
and it is appropriate for the system to start speaking, the 
Vocalizer may start realising the SpeechPlan, even if it is 
not yet complete. The ActionManager may also revise the 
SpeechPlan if needed, for example if a speech recognition 
hypothesis turns out to be incorrect in light of more 
speech input. The Vocalizer can then automatically make 
covert or overt self-repairs, i.e. either without the user 
noticing it, or using an editing term, such as “sorry, I 
mean”. If it is appropriate for the system to start speaking 
and the SpeechPlan has not yet been constructed, the 
Vocalizer may also use filled pauses such as “eh”.  
 

w1 how w2 much w3 is w4 the w5 doll w6

eh

well

s1

you can have it for

it costs

let�’s say s3 s640 crowns

 
Figure 1: The output of an ASR (top) and the SpeechPlan 

that is incrementally produced (bottom). Vertex s1 is 
associated with w1, s3 with w3, etc.  

3. A Wizard-of-Oz experiment 
A Wizard-of-Oz experiment was conducted to test the 
usefulness of the model outlined above. All modules in 
the system were fully functional, except for the ASR, 
since not enough data had been collected to build lan-
guage models. Thus, instead of using ASR, the users’ 
speech was transcribed by a Wizard. A common problem 
is the time it takes for the Wizard to transcribe incoming 
utterances, and thus for the system to respond. With the 
proposed model for incremental speech generation, the 
system may start to respond even if the Wizard has not yet 
completed the transcription. 

The experimental setup is shown in Figure 2. A stan-
dard Voice Activity Detector (VAD) is used to detect the 
end of the user’s utterance and trigger the Vocalizer to 

1



start speaking. The Wizard may start to type as soon as the 
user starts to speak and may alter whatever he has typed 
until the return key is pressed and the hypothesis is 
committed.  

User VAD

Vocalizer

Speech

Speech
Interpreter

Word

ContextualizerActionManager

Utterance
Segment

Wizard

 
 

Figure 2: The system architecture used in the Wiz-
ard-of-Oz experiment. 

 
We used a spoken dialogue system for second language 
learners of Swedish under development at KTH, called 
DEAL (Wik & Hjalmarsson, 2009). The scene of DEAL 
is set at a flea market where a talking agent is the owner of 
a shop selling used goods. The shop-keeper can talk about 
the properties of goods for sale and negotiate about the 
price. For the experiment, DEAL was re-implemented 
using the Jindigo framework. 

An experiment with 10 participants, 4 male and 6 fe-
male, was conducted to compare the incremental imple-
mentation of DEAL to a non-incremental version of the 
same system. The participants were given a mission: to 
buy three items (with certain characteristics) in DEAL at 
the best possible price from the shop-keeper. The par-
ticipants were further instructed to evaluate two different 
versions of the system, System A and System B. However, 
they were not informed how the versions differed. The 
participants were lead to believe that they were interacting 
with a fully working dialogue system and were not aware 
of the Wizard-of-Oz set up. Post experiment question-
naires were used to explore which one of the two versions 
was most prominent according to 8 different dimensions: 
which version they preferred; which was more hu-
man-like, polite, efficient, and intelligent; which gave a 
faster response and better feedback; and with which ver-
sion it was easier to know when to speak. 

4. Results 
A video (with subtitles) showing an interaction with one 
of the users can be seen at http://www.youtube.com/ 
watch?v=cQQmgItIMvs. Figure 3 shows the difference in 
response time between the two versions. As expected, the 
incremental version started to speak more quickly 
(M=0.58s, SD=1.20) than the non-incremental version 
(M=2.84s, SD=1.17), while producing longer utterances.   

0,00

1,00

2,00

3,00

4,00

5,00

6,00

start end length

S
e
co
n
d
s

inc

non

 
Figure 3: The first two column pairs show the average 

time from the end of the user’s utterance to the start of the 
system’s response, and from the end of the user’s utter-

ance to the end of the system’s response. The third column 
pair shows the average total system utterance length (end 

minus start).  
 

It was harder to anticipate whether it would take more or 
less time for the incremental version to finish utterances. 
The incremental version initiates utterances with speech 
segments that contain little semantic information. Thus, if 
the system is in the middle of such a segment when re-
ceiving the complete input from the Wizard, the system 
may need to complete this segment before producing the 
rest of the utterance. On the other hand, it may also start to 
produce speech segments that are semantically relevant, 
based on the incremental input, which allows it to finish 
the utterance more quickly. As the figure shows, it turns 
out that the average response completion time for the 
incremental version (M=5.02s, SD=1.54) is about 600ms 
faster than the average for non-incremental version 
(M=5.66s, SD=1.50), (t(704)=5.56, p<0.001).  

To analyze the results of the questionnaire, a Wilcoxon 
Signed Ranks Test was carried out. The results show that 
the two versions differed significantly in three dimensions, 
all in favour of the incremental version. Hence, the in-
cremental version was rated as more polite, more efficient, 
and better at indicating when to speak.  

The experiment shows that it is possible to achieve fast 
turn-taking and convincing responses in a Wizard-of-Oz 
setting. We think that this opens up new possibilities for 
the Wizard-of-Oz paradigm, and thereby for practical 
development of dialogue systems in general. 
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A Maximum Latency Classifier for Listener Responses

Daniel Neiberg1, Khiet P. Truong2

1Department of Speech, Music and Hearing, Royal Institiute of Technology (KTH), Sweden
2 Human Media Interaction, University of Twente, The Netherlands

1neiberg@speech.kth.se, 2k.p.truong@ewi.utwente.nl

Abstract
When Listener Responses such as “yeah”, “right” or “mhm” are uttered in a face-to-face conversation, it is not uncommon for the
interlocutor to continue to speak in overlap, i.e. before the Listener becomes silent. We propose a classifier which can classify
incoming speech as a Listener Response or not before the talk-spurt ends. The classifier is implemented as an upgrade of the
Embodied Conversational Agent developed in the SEMAINE project during the eNTERFACE 2010 workshop.

1. Introduction
Face-to-face conversation in the map-task domain may be
viewed as a role play where one is having the Speaker role
while the other is having the Listener role. Being an atten-
tive speaker involves creating opportunities for the listener
to give listener responses, such as “yeah”, “right”, “mhm”
or head-nodes and other gestures and continue speaking at
the appropriate moment.

The Listener commonly utter responses such as “yeah”,
“mhm”, “uhu”. Fujimoto (Fujimoto, 2007) propose to call
these short utterances Listener Responses. These are short
utterances or vocalizations which are interjected into the
Speakers’ account without causing an interruption, or being
perceived as competitive of the floor.

In this work, we show the presence of a negative
gap (overlap) between the continuation talk-spurt of the
Speaker following the onset of a Listener Response. Based
on this insight, we propose a detector which is able to clas-
sify incoming speech as Listener Responses before the talk-
spurt ends.

2. The MapTask Corpus
The HCRC Map Task Corpus (Anderson et al., 1991) con-
tains 128 dialogues. The task is for one subject to explain
a route to another subject. We use the half of the dialogs
which were recorded under a face-to-face condition. The
two conversations labeled as q3ec1 and q3ec5 were dis-
carded due to a buzz in the speech signal.

We used the official MapTask annotations concerning the
distinction between Acknowledgment Moves (MTACK)
and other talkspurts (NONMTACK). The precise definition
of an Acknowledgment Move is found in (Carletta et al.,
1997), which closely resemble the term Listener Response
and thus serve our purpose. The inter-label agreement of
the Map Task Corpus annotations are good (κ = .83).

Based on the provided annotations, the corpus is seg-
mented into talkspurts (Brady, 1968), defined as a mini-
mum voice activity duration of 50ms separated by a mini-
mum inter-pause of 200 ms. The inter-pause threshold cor-
respond to the minimally perceived silence, and the result-
ing segmentation will better resemble the condition when a
real voice activity detector is used.

Figure 1: The gap or overlap (negative gap) between a
MTACK Response and the incterlocutors’ continuation us-
ing bins of 100 ms.

2.1 The gap or overlap after Listener Responses

Figure 1 shows the distribution of gaps between talkspurts
of the Speaker which follows the onset of a MTACK Re-
sponse. This gap has a negative value (i.e. overlap) if
the Speaker continues speaking before the end of the Re-
sponse. Although the graph shows the Speaker commonly
continues to speak after roughly 0-400 ms, it also shows
that overlap is not uncommon. This means that for a re-
sponsive dialog with a Virtual Human, Responses from the
user need to be classified before they are finished. This
might be done using a speech recognizer running in incre-
mental mode or by using a specialized detector. Since a
speech recognizer will only detect lexical content, the spe-
cial prosodic characteristics of listener responses cannot be
accounted for.

3. Maximum latency classification

Based on the analysis in the previous Section, we propose a
maximum latency design for the detector. It is implemented
as a voice activity detector which sends an end message af-
ter the talkspurt ends, or at a predefined duration threshold,
denoted as the maximum latency. If the duration reaches
the threshold, it continues to work as normal voice activity
detector internally, otherwise it might trigger again. Note
that the detector may trigger before the maximum latency
if the talkspurt is shorter than the threshold subtracted by
the minimum inter pause threshold.
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3.1 Feature trajectories as length-invariant Discrete
Cosine Coefficients

To parameterize the trajectories of each feature through out
a talkspurt, we use DCT coefficients invariant to segment
length:

Xk =
1

N

N−1�

n=0

xn cos

�
π

N
(n+

1

2
)k)

�
k = 0, . . . , N

where N is the segment length, xn is the feature value at
time n and Xk is the k’th coefficient.

These DCT coefficients are much faster to compute than
polynomial regression coefficients, since polynomial re-
gression require matrix inversion. The 0’th coefficient
is equal to the arithmetic average, which means if it is
omitted, then only the relative shape of a trajectory is
parametrized. This property is useful for parameterizing
features such as F0 (which has a speaker dependent ad-
ditive bias) or MFCCs (which has an additive channel
bias). When a DCT is applied on MFCCs, one obtain
the cepstrum modulation spectrum. The usage of length-
invariant cepstrum modulation spectrum was first intro-
duced by (Ariki et al., 1989), although no specific term was
used at the time.

Back-channels has been shown to have a rise in F0 as
well as have distinct intensity contours (Benus et al., 2007).
Other important Listener Response characteristics are lex-
ical content and short duration (Edlund et al., 2010). This
makes us come up with the feature set: F0 ENVELOPES,
INTENSITY, MFCCS, DURATION, (For training, the full
talkspurt duration was used, for testing, the duration up to
the maximum latency threshold was used) and SPECTRAL
FLUX (the L2-norm of FTT-bins in adjacent frames). All
feature are parametrized in the time dimension using length
invariant DCT-coefficients 1-6, except SPECTRAL FLUX
for which we use 0-5, unless anything else is specified.

4. Experiments
For all experiments, the training set consists of so-called
quads 1-4, the development set holds quads 5-6 and the
evaluation set holds quads 7-8. This gives us around 500-
1000 MTACK and NONMTACK talkspurts per set. For
classification, we used Support Vector Machines with Ra-
dial Base kernel as implemented in the LibSVM package
(Chang and Lin, 2001). The SVM regularization parame-
ters ν and γ are optimized on the development set, and the
model with the best parameters is then used on the evalua-
tion set.

5. Results And Discussion
As expected, we observe in Table 1 that MFCCs and dura-
tion, at least in the 500 ms case, are the main contributors
to the distinction between MTACK vs. NONMTACK, while
F0 is the weakest feature. We observe that omitting the 0th
DCT for MFCCs, does not hurt performance. For the 300
ms latency, this leads to a feature combination of Int., Sp.
flux, MFCC without 0th, while for the 500 ms latency, we
add duration. These two classifiers are then tested on the
evaluation set, as shown in the Table.

Development set
Feature(s) 300 ms 500 ms
F0 Envelopes 55 59
Intensity 60 62
MFCC with 0th 72 75
MFCC without 0th 74 75
Duration 55 71
Spectral flux 66 67
Int., Sp. flux, MFCC with 0th 73 76
Int., Sp. flux, MFCC with 0th, Dur. 75 76
Int., Sp. flux, MFCC without 0th 74 76
Int., Sp. flux, MFCC without 0th, Dur. 73 76

Evaluation set
Feature(s) 300 ms 500 ms
Int., Sp. flux, MFCC without 0th 73
Int., Sp. flux, MFCC without 0th, Dur. 76

Table 1: Average F-scores in percent for “MTACK vs
other” classification.

6. Conclusions and Acknowledgments
The good performance of the classifier at a maximum la-
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munity’s Seventh Framework Programme (FP7/2007-2013)
under grant agreement n 211486 (SEMAINE).
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Access to multi-layered lexical, grammatical and
semantic information representing text content is
a prerequisite for efficient automatic understand-
ing and generation of natural language. A framenet
built along the lines of the original English Berke-
ley FrameNet (see <http://framenet.icsi.berkeley.edu/
>> is considered a valuable resource for both linguis-
tics and language technology research that may con-
tribute to the achievement of these goals.

Currently, framenet-like resources exist for a few
languages, including some domain-specific and mul-
tilingual initiatives (Dolbey et al., 2006; Boas, 2009;
Uematsu et al., 2009), but are unavailable for most lan-
guages, including Swedish, although there have been
some pilot studies exploring the semi-automatic ac-
quisition of Swedish frames (Johansson and Nugues,
2006; Borin et al., 2007).

At the University of Gothenburg, we have recently
embarked on a project to build a Swedish framenet-
like resource. A novel feature of this project is that the
Swedish framenet will be an integral part of a larger
lexical resource containing much other lexical infor-
mation in addition to the framenet part, including in-
formation relating to older stages of Swedish. Hence
the name Swedish FrameNet++ (SweFN++).

As a result of almost half a century of work on
Swedish linguistic resources and Swedish lexicogra-
phy, our research unit is the owner of a number of
digital linguistic resources of various kinds – includ-
ing both data and processing resources – with various
degrees of coverage, and in various formats. When
now starting the construction of a Swedish framenet,
recycling as much as possible of the content of these
hard-won resources will be a priority.

In addition, there are freely available suitable re-
sources created elsewhere that can also be thrown into
the pot. Below we describe briefly some of the existing
lexical resources.

Resources at Gothenburg
Resources for modern Swedish
SALDO is the core lexicon of the SweFN++ to
which all other information is to be merged. It pro-
vides morphological and lexical-semantic informa-
tion on about 88,500 entries (senses expressed by sin-
gle words or multi-word units). The lexicon is an
updated version of The Swedish Associative Thesaurus
(Lönngren, 1989) remade into a fully digital resource
and enhanced by Borin and Forsberg (2009a).

The SIMPLE and PAROLE lexicons for Swedish
are lexical resources aimed at language technology
applications, results of the EU projects PAROLE
(1996–1998) and SIMPLE (1998–2000) (Lenci et al.,
2000). SIMPLE contains 8,500 semantic units being
characterised with respect to semantic type, domain
and selectional restrictions. All the items are also
linked to the PAROLE lexicon, which contains 29,000
syntactic units representing syntactic valence infor-
mation.

The Gothenburg Lexical Database (GLDB) is a lex-
ical database for modern Swedish covering 61,000 en-
tries with an extensive description of their inflection,
morphology and semantics. SDB (Semantic Database)
is a version of GLDB where many of the verb senses
have been provided with semantic valence informa-
tion using a set of about 40 general semantic roles
(Järborg, 2001) and linked to example sentences in a
corpus. One goal of the work presented here will be
to find effective ways of correlating framenet frame
elements with these general semantic roles.

Historical resources
Dalin’s dictionary (appr. 63,000 entries) reflects the
Swedish language of the 19th century (Dalin, 1853
1855). It has been digitized and published with a web
search interface at Språkbanken.

It is currently being linked on the sense level to
SALDO as part of an eScience collaboration with his-
torians interested in using 19th century fiction as
historical source material. A morphological analysis
module for this historical language variety is also be-
ing developed as part of this effort.

Old Swedish dictionaries There are three major
dictionaries of Old Swedish (1225–1526): (Söderwall,
1884) (23,000 entries), Söderwall supplement (Söder-
wall, 1953) (21,000 entries), and (Schlyter, 1887)
(10,000 entries). All have been digitized by Språk-
banken.

We have started the work on creating a morpholog-
ical component for Old Swedish (Borin and Forsberg,
2009b), covering the regular paradigms and created a
smaller lexicon with a couple of thousand entries.

Resources from outside sources
The People’s Synonym Dictionary is the result of a
collaborative effort where users of a Swedish-English
online dictionary have been asked to judge the degree
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of synonymity of a word pair (randomly chosen from
a large set of synonym candidates) on a scale from 0
(no synonymy) to 5 (complete synonyms). The down-
loadable version contains all word pairs with a rating
in the interval 3 to 5, almost 40,000 Swedish synonym
pairs. A Swedish-English dictionary – Folkets lexikon
‘the People’s Dictionary’ – is now being constructed
by the same method.

Swedish Wiktionary at present contains almost
60,500 entries (subdivided into senses). Notably, for
each sense there is a free-text definition provided.
Definitions are rare in other free lexical resources,
which makes Swedish Wiktionary interesting for our
purposes.

The Lund University frame list Johansson and
Nugues (2006) have performed several experiments
in attempt to create a Swedish framenet automatically.
One of their experiments has resulted in list of 17,844
Swedish lemmas annotated with the English frames
they evoke. The data was produced through parallel
corpora with classification accuracy of 75%.

Merging lexical resources
The available lexical resources are heterogeneous as
to their content and coding. The resources have
been developed for different purposes by different
groups with different backgrounds and assumptions,
some by linguists, some by language technology re-
searchers – possibly with little linguistic background
or none at all – and yet others in Wikipedia-like col-
lective efforts. Thus one of the main challenges for
SweFN++ is to ensure content interoperability not
only among the lexical resources but also between
the available tools for text processing and lexical re-
sources to be used by various pieces of software,
and to formulate strategies for dealing with the un-
even distribution of some types of information in
the resource (e.g., syntactic valence information at
present being available for about one fourth of the
entries). This is work that we have initiated quite in-
dependently of the SweFN++ plans, within the Eu-
ropean infrastructure initiative CLARIN (See <http:
//www.clarin.eu>).

We envision the end product of this work as a
diachronic lexical resource for Swedish, to be used
in developing language technology tools for deal-
ing with text material from all periods of the writ-
ten Swedish language, i.e., from the Middle Ages on-
wards. It remains to be seen how much this can apply
the framenet part of the resource, but realistically, in
addition to the modern language, at least 19th century
Swedish may be covered.

The current state of the project can be viewed
at the project homepage: <http://spraakbanken.gu.se/
swefn>. The content of the page is automatically up-
dated daily, hence reflecting the project as-is. At the
time of writing, the Swedish framenet contained 113
frames with 5,961 lexical units.
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1. Introduction
In his classic paper on frame semantics, Fillmore (1982)
says:

Frame semantics comes out of traditions of em-
pirical semantics rather than formal semantics. It
is most akin to ethnographic semantics, the work
of the anthropologist who moves into an alien
culture and asks such questions as, ‘What cate-
gories of experience are encoded by the members
of this speech community through the linguistic
choices that they make when they talk?’

In this paper (a version of which has appeared as Cooper
(2010)), we will make a connection between formal se-
mantics and frame semantics by importing into our se-
mantic analysis objects which are related to the frames of
FrameNet. Our way of doing this will be different from,
for example, Bos and Nissim (2008). An important part
of our proposal will be that we introduce semantic objects
corresponding to frames and that these objects can serve as
the arguments to predicates. We will use record types as
defined in TTR, type theory with records, (Cooper, 2005a;
Cooper, 2005b; Cooper, forthcoming; Ginzburg, forthcom-
ing) to characterize our frames. The advantage of records
is that they are objects with a structure like attribute value
matrices as used in linguistics. Labels (corresponding to at-
tributes) in records allow us to access and keep track of pa-
rameters defined within semantic objects. This is in marked
contrast to classical model theoretic semantics where se-
mantic objects are either atoms or unstructured sets and
functions. We will first show how TTR can be used to
represent frames. We will then show how we propose to
represent the contents of verbs in a compositional seman-
tics. The use of frames here leads us naturally from the
Priorean tense operators used by Montague to the Reichen-
bachian account of tense (Reichenbach, 1947) preferred by
most linguists. The use of frames also leads us to a particu-
lar view of Partee’s puzzle about temperature and price first
discussed in Montague (1973) (PTQ, reprinted as Chap. 8
of Montague (1974)). Our solution to this puzzle relates
to Fernando’s (Fernando, 2006; Fernando, 2009) theory of
events as strings of frames. Finally, we will consider how
our proposal can be used to talk about how agents can mod-
ify word meaning by adjusting the parameters of word con-
tents. This relates to a view of word meaning as being in
a constant state of flux as we adapt words to describe new
situations and concepts.

2. Using TTR to represent frames
Consider the frame Ambient temperature defined in
the Berkeley FrameNet. Leaving out a number of frame
elements, we will say that an ambient temperature frame is
a record of type (1).

(1)





x : Ind

e-time : Time

e-location : Loc

ctemp at in : temp at in(e-time, e-location, x)





We will call this type AmbTemp.

3. A TTR approach to verbs in
compositional semantics

If you look up run on FrameNet you will find that on one of
its readings it is associated with the frame Self motion.
Like many other frames in FrameNet this has a frame ele-
ment Time which in this frame is explained as “The time
when the motion occurs”. This is what Reichenbach (Re-
ichenbach, 1947) called more generally event time and we
will use the label ‘e-time’.

In order to obtain the content of the verb ran we need to
create a function which abstracts over the individual which
is to be its subject argument. Because frames will play an
important role as arguments to predicates below we will not
abstract over individuals but rather over frames containing
individuals. The content of the verb ran will be (2).

(2) λr:
�
x:Ind

�
(




e-time : TimeInt

ctns : e-time.end< ι.start
crun : run(r.x,e-time)



)

4. The puzzle about temperature and prices
Montague (Montague, 1973) introduces a puzzle presented
to him by Barbara Partee:

From the premises the temperature is ninety
and the temperature rises, the conclusion
ninety rises would appear to follow by normal
principles of logic; yet there are occasions on
which both premises are true, but none on which
the conclusion is.

By interpreting rises as a predicate of frames, for exam-
ple, of type AmbTemp as given in (1) we obtain a solution
to this puzzle.

7



(3) λr:
�
x:Ind

�
(




e-time : TimeInt

ctns : e-time= ι
crun : rise(r,e-time)



)

Note that a crucial difference between (2) and (3) is that the
first argument to the predicate ‘rise’ is the complete frame
r rather than the value of the x field which is used for ‘run’.
Thus it will not follow that the value of the x field (i.e. 90
in Montague’s example) is rising.

5. Fernando’s string theory of events
In an important series of papers including (Fernando, 2004;
Fernando, 2006; Fernando, 2008; Fernando, 2009), Fer-
nando introduces a finite state approach to event analysis
where events can be seen as strings of punctual observa-
tions corresponding to the kind of sampling we are familiar
with from audio technology and digitization processing in
speech recognition. (4) shows a type of event for a rise in
temperature using the temperature frame AmbTemp in (1).

(4)





e-time:TimeInt

start:





x:Ind

e-time=e-time.start:Time

e-location:Loc

ctemp at in:temp at in(start.e-time,
start.e-location, start.x)





end:





x:Ind

e-time=e-time.end:Time

e-location=start.e-location:Loc

ctemp at in:temp at in(end.e-time,
end.e-location, end.x)





event=start�end:AmbTemp
�

AmbTemp

cincr:start.x<end.x





6. Word meaning in flux
For all (4) is based on a very much simplified version
of FrameNet’s Ambient temperature, it represents a
quite detailed account of the lexical meaning of rise in re-
spect of ambient temperature — detailed enough, in fact,
to make it inappropriate for rise with other kinds of sub-
ject arguments. Consider price. If you look up the noun
price in FrameNet you find that it belongs to the frame
Commerce scenario which includes frame elements
for goods and money. If you compare the FrameNet frames
Ambient temperature and Commerce scenario,
they may not initially appear to have very much in com-
mon. However, extracting out just those frame elements or
roles that are relevant for the analysis of the lexical mean-
ing of rise shows a degree of correspondence. They are,
nevertheless, not the same. The additional detail of the lex-
ical semantic analysis obtained by using frames comes at a
cost. rise appears to mean something slightly different for
temperatures and prices, objects rising in location, not to
mention countries as in China rises. We argue that there
is no fixed set of meanings for a verb like rise but rather
that speakers of a language create meanings on the fly for
the purposes of interpretation in connection with a given
speech (or reading) event. This idea is related to the no-
tion of meaning potential discussed for example in Linell
(2009) and a great deal of other literature.
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Abstract  

We have a visionary goal: to learn enough about human face-to-face interaction that we are able to create an artificial conversational 

partner that is humanlike. We take the opportunity here to present four new projects inaugurated in 2010, each adding pieces of the 

puzzle through a shared research focus: modelling interactional aspects of spoken face-to-face communication. 

 

1. Introduction 
Our group has a long-standing interest in humanlikeness 
and social signals with the visionary goal to acquire the 
knowledge necessary to build systems that interact more 
like humans do. We have a special interest in building 
computational models of human conversational behaviour 
that we evaluate in spoken dialogue systems (Edlund et al, 
2008; Hjalmarsson, 2010). A prerequisite for this is of 
course conversational data, and we are currently running 
the Spontal project that has collected 60 hours of 
synchronized audio, video, and three-dimensional motion 
capture data in unconstrained human-human 
conversations, and where annotations are underway 
(Edlund, et al., 2010). Our current research focus 
represents a significant effort, we have recently initiated 
six new externally funded projects with a focus on 
describing, modelling, detecting, interpreting and 
synthesizing interactional aspects of spoken face-to-face 
communication. These projects are a continuation of our 
group’s previous efforts in modelling and synthesizing 
turn-taking behaviour (Beskow et al, 2010). In research 
emanating from the project Vad gör tal till samtal? we 
explored prosodic cues in turn regulation (Edlund & 
Heldner, 2005). We have also investigated extralinguistic 
sounds such as short feedback sounds and breathing 
noises in turn regulation (Edlund et al, 2009b); and visual 
turn regulation cues in avatars as well as in systems for 
social interaction (Skantze & Gustafson, 2009). 
Throughout this work, three issues have received special 
attention: we stress the importance of (i) taking all 
available modalities into account (e.g. Edlund & Beskow, 
2009); (ii) utilizing the conversational behaviour of all 
interlocutors and relationships formed between them to 
detect and interpret conversational phenomena (e.g. 
Edlund et al, 2009a; Neiberg & Gustafson, 2010); and (iii) 
the special requirements on incremental speech 
technology in online conversational settings (Skantze & 
Hjalmarsson, 2010; Skantze & Schlangen, 2009). 

2. Current projects 

The following is an overview of our new projects about 
modelling humanlike conversational behaviour. 

2.1 Prosody in conversation 
The project investigates how people talking to each other 
jointly decide who should speak when, and the role of 
prosody in making these joint decisions. A detailed model 
of the prosody involved in interaction control is crucial 
both for producing appropriate conversational behaviour 
and for understanding human conversational behaviour. 

Both are required in order to reach our visionary goal, and 
represent a artificial conversational partner. One line of 
inquiry within the project is the quantitative acoustic 
analysis of prosodic features in genuine spoken 
face-to-face conversations. The project focuses on local 
intonation patterns in the immediate vicinity of 
interactional events, such as transitions from (i) speech to 
pauses; (ii) speech to gaps; and (iii) speech by one speaker 
to speech by another speaker. In addition, we analyze 
interactional phenomena occurring on a longer time scale. 
In addition, the results of the acoustic analyses are fed into 
a second line of inquiry: studies of the effects of using 
such prosodic features in a conversation. These studies 
will include listening experiments where manipulations of 
genuine conversations by means of re-synthesis are used 
as stimuli. Furthermore, there will be pragmatic 
experiments where the conversational behaviour in 
response to the use of such prosodic features in artificial 
speech is analyzed. Finally, there will be analyses of 
conversational behaviour in response to real-time 
manipulations of genuine conversations. 

2.2 The rhythm of conversation 
The project investigates how a set of rhythmic prosodic 
features contributes to the joint interaction control in 
conversations. Of particular interest is acoustic 
descriptions of features related to variations in speech rate 
and loudness, and how these are used for interactional 
purposes. Loudness is generally perceived as an important 
component in the signalling of prosodic functions such as 
prominence and boundaries (cf. Lehiste & Peterson, 
1959). This is highly unexplored and something we 
pursue in connection with rhythm as an interactional 
phenomenon. We want to find out, for example, whether 
the speech rate and loudness variations (prosodic features 
that are complementary to those studied in Prosody in 
conversation) before pauses (i.e. within-speaker silences) 
are different from those before gaps (between-speaker 
silences), or whether they display differences before 
backchannel-like utterances compared to other utterances.  

2.3 Introducing interactional phenomena in 
speech synthesis 
The project recreates human interactional vocal behaviour 
in speech synthesis in three phases. The first phase deals 
with what Ward (2000) calls conversational grunts like 
mm and mhm (Gustafson & Neiberg, 2010). We also 
include audible breathing, following Local & Kelly (1986) 
who hold breath as a strong interactional cue. These 
tokens are traditionally missing in speech synthesis. We 
remedy this by (1) annotating instances of them in the 
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Spontal corpus and other corpora, (2) synthesizing the 
missing tokens using several methods, and (3) evaluating 
the results in a series of experiments comparing 
synthesized versions with the originals as well as 
evaluating their perceived meaning and function. The 
second phase is similarly structured, but targets events 
that occur in the transitions between speech and silence 
and back –transitions that vary depending on the situation. 
We focus on three transition types: normal, hesitant and 
abrupt. In the third phase, we evaluate reactions to a 
dialogue system making use of the synthesized cues 
developed in the first two phases. In semi-automatic 
dialogue systems modelling speaking and listening as 
parallel and mutually aware processes, we use two 
scenarios to verify and validate our results: the attentive 
speaker – an interruptible virtual narrator making use of 
synthesized cues for hesitation and end-of-contribution; 
and the active listener – an information gathering system, 
aiming to encourage the user to continue speaking (cf. 
Gustafson, Heldner, & Edlund, 2008). 

2.4 Intonational variation in questions in Swedish 
The project investigates and describes phonetic variation 
of intonation in questions in spontaneous Swedish 
conversation, with an initial premise that there does not 
exist a one-to-one relationship between intonation and 
sentence type (Bolinger, 1989). The Spontal database is 
used to find a general understanding of the role of 
questions in dialogue and an explanation of why 
descriptions of question intonation has proven so difficult. 
We expect to find certain patterns of intonation that 
correlate with for example dialogue and social function. 
We will test several hypotheses from the literature. One 
example is the hypothesis that there is a larger proportion 
of final rises and high pitch in questions which are social 
in nature than in those which are information oriented. 
Our results will be analyzed within the framework of 
biological codes for universal meanings of intonation 
proposed by Gussenhoven (2002). Gussenhoven 
describes three codes: a frequency code implying that a 
raised F0 is a marker of submissiveness or 
non-assertiveness and hence question intonation; an effort 
code, in which higher F0 requires increased articulation 
effort which highlight important focal information; and a 
production code associating high pitch with phrase 
beginnings and low pitch with phrase endings.. 

3. Summary 
We have an ambitious and visionary goal for our research: 
to learn enough about human face-to-face interaction that 
we are able to create an artificial conversational partner 
that is humanlike in the sense that people interacting with 
it respond to it as they do to other humans. This visionary 
goal has been instrumental in the prioritization and 
formulation of a current research focus for our group: 
investigations of interactional aspects of spoken 
face-to-face communication. We have described four new 
externally funded projects that are representative of and 
will advance the research frontier within this common 
research focus. While these projects do not in themselves 
have either the resources or the scope to reach our 
visionary goal, they each add a piece of the puzzle, and we 
are confident that they will help identify future areas for 
research contributing towards the long-term goal.  
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Abstract
We are developing a pedagogical tool to support language learning and training for children with communicative disabilities. The
system has a graphical interface, where the user can move, replace, add, and in other ways modify, words or phrases. The system
keeps the sentence grammatical, by automatically rearranging the words and changing inflection, if necessary. In this way we
hope that the system stimulates the child to explore the possibilities of language.

1. Introduction
In the GRASP1 project, financed by Sunnerdahls Hand-
ikappfond, we are developing an interactive system for
Computer Assisted Language Learning (CALL) (Davies,
2010). There are two intended target groups: one is chil-
dren and adults trying to learn another language; another
group is persons with communicative disabilities who are
learning to read and write in their first language.

The idea is that it will work as an interactive textbook,
where the user can read different texts (just as in a tra-
ditional textbook) but also experiment with and modify
the texts. The system will be divided into modules deal-
ing with different linguistic features, e.g., inflection, word
classes, simple phrases and more advanced constructions.
The modules can be used on their own, or can be combined
for more advanced training.

The texts are stored in an internal grammar format
which makes it possible to transform sentences interac-
tively, while still keeping them grammatical. The under-
lying grammar is multilingual, which is useful not only for
second language learning, but also for first language learn-
ing for persons with communicative disorders, since words
and phrases can be interpreted in a symbol language such
as Blissymbolics.

The system has a graphical user interface, where each
word acts a kind of icon that can be clicked, moved, re-
placed, or modified in other ways. When the user moves
a word to a new position, or changes the inflection of a
word, the system automatically rearranges the other words
and changes inflection so that the sentence stays grammat-
ically correct.

2. System description
In this section we describe the final GRASP system, which
is currently under development. Note that all features are
not currently implemented (as of August 2010).

As the basic component we are using Grammatical
Framework (GF) (Ranta, 2009b), a modular and multilin-
gual grammar formalism. On top of this we build the graph-
ical interface which the user interacts with. As a glue be-
tween the grammar and the interface, we implement an API

1GRASP is an acronym for “grammatikbaserad språkinlärn-
ing” (grammar-based language learning).

for modifying syntax trees using linear constraints and a
tree similarity measure.

2.1 Ready-made texts
The system will contain a number of texts that the user can
read and experiment with. The texts are stored as GF gram-
mars which makes them possible to modify in a grammat-
ical way. Since GF is multilingual, the texts can be lin-
earized in parallel for several languages. This can be useful
for second language learning, as the system can display the
text in the user’s first language in parallel. Multilinguality
is also useful for first language learning, e.g., by displaying
the parallel text in a symbol language such as Blissymbol-
ics.

2.2 Graphical interaction
The words in the example texts are icon-like objects which
can be clicked on, moved around and deleted. If the user
clicks on a word, a context menu appears consisting of sim-
ilar words, such as different inflection forms, or synonyms,
homonyms, etc. When a new word form is selected from
the menu, it replaces the old word, and if necessary, the
nearby words are also modified and rearranged to keep the
sentence grammatical.

The user can move a word to another position in the sen-
tence, and the system will automatically keep the sentence
grammatical by rearranging and change inflection, if neces-
sary. Words can be deleted from the sentence by dragging
them away. The user can also add or replace words by drag-
ging new words into the sentence. All the time, the sentence
will adapt by rearranging and changing inflection.

The system can also be used for exercises and tests, by
turning off the automatic rearrangement and instead show
problematic phrases in another colour. One example exer-
cise could be to turn a given sentence into passive form by
moving words and changing their inflection until the sen-
tence is correct. Multlinguality can also be used for exer-
cises, e.g., to build a correct translation of a sentence by
moving and modifying the translated words.

2.3 Grammar modules
Different grammatical and linguistic constructions are put
in separate grammar modules, which the user him/herself
can choose to train. Several modules can be chosen at the
same time, for training combined phrases. Examples of
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constructions that can be put into modules of their own are
prepositional phrases, relative clauses, adjectives, passive
form, word compounds, topicalization, conjunctions, and
infinitive phrases.

2.4 No free text input
The system does not allow the user to enter words, phrases
or sentences from the keyboard. There are several rea-
sons for this, but the main reason is to avoid problems
with words and grammatical constructions that the system
doesn’t know anything about. Systems that are supposed to
handle free text input sooner or later run into problems with
unknown words or phrases (Heift, 2001).

3. An illustrative example
As an explanatory example, we show how to transform a
sentence in active form (katten jagade inte musen – the cat
didn’t chase the mouse) into passive form (musen jagades
inte av katten – the mouse wasn’t chased by the cat), in two
different ways.

3.1 Moving a word to another position
We start by grabbing a word, in this case the word “musen”
which is in object position:

While we move the word the sentence remains unaffected,
but the marker gives a hint of where the word can be in-
serted:

Finally we drop the word in its new subject position, but
the resulting sentence (musen katten jagade inte) is not cor-
rect. Therefore the system rearranges the sentence to the
closest possible grammatical. In this case the sentence is
transformed into passive form:

If a topicalization module had been active instead of a pas-
sive form module, the system would have topicalized the
sentence (det var musen som katten inte jagade – it was the
mouse that the cat didn’t chase).

What will not happen is that the mouse becomes the sub-
ject instead of the cat (musen jagade inte katten), since it
involves two changes in the GF syntax tree (changing the
subject and changing the object), whereas passive form or
topicalization only involves one change.

3.2 Choosing verbform in the context menu
Another way of turning the sentence into passive form is to
select from the context menu of the verb:

Note that the contents of the context menu depends on
which grammar module is active. If the topicalization mod-
ule had been active, the word “musen” would get its context
menu extended with “det var musen” or something similar.

4. Implementation
The system consists of three implementation layers. The
bottom layer is the GF grammar formalism (Ranta, 2009b).
We use GF’s multilingual resource grammar (Ranta, 2009a)
to define the different grammar modules. The example texts
are stored as GF syntax trees, and the GF linearization al-
gorithm is used for displaying the sentences to the user. We
have no use of parsing the sentences, since the syntax trees
are already known and there is no free text input.

On top of GF we have implemented an API for modi-
fying syntax trees by specifying linearization constraints.
The API consists of functions that transform trees to obey
the constraints, by using as few transformations as possi-
ble. An example of constraints can be that the lineariza-
tions of some given tree nodes must come in a certain order
(e.g., when the user moves a word to a position between
two other words). Another example is that the linearization
of a given node must be of a specified form (e.g., when the
user select a specific word form from the context menu).

For the API functions to work, we have defined a similar-
ity measure between GF trees. This is based on the notion
of tree edit distance (Bille, 2005), but with modifications to
ensure type-correctness according to the GF type system.

The final layer is the graphical interface, which commu-
nicates with the API to decide which words can be moved
where, and what their context menus should contain.

5. Discussion
The GRASP system is work in progress, and not all features
described in section 2 are implemented:

The grammar is a monolingual Swedish grammar, and
the module system is not fully developed yet. The grammar
curently handles noun phrase inflection, fronting of noun
phrases, and verb inflection. The graphical interface cannot
yet handle all kinds of interaction, only context-click and
movement; the underlying API however is more mature.

Our plan is to have a working demonstration system by
the end of 2010.
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Abstract

We present results from using a version of the pyramid method to create gold standards for evaluation of automatic text summa-
rization techniques in the domain of governmental texts. Our results show that the pyramid method may be useful to create gold
standards for extraction based summarization techniques using only five human summarisers.

1. Introduction
Automatic creation of text summarizations is an area that
has gained an increasing interest over the years, for instance
in order to allow for skim reading of texts or to facilitate
the process of deciding if a text is interesting to read in full.
In order to know if the summarization is useful it must be
evaluated.

To evaluate automatic text summarization techniques we
either need humans to read, and evaluate a number of sum-
marizations, or we can compare it to a gold standard, a ”cor-
rect” summarization of the text, i.e. extrinsic or intrinsic
evaluation of the text. A gold standard is often a compi-
lation of different human created summarizations which is
then put together into one.

It is an open question how to assemble such human
created summaries into one gold standard. In this pa-
per we present results from using a variant of the pyra-
mid method (Nenkova, 2006) to create gold standards of
text summaries. We use the pyramid method on extraction
based summaries, i.e. we do not ask our human summaris-
ers to write an abstract summary but to extract a number of
whole sentences from the text. The texts are governmental
texts. We also present an evaluation of our gold standards.

2. The pyramid method
The pyramid method is a summarization technique used
to assemble summary fragments (words, phrases or sen-
tences) from different humans to generate one summariza-
tion (Nenkova, 2006). Nenkova used information frag-
ments, brief phrases with the same information content, in
her original study in the domain of news texts.

The pyramid method assigns each information fragment
a weight, reflected by the number of human summarisers
that have highlighted it as an important fragment for the
text. Each fragment is then inserted into a pyramid where
each layer in the pyramid represents how many summaris-
ers that have suggested the fragment. Consequently, the
number of layers in the pyramid is equal to the number of
summarisers and the higher up the more likely it is that a
fragment is important.

One interesting result from Nenkova (2006) is that pyra-
mids comprising four to five layers produce the best results
in evaluations of summaries. Thus, contrary to e.g. Hal-
teren and Teufel (2003), five summaries is all that is needed

to produce a gold standard.

3. Creation of the gold standards
We use 5 frequently used fact sheets from the Swedish
Social Insurance Administration (Sw. Försäkringskassan)
as selected by employees at the Swedish Social Insurance
Administration. They comprise 62-91 sentences, each be-
tween 1000 and 1300 words. All texts were about al-
lowances and had the same structure.

Our ambition was to create indicative summaries, i.e.
they should not replace reading the whole text but rather
facilitate deciding if reading the whole text is interesting.
A pre-study revealed that 10% is an appropriate length of
such a summary (Jönsson et al., 2008).

Five persons created summaries of all five texts, two stu-
dents, two seniors and one worked in a private company.
All had sufficient read and write skills in Swedish and none
had ever constructed extraction based summaries before.

The text summarizations were entered into a pyramid, as
explained in Section 2., one for each text, and from these
the gold standards were created. The variation between the
summaries produced by the summarisers versus the pro-
duced gold standard were investigated by computing the
sentence overlaps for the summaries.

The sentence overlap for the five gold standards created
in this study varies between 57,5% and 76,6%, which is
in line with previous studies that have found that the sen-
tence overlap normally vary between 61% and 73% where
the larger number is achieved by more accustomed sum-
marisers (Hassel and Dalianis, 2005). All but one of the
summaries obtain the minimum value which represents a
good overlap according to (Hassel and Dalianis, 2005).
The 57,5% overlap can be explained by inexperience from
the human summarisers part in creating extraction based
summaries. Something which has been well documented
in earlier work, such as Hassel and Dalianis (2005).

To further investigate the variation obtained by our hu-
man summarisers, we calculated the number of new sen-
tences added by each human summariser. These investi-
gations show that the number of new sentences added by
the summarisers drops rather quickly. At most the fifth
summariser adds three new sentences and at best only one.
Thus, we can assume that the summaries comprise the most
important sentences from the text. It should be noted that
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humans do not agree on what is a good summary of a
text (Lin and Hovy, 2002; Hassel and Dalianis, 2005; Jing
et al., 1998), which means that there is probably not one
single best summary. The results presented here also point
towards texts having a limit on important sentences that
should be included in summaries. Something that has to
be further investigated.

4. Evaluation
Evaluation of the gold standards was conducted by having
subjects read the summaries and answer a questionnaire on
the quality of the summary. The questionnaires used six-
point Likert items and comprised the following items on the
summary: [Q1] ... has a good length to give an idea on the
content in the original text, [Q2] ... is experienced to be in-
formation rich, [Q3] ... is experienced as strenuous to read,
[Q4] ... gives a good idea on what is written in the origi-
nal document, [Q5] ... gives a good understanding of the
content of the original document. [Q6] ... is experienced as
missing relevant information from the original document,
and [Q7] ... is experienced as a good complement to the
original document.

The subjects for our evaluation where 10 students and 6
professional administrators at the Swedish Social Insurance
Administration.

All subjects read the summary but did not have the origi-
nal text at hand, to more resemble future use of the system.
Discourse coherence for extraction based summaries is, of
course, a problem. Our evaluators were not instructed to
disregard discourse coherence since this is a factor which
has to be accounted for when creating texts of this sort.

The results from the student evaluations are presented in
Table 1. Note that, as the items are stated, a high score is
considered positive on Q1, Q2, Q4, Q5 and Q7 whereas as
low score on Q3 and Q6 is considered positive. Note also
that the questions themselves are intertwined and hence act
as some sort of control questions to each other in order to
assure that the data given by the participants in the ques-
tionnaire is correct.

Table 1: Mean from the students’ responses

Q1 Q2 Q3 Q4 Q5 Q6 Q7
S1 4,5 4,5 2,8 4,0 3,8 2,5 4,2
S2 4,7 4,8 1,5 4,2 4,6 2,2 4,5
S3 5,2 5,1 2,0 4,4 4,6 1,9 4,7
S4 4,9 5,3 2,2 4,7 4,9 2,1 4,7
S5 4,5 4,2 1,9 4,3 4,4 2,8 4,5

As can be noted from Table 1 the evaluators give positive
opinions on all items.

Table 2: Mean from the professionals’ responses

Q1 Q2 Q3 Q4 Q5 Q6 Q7
S1 4,0 4,2 4,0 4,2 4,2 2,5 4,2
S2 4,7 4,5 2,8 4,3 4,2 2,3 4,3
S3 4,5 4,5 3,0 4,5 4,7 2.2 4,8
S4 4,5 4,7 2,2 4,7 4,7 1,7 5,0
S5 4,5 4,0 3,5 4,3 4,5 1,8 4,0

The results from the professional administrators’ an-
swers to the questionnaires, Table 2, also demonstrate posi-
tive opinions on all items, but Q3. The professional admin-
istrators are indifferent regarding how hard the texts are to
read. In fact, two subjects rank them as rather hard to read.

Notable is that the students and professional administra-
tors provide very similar answers to most of the question-
naires. They all consider the text to be informative, Q2, and
having an appropriate length, Q1. They also, all think that
the texts provide a good idea on what was in the original
text, Q4 and Q5. Furthermore, the subjects do not think
that the texts miss relevant information.

5. Summary
We have used the pyramid method to create extraction
based summaries of governmental texts.The summaries are
evaluated by both novices (students) and professionals (ad-
ministrators at the local governmental agency) and the eval-
uations show that the summaries are informative and easy
to read.

Our results are in line with previous research (Nenkova,
2006) which states that five human summarisers are enough
to produce a gold standard. It can be further stated that the
pyramid method then not only can be used in order to cre-
ate gold standards from abstract summaries but also from
extraction based summaries.
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Abstract  

This paper investigates the prosodic patterns of conversational grunts in a Swedish letter-to-the-editor call-in radio show. The feedback 

of a professional speaker was investigated to give insight in how to build a simulated active listener that could encourage its users to 

continue talking. Possible domains for such systems include customer care and second language learning. The prosodic analysis of the  

conversational grunts showed that the perceived engagement level decreases over time.  

1. Introduction 
Today’s spoken dialogue systems are being considered for 
applications such as social and collaborative applications, 
education and entertainment. These new areas call for 
systems to be increasingly human-like in their 
conversational behaviour (Hjalmarsson, 2010). In 
human-human conversations both parties continuously 
and simultaneously contribute actively and interactively 
to the conversation. Listeners actively contribute by 
providing feedback such as conversational grunts. Their 
feedback indicates attention, feelings and understanding, 
and its purpose is to support the interaction (Yngve, 1970). 
According to Ward (1998) the important prosodic features 
of conversational grunts are: loudness, height and slope of 
pitch, duration, syllabification, duration and abruptness of 
the ending. These features were used in a study on the 
prosody of acknowledgements and backchannels in task 
oriented dialogues (Benus et al. 2007).   

In order to develop systems that can achieve the 
responsiveness and flexibility found in human-human 
interaction, it is essential that they process information 
incrementally and continuously rather than in turn sized 
chunks. Conversational grunts, audible breathing and 
self-corrections are abundant in conversational speech. 
We have recently initiated a three-year research project 
that aims at adding human interactional verbal behavior in 
speech synthesis. This paper investigates the prosody of 
Swedish conversational grunts.  

2. The attentive listener database 

In the current study we have analysed response tokens in a 
corpus of 73 calls to a Swedish phone-in radio program. 
The program is called Ring P1, and it allows members of 
the public to call in and share their opinions on current 
affairs. We have selected six 45-minute programs hosted 
by Täppas Fogelberg. In this study we have selected the 
main phases of 73 calls - a dialogue corpus of about three 
hours. During theses main phase the callers produced on 
average 22 inter pausal units (IPUs) that in half of the 
cases were followed by speaker shifts. In about 80% of 
these speaker shifts the radio host merely produced short 
backchannel continuers that encouraged the caller to 
continue speaking. This means that the radio host mostly 
acted as an active listener. 
 

2.1 Data selection and tagging 
Since the recordings of the radio programs are recorded in 
mono the first step was to manually annotate the speech 
for speaker, (where overlapped speech was labelled as 
both). The syllable boundaries of the last three syllables of 
the caller IPUs were manually assigned. The response 
tokens were tagged as lexical (e.g. “ja”) or non-lexical 
(e.g. “mm”) and as monosyllabic (“mm”) or bisyllabic 
(“mhm”). In the 73 dialogues there were 174 lexical and 
459 non-lexical response tokens, out of which 44% were 
perceived as bisyllabic. In this study the prosodic patterns 
of the non-lexical response tokens “mm” and “mhm” have 
been investigated. For these conversational grunts pitch 
contour, intensity distribution and syllable boundaries 
were manually labelled. In Table 1 the appearance of the 
most common prosodic contours are visualized in pitch 
curves where the line width indicate the intensity. 
 

 early late two peaks even 
fall 

 

  

 

rise  

 

 

 

fall-rise 

    

Table 1. Examples of intensity modulated pitch curves, with 

pitch movement in rows and intensity distribution in columns.  

All response token were also labelled for engagement 
level, where passive corresponds to acknowledgement 
that the radio host is still listening, while active response 
tokens signal interest and encourages the caller to say 
something more. The pitch slope of the loudest part of the 
pitch curves of the bisyllabic tokens correlates closely to 
the perceived engagement of the feedback: 90% of the 
bisyllabic response tokens that had a falling pitch on the 
loudest syllable were perceived as unengaged, while 80% 
of the tokens with rising pitch on the prominent syllable 
were perceived as engaged. In bisyllabic response tokens 
with two intensity peaks or even intensity there was a 
50/50 split in the engagement ratings. 
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3. Signal processing 

We use the ESPS pitch tracker and logarithmic power 
function in the SNACK toolkit with a 10ms frame rate. 
The F0 values are then converted to semitones. Any 
unvoiced frames between voiced frames are interpolated 
over using splines. Then a median filter with a 3 frame 
window is applied, followed by a moving average filter 
with a 5 frame window. This filtering procedure is applied 
to both the intensity and to pitch. Each feedback is 
assigned a parameter x which is the elapsed time from the 
start off the dialog divided by the total dialog duration. 
This study suggests a data-driven intonation model based 
on a modified length invariant cosine transform (DCT). 
Each contour f(n) with N points is parameterized by 
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Both the pitch and intensity contours can effectively be 
parameterized by a few coefficients with this method. We 
want to find prototypical contours as a function of x. To 
do this an automatic clustering method is used: Initially, 
one feature vector per feedback is constructed by using 
the first K DCT coefficients for F0 and intensity. The 
feedback length is also added to the vect. We use K = 3 for 
monosyllabic and K = 5 for bisyllabic tokens. Then vector 
quantization is performed by sweeping x in steps of 0.05. 
The number of clusters is chosen such that all significant 
minima in average distortion are found. The centroids 
(mean values) are transformed using inverse DCT, 
stretched to the average duration and plotted in Figure 1. 

4. Conclusions 

In this study we have investigated the prosodic patterns of 
conversational grunts in a Swedish call-in radio show. 
The professional active listener mostly responded with 
response tokens at pauses in the callers’ speech. Grunts 
with a rising pitch are associated with interest and 
encouragement for more speech from the interlocutor, and 
those with falling pitch function as acknowledgement and 
signals lesser interest. For bisyllabic response tokens it is 
the pitch slope of the loudest syllable that decides which 
of these two engagement levels the grunt signals. The 
distribution of grunts with different pitch contours 
changes as a function of dialogue position. The 
interest-signaling and encouraging pitch contours are 
most common at the beginning of the call. Over time the 
mean intensity of the feedbacks decreases, the bisyllabic 
becomes flatter and the overall pitch level decreases. At 
the very end this pattern changes where the mean and 
slope of the pitch increases slightly. The implication of 
our results on conversational speech synthesis is that if we 
want to synthesize conversational grunts it is not enough 
to add the sounds of conversational grunts like “mhm” 
and control the pitch and duration. In order to display the 
different functions and degrees of interest we also need to 
be able to control the intensity level continuously on the 
individual syllables. 
 

Figure 1: Pitch and intensity curves as a function of the relative 
position in dialog. Monosyllabic feedback at the top and 
bisyllabic at the bottom. 
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1 Introduction 

The need for simplified texts in various areas is in-
creasing, however manually simplification of texts is 
very resource intense and costly. An automatic system 
for simplification of texts is therefore very desirable. 
In this paper we present the initial development of 
such a system for Swedish and discuss results from an 
evaluation based on various mathematical measures 
for simplified texts.  

2 The CogFLUX system 

The CogFLUX system is based on transformation 
rules used to reduce complexity of texts. The rules 
were compiled by Anna Decker (2003) based on stu-
dies of corpora of easy to read texts and normal texts. 
She has identified 25 general transformation rules 
used to simplify a text syntactically. The rules can be 
grouped into two subsets of rules; 1) rules that remove 
or replace sub phrases and 2) rules that add new syn-
tactical information to the text. An example of a rule 
from the first category is: np(det+ap+n)  np(n). This 
rule will replace any nominal phrase containing a de-
terminer, an adjective phrase and a noun with a no-
minal phrase containing only the noun. CogFLUX 
implements the first subset of Decker's rules. The sys-
tem also replaces abbreviations with its extended form 
based on list of abbreviations assembled by the Swe-
dish Academy.  

3 Evaluation measures 

The formulas used in this study are Swedish readabili-
ty index (LIX), noun quota (NQ) and lexical variation 
(OVIX). These are all mathematical formulas result-
ing in a strict quantitative value. The advantage of 
using quantitative measures is that they can be applied 
automatically and the results are easy to compare. 

The measure LIX, developed by Björnsson (1968), 
has been extensively used to measure the readability 
of Swedish texts. LIX is calculated using the formula: 

 

  
  


 

 

where O is the number of words in a text, P is the 
number of sentences in a text and L is the number of 
long words, i.e. words with more than 6 characters.  

Measuring the amount of information in a text can 
be done with the NQ measure. A result around 100 is 
regarded as a normal ratio of information representing 
that of newspapers (Josephson et al., 1990). The in-
formation ratio is calculated by: 

 

     

 

OVIX is a ratio measure the number of unique 
words in the text, representing how rich of a variation 
of words used in the text. A high value, i.e. rich text, 
is associated with lower readability (Lundberg &  
Reichenber, 2008). OVIX is calculated by: 

 

    
4 Results 

The evaluation material used was a collection of texts 
with a total of 100 000 words, of which 50% was fic-
tion, 25% was newspaper articles and 25% was public 
authority documents. These were automatically sim-
plified by CogFLUX and the three evaluation meas-
ures were then computed for the resulting simplified 
texts. Seven sets of transformation rules were used in 
the evaluation. The sets were composed and catego-
rized by what type of phrase the rules manipulated, 
adjective phrases (AP), noun phrases (NP) or preposi-
tion phrases (PP). Some of the sets are combinations 
of different rules, e.g. a set with rules manipulating 
both noun and preposition phrases (NP+PP). In table 
1 the results of the evaluation are presented. The first 
column displays the text categories. The second col-
umn displays the type of measure and the remaining 
columns shows which rule set was applied and their 
resulting value. For comparison, manually written 
easy to read texts accumulated by Katarina Mühlen-
bock at the University of Gothenburg is also included 
in the last column (Manual). The texts in this corpus 
are distributed accordingly to the distribution of the 
texts used in this study, but this corpus consisted of 
about one million words.  

The LIX value actually increases slightly for all of 
the texts regardless of applied rule set. The biggest 
increase can be found in where the prepositional (PP) 
and to some extent the noun (NP) phrase rules where 
applied. When phrases are deleted it will only change 
the LIX positively if the phrase contained a majority  

17



 

Rule sets 

All 
NP+ 
PP 

NP+ 
AP 

PP+ 
AP PP AP NP No Manual 

Fictive 
texts 

  
  

LIX 44 46 42 43 46 42 45 41 24 

NQ 46 46 66 46 46 66 66 66 55 

OVIX 14 15 13 14 15 13 14 14 0,07 

News-
paper 
articles 

  

LIX 56 59 53 56 58 53 56 52 36 

NQ 88 88 126 88 88 126 126 126 123 

OVIX 25 25 22 24 25 21 22 22 32 

Authority 
documents 

  
  

LIX 54 56 51 51 56 51 54 51 35 

NQ 90 90 122 122 90 122 122 122 90 

OVIX 7 7 6 6 7 6 7 6 1,28 

All 
  
  

LIX 49 52 47 49 51 47 50 46 29 

NQ 64 64 90 64 64 90 90 90 75 

OVIX 12 12 11 12 12 10 11 11 - 

Table 1 Evaluation measures for different rule sets and different text genres, as well as manually simplified texts. 
 

of long words, and since prepositional phrases often 
are composed of short words, the deletion of them 
affects the LIX negatively. Another reason for the 
higher LIX values is that a guideline for easy to read 
texts, applied in CogFLUX, is to replace abbrevia-
tions with the full form. When this occurs a short ab-
breviation is exchanged with one or more words, long 
or short, but the total number of sentences remains 
unchanged, which cause increase in the LIX value. 

The measures NQ values drops noticeably when PP 
rules where applied. In regards to the normal NQ val-
ue of 100 the measured 46 for fictional texts is a very 
low value. This indicates that there is a lower number 
of nouns, prepositions and participle per word in the 
texts after the performed simplification. 

The OVIX value tends to drop somewhat when the 
AP rules are applied and increase slightly when the 
PP rules are used. It therefore seem as adjective 
phrases contain rarely used words and prepositional 
phrases contain frequently used words. 

The sets of rules used by CogFLUX are manually 
induced based on ly newspaper articles. There was no 
observed difference in performance between the dif-
ferent genres. This imply that the rules although in-
duced from one type of texts are general, at least in 
the aspect of making the same errors and same correct 
simplifications between the genres.  

The values of LIX are considerably lower for the 
manually generated texts than the values of their au-
tomatically generated counterpart. The OVIX values 
are also lower which can partially be explained by the 
difference in size of the corpora. The ratio of unique 
word per words will inevitably drop when a corpus 
grows bigger. The NQ value is overall lower for the 
automatically generated texts with the exception of 
the public authority documents.  

5 Discussion 

The measurements used should only be seen as in-
dications, with easy to read texts correlating with low 
values. It was clear that they are not enough to fully 
determine the readability of a text, as the text often 
seemed to lose coherence with fragmented sentences 
despite getting better results on the measures. This 
indicates that the measurements should be compli-
mented with some way to measure readability on a 
more grammatical level, the coherence of the whole 
text, or the relevancy of information kept or deleted.  

As of today, CogFLUX accepts all suggestions 
generated by Decker's transformation rules and per-
forms them accordingly. However, Decker found that 
there are times when transformation rules not is appli-
cable, thus the transformations should not always be 
performed. Because of this, the transformations are 
more often than not performed at the wrong place at 
the wrong time, effectively deleting important infor-
mation and resulting in a fragmented text. Thus, the 
simplification rules are not enough to simplify texts 
on their own. The system need some way, using deci-
sion making or further heuristic, of determining when 
to apply a rule and when not to.  
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1. Introduction
In opinion mining or sentiment analysis one task is to as-
sign polarity to a text or a segment (Pang and Lee, 2008).
Methods for this can be helped by lexical resources with po-
larity assigned to words and/or phrase. We aim to construct
a large free Swedish general purpose polarity lexicon.

There are many available polarity resources for English
and several descriptions of how to create them, see Pang
and Lee (2008). Many such methods use some other lexi-
cal resource, such as thesauruses and lexicons, viewed as a
graph of word relatedness. Hassan and Radev (2010) use
random walks on such a graph and achieve better and com-
parable results to previous work. Random walks on the
graph consider all paths between two words, as opposed
to only the shortest.

Velikovich et. al. (2010) derive a large polarity lexi-
con from web-documents, which is not limited to specific
word classes and contains slang and multi-word expres-
sions. They find that it gives better performance in sen-
tence polarity classification than lexicons constructed from
ordinary lexical resources such as WordNet.

2. The People’s Dictionary of Synonyms
The People’s Dictionary of Synonyms (Kann and Rosell,
2005) contains words from different stylistic classes, both
slang and formal words appear. It also does not distinguish
between different word classes. Synonymity is defined by
the users.

The dictionary was constructed in two steps. In the first
a list of possible synonyms was created by translating all
Swedish words in a Swedish-English dictionary to English
and then back again using an English-Swedish dictionary.
The generated pairs contained lots of non-synonyms. The
worst pairs were automatically removed using Random In-
dexing.

In the second step every user of the popular dictionary
Lexin on-line was given a randomly chosen pair from the
list, and asked to judge it. An example (translated from
Swedish): "Are ’spread’ and ’lengthen’ synonyms? An-
swer using a scale from 0 to 5 where 0 means I don’t agree
and 5 means I do fully agree, or answer I do not know."
Users could also propose pairs of synonyms, which subse-
quently were presented to other users for judgment.

All responses were analyzed and screened for spam. The
good pairs were compiled into the dictionary. Millions of
contributions have resulted in a constantly growing dictio-
nary of more than 80 000 Swedish pairs of synonyms. Since

it is constructed in a giant cooperative project, the dictio-
nary is a free downloadable language resource.

Each synonym pair in the dictionary has a grade. It is
the mean grading by the users who have judged the pair.
The available list contains 16 006 words with 18 920 pairs
that have a grading of 3.0 to 5.0 in increments of 0.1. The
dictionary can be considered an undirected weighted graph.
It has 2 268 connected components, the second largest of
which consists of 35 words and 46 pairs. In the following
work we only use use the largest component, which we call
Synlex. It consists of 9 850 words and 14 801 pairs.

3. Method
We use a method very similar to Hassan and Radev (2010).
However, in Synlex we have weights on the edges, a mea-
sure of relatedness, which we exploit.

Synlex is a graph G = (V,E), where V = {i}i∈[1,...n] is
the set of n words, and E = {(i, j)}i,j∈V is the set of edges
or links between the words, corresponding to the synonym
pairs of Synlex. With each edge in E we associate three
values. First, the synonymity level of Synlex: syn(i, j) ∈
[3.0, 5.0]. We define the length of an edge as len(i, j) =
5.0/syn(i, j), i.e. we consider words with high synonymity
to be close to each other. Finally, we define the transition
probability associated with each edge:

prob(s, d) =
syn(s, d)�

(s,j)∈E syn(s, j)
. (1)

Thus the random walk we use takes the synonymity level of
Synlex into account in deciding to which node to go next,
and the length of each edge.

See Figure 1 for the random walk method. We have used
I = 100 and m = 250 and the following seedwords:

• positive: S+ = { positiv, bra, glad, rolig }

• negative: S− = { negativ, dålig, ledsen, tråkig }

The random walk may result in different values every-
time. To study this we repeat the method 10 times for each
word and calculate mean values and standard deviations.

4. Results and Discussion
In Table 1 we give som examples of words with their polar-
ity values after applying the method to Synlex. We present
the words that were deemed most positve and negative, as
well as some of those deemed neutral, and some further
positve and negative examples.
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Most Positive Neutral Most Negative More Examples
Word Value Word Value Word Value Word Value
på bra humör 252.3 ( 0.3) . . . . . . duktig 24.6 ( 9.6)
inte dåligt 232.2 ( 0.2) envig 0.0 (0.1) krasslig −64.8 (27.8) godtagbart 24.3 ( 7.9)
positivt 207.0 ( 0.1) skrammel 0.0 (0.1) låg −75.4 (18.7) euforisk 24.2 ( 8.7)
fryntlig 201.9 ( 0.1) fortbestå 0.0 (0.2) tristess −78.3 (15.0) säll 23.8 (10.1)
på gott humör 191.8 ( 0.2) krasch 0.0 (0.2) tradig −82.8 (26.8) läckert 23.3 ( 7.1)
på topp 181.7 ( 0.1) bestraffning 0.0 (0.1) grå −87.0 (18.9) superbra 22.5 (11.1)
suveränt 166.5 ( 0.1) uppsikt 0.0 (0.1) sårad −101.3 (22.2) sprallig 20.9 ( 9.3)
gladsint 156.5 ( 0.1) tillskott 0.0 (0.1) suger −112.4 (28.4) kalas 20.7 (19.8)
uppåt 156.5 ( 0.1) fekalier 0.0 (0.1) illa −113.9 (29.0) hoppingivande 20.7 ( 9.3)
jovialisk 151.4 ( 0.1) saker 0.0 (0.1) inte bra −115.7 (22.9) artilleripjäs 20.6 ( 8.2)
förträffligt 151.4 ( 0.2) släng 0.0 (0.1) mossig −120.6 (39.6) matt −8.7 ( 5.7)
festlig 135.4 (23.6) överskatta 0.0 (0.1) ointressant −151.3 ( 0.2) fatal −8.7 ( 3.2)
lattjo 133.3 (21.2) komma igång 0.0 (0.1) utråkande −151.4 ( 0.1) nedgången −8.7 ( 4.9)
lajban 132.6 (33.5) ponera 0.0 (0.1) trälig −164.6 (18.6) tungsinne −8.9 ( 2.8)
roande 122.1 (22.0) strosa 0.0 (0.2) sorgset −201.9 ( 0.2) ålderstigen −9.1 ( 6.2)
uppsluppen 113.7 (20.7) förnimma 0.0 (0.1) sorgen −201.9 ( 0.1) skruttig −9.2 ( 4.2)
gladlynt 107.7 (22.8) byta religion 0.0 (0.1) neråt −201.9 ( 0.1) åldrig −9.5 ( 4.0)
munter 102.4 (20.5) drapera 0.0 (0.1) boring −216.9 ( 0.2) flum −9.7 ( 5.1)
gött 95.5 (25.7) ytterst lite 0.0 (0.1) ofördelaktig −222.0 ( 0.2) inkompetent −9.8 ( 5.8)

. . . . . . deppad −227.1 ( 0.1) politik −36.6 ( 7.5)

Table 1: Extract from lexicon. Average values for the most positve and negative words. We also present the words in
the middle of the list, i.e. words deemed neutral, and some more examples. (Standard deviations for 10 repetitions of the
method in Figure 1 within parentheses.)

1. For each word calculate v+:

• Repeat I number of times:

– Walk randomly in the graph according to
prob(s, d) for a maximum of m steps.

– IF we hit a word in S+

calculate the path length l using len(i, j),
let v+ = v+ +m/l,
and stop.

• v+ = v+/I

2. For each word calculate v− as in 1 with S− in-
stead.

3. For each word let v = v+ − v−

Figure 1: Random Walk. We use I = 100 and m = 250
and repeat all the above 10 times to calculate mean values
and standard deviations.

The values have very different magnitudes. This may
in part stem from that we use the synonymity level to de-
fine both transition probability and the length of the edges.
The large standard deviations for some words are interest-
ing. Perhaps they indicate that some words that should be
connected are not.

If we only consider words with a polarity value bigger
than their standard deviation we have 908 positive words
and 441 negative words, this starting from only the very
small lists of Section 3.

5. Conclusions and Future Work
From a small set of seed words we have constructed a first
large, weighted polarity lexicon using the People’s Dictio-
nary of Synonyms. The lexicon consists of words from all
word classes and different stylistic classes and could be a
valuable resource for polarity classification in Swedish.

We will improve this work by considering larger and
other sets of seed words. The seed words are not among
the highest weighted words. One idea on how to address
this is to include edges from each word to itself.

We intend to evaluate the lexicon by presenting positive,
negative, and neutral words to human judges. The lexicon
will become freely available.

6. References
Ahmed Hassan and Dragomir R. Radev. 2010. Identify-

ing text polarity using random walks. In Proceedings of
the 48th Annual Meeting of the Association for Compu-
tational Linguistics, pages 395–403, Uppsala, Sweden,
July. Association for Computational Linguistics.

V. Kann and M. Rosell. 2005. Free construction of a free
Swedish dictionary of synonyms. In Proc. 15th Nordic
Conf. on Comp. Ling. – NODALIDA ’05.

Bo Pang and Lillian Lee. 2008. Opinion mining and senti-
ment analysis. Found. Trends Inf. Retr., 2(1-2):1–135.

Leonid Velikovich, Sasha Blair-Goldensohn, Kerry Han-
nan, and Ryan McDonald. 2010. The viability of web-
derived polarity lexicons. In Human Language Tech-
nologies: The 2010 Annual Conference of the North
American Chapter of the Association for Computational
Linguistics, pages 777–785, Los Angeles, California,
June. Association for Computational Linguistics.

20



LekBot                                                                                                                           
– A natural-language robot for children with communicative disabilities  

Stina Ericsson 
Dept. of Philosophy, Linguistics and Theory of Science 

University of Gothenburg 
& 

Talkamatic 
stina@talkamatic.se

1. Introduction 
Children with communicative disabilities, for instance 
disabilities resulting from cerebral palsy or autism, have 
few opportunities to play independently and to interact 
on equal terms with children without communicative 
disabilities. One way in which this can be achieved is 
through a robot that is controlled by the child herself, on 
her own or together with other children. Internationally, 
there are a number of research projects that involve 
robots for children, including quite a few directed 
towards children with autism and other disabilities 
(Robins et al., 2008; Saldien et al., 2006; Kozima et al. 
2007; Lee et al. 2008; Arent & Wnuk, 2007). However, 
none of these seem to involve communication through 
natural language in any form. 

The LekBot project is a VINNOVA-funded 
collaboration between the University of Gothenburg, 
Talkamatic and DART. Acapela supports the project by 
providing their Acapela Multimedia TTS free of charge. 
LekBot started in March 2010 and runs until the end of 
2011. The aim of LekBot is the development of a robot 
that uses current state-of-the-art technology to provide 
children, whether with or without  communicative 
disabilities, with a toy that is easy and fun to use, and 
that involves natural language dialogue. 

2. Communication and play  
When playing with the LekBot robot, the child 
communicates by pressing buttons on a touch screen. 
The selected option is verbalised using a text-to-speech 
synthesiser, which acts as the child’s voice. The robot 
communicates through its actions and linguistically also 
using a TTS. The precise characteristics, functionality 
and dialogical capabilities of the LekBot robot are to be 
determined during the course of the project. LekBot’s 
predecessor, TRIK, was capable of drawing various 
objects on a sheet of paper on the floor (Ljunglöf et al., 
2009), whereas LekBot will move around more freely, 
engaging with various objects in the room, and also 
include certain social and “physiological” capabilities, 
such as greet the user or indicate that it is tired or 
hungry. 

At the time of writing, the current incarnation of 
LekBot can be told to go forward, go backwards or turn, 
and then carries out appropriate movements. When it 
goes forward and comes upon something that cannot be 
moved, such as a wall, it stops and variously exclaims 
“Oops!” (“Hoppsan!”), “Ouch!” (“Aj!”) or “Wow!” 

(“Oj!”). If the user has not asked the robot to do anything 
during a specified amount of time – currently 20 seconds 
– the robot becomes bored, yawns, and starts to move 
around randomly for a while. This basic version of the 
robot thus allows the child to take some initiative, but 
can also take the initiative on its own. 

3. System description 
The heart of the LekBot system is the information-state 
based GoDiS dialogue manager (Larsson, 2002). The 
robot is built using Lego Mindstorms NXT, and 
currently includes a sensor for distance. 

The child’s communicative device is a 
communication board in the form of a touch screen that 
displays various symbols. Bliss symbols and Symbolstix 
are used for different children in the project. Acapelas’s 
Swedish voices are used for the TTS, with different 
voices for the robot and for the user, that is, the child. 
Two sets of loudspeakers are used, one for the child’s 
voice and one placed on the robot. The communication 
between computer and robot is via Bluetooth, rendering 
the use of an ASR superfluous. This means that “speech 
recognition” is always perfect, and that the natural 
language dialogue is there for the benefit of the child. 

4. XP and user evaluations 
LekBot development is done using Extreme 
Programming (Beck, 2005). XP practice involves 
programming in pairs, test-driven development and code 
refactoring, and of particular importance to the project, 
short iterations with frequent releases to the users.  

During the first few months of the project, DART (a 
communication and computer resource centre for people 
with disabilities, and one of the three partners in the 
LekBot project) have acted in the interests of the users, 
specifying demands on the system and ranking proposed 
alternatives in the system’s functionality. 

The first release involving actual users is planned for 
October 2010. This will involve three pre-school 
children with cerebral palsy, and testing will take place 
at their respective daycare centres. The experiences of 
children and staff using LekBot will feed back into the 
development, and several such user evaluations during 
the project will help determine the robot’s functionality 
and communicative behaviour. Each iteration will give 
priority to the development most beneficial to users. 

5. Intonation and external events 
Two areas of theoretical as well as practical interest in 
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the LekBot project, are intonation and external events. 
Both of these involve the extension of current dialogue 
models used by GoDiS. In the case of intonation, the 
TTS default pattern may need to be modified in order to 
render utterances as clear as possible, bearing in mind 
that erroneous or unclear intonation may pose a great 
challenge to children with cognitive disabilities. Models 
for improved intonation typically need to take dialogue 
context into account, as is explored for information-state 
models by Ericsson (2005). 

External events concern the robot’s movements 
through a changing environment. The system will need 
to handle external events coming from the robot, such as 
information that the robot is about to or has just hit an 
object. Such external events may lead to dialogue 
between the child and the robot, determining how the 
robot should handle the new situation. 

6. Expected results 
At the end of the project, a fully functional LekBot 
demonstrator will have been developed, which outwardly 
includes a communication board, a robot and a speech 
and symbol-based dialogue system. This demonstrator 
should be fun and user-friendly for children with 
communicative disabilities, encouraging children with 
disabilities to interact on their own with the robot, as 
well as together with a friend, and in both cases learning 
interactional skills through play. The demonstrator 
should also be easy to set up and control for day-care 
centre staff and other adults such as parents, and run in a 
robust way. 
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Abstract  

We present MMAE  Massively Multi-component Audio Environments  a new concept in auditory presentation, and Cocktail  a 
demonstrator built on this technology. MMAE creates a dynamic audio environment by playing a large number of sound clips 

simultaneously at different locations in a virtual 3D space. The technique utilizes standard soundboards and is based in the Snack 
Sound Toolkit. The result is an efficient 3D audio environment that can be modified dynamically, in real time. Applications range from 
the creation of canned as well as online audio environments for games and entertainment to the browsing, analyzing and comparing of 

large quantities of audio data. We also demonstrate the Cocktail implementation of MMAE using several test cases as examples. 
 

1. Introduction 
In general, there are few methods for impressionistic 
inspection of large speech corpora around, although 
investigating such corpora is becoming increasingly 
important in many fields. There are few examples of 
techniques for overviewing large speech corpora, but an 
attempt worth mentioning is tap2talk (Campbell, 2003), 
which uses an entirely different approach than what we 
present here. One problem involved in immediate 
perceptualization of large amounts of speech, is that 
speech, as opposed to visual data, is transient and must be 
inspected in real time  we cannot easily listen to a static 
version, or a snapshot, of speech.  

We are currently developing MMAE (Massively 
Multi-component Audio Environments), which offers a 
solution where large quantities of audio is inspected using 
simultaneous and dynamic playback of large numbers of 
distinct soundbites, creating a 3D soundscape reminiscent 
of a cocktail party. Here, we present Cocktail, the first 
version of a perceptualization engine based on this 
technique, to showcase some of its potential. 

2. Background and motivation 
MMAE has several uses. Here, we will talk about using it 
to mitigate the difficulties involved in perceptualizing 
large speech corpora, about using it as a tool for 
experimental analysis and comparison of speech, and 
about using it to create soundscapes that can be used in 
research as well as in entertainment. 

2.1 H earing the big picture  
Getting a general feel for what a large speech corpus 
sounds like is useful both to researchers and service 
developers. Researchers are increasingly working on 
corpora that are so large the time required to listen 
through it sequentially could take more than a life-time. 
Moore (2003), for example, argues that given current 
development, error free ASR would require between 100 
and 1000 years of acoustic training data. Although that is 
clearly not a feasible project, current ASR training 
routinely involves thousands of hours of acoustic data. 
And as automated speech services are becoming 
mainstream for customer care, the amount of speech data 

that must be analyzed to ensure quality of service is 
exploding. Many of these qualitative assessments require 
manual inspection, making exercises such as tracking 
quality of service and evaluating the effect of system 
changes an overwhelming task for service providers. 

By playing a large number of sound clips from 
customers simultaneously, but at different locations in a 
virtual 3D space, researchers and developers can make 
judgments about the overall makeup of large databases 
quickly and get a feel of the mood of the simulated crowd. 
In addition, we are hoping to capitalize on the cocktail 
party effect, as described by Cherry (1953), who 
demonstrated that in settings such as a cocktail party, 
people are able to follow a conversation of their choice 
while ignoring others. This cocktail party effect can be 
utilized by listeners, who can focus on a particular speaker 
of the many simultaneous speakers for just as long as it 
takes to make a judgment, and then instantly skip to some 
other speaker. The effect is not created by the technology, 
but rather a case of technology taking advantage of how 
human speech perception works. In these ways, MMAE 
based perceptualization engines may provide 
near-instantaneous impressionistic inspection of large 
speech corpora. 

In addition to the need to get a general impression of large 
speech corpora, there is a pressing need to be able to 
compare different speech corpora, or different subsets of 
the same corpus. The need arises for many reasons. We 
may want to compare 

 sets of speech picked from different places in a 
dialogue  a serial comparison of data from different 
contexts that can potentially show problematic places.  
 speech taken from the same context but different 
system versions - showing the effects of design choices; 
 compare data collected at different times for 
regression and quality-of-service testing; 
 compare perceived emotional state and user 
satisfaction to verify the soundness of new automatic 
methods to assess such subjective measures; 

One way of achieving this would be to first listen to one 
subset, then to the next. As MMAE creates a 3D 
soundscape, we can aim for a more direct and efficient 

2.2 Comparisons and analyses   
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method by offsetting one set of data to the left and the 
other to the right, and playing them simultaneously. Care 
must be taken to control for perceptual left/right ear 
differences, so each test should be conducted in both 
directions and experiment questionnaires should include 
questions about hearing left/right ear hearing 
impairments.  

We have conducted pilot studies where listeners were 
asked to judge the ratio of males/females and speakers of 
two different dialects using cocktail vs. listening to short, 
sequential sound clips, we found the proposed method 
more accurate. The same tests indicate that the proposed 
cocktail method is considerably less stressful and 
cognitively more ergonomic to judges. 

The third and final motivation we will discuss here is 
further removed from pure speech technology. There are 
many cases where researchers and developers have a need 
to simulate acoustic environments involving huge 
numbers of sound sources: the noises of the jungle in a 
computer game, the boiling crowd of a football game, an 
audience clapping hands during a performance, or indeed 
the buzz of the participants of a cocktail party. Current 
auralization systems are generally not used to model such 
large quantities of sound sources. One reason is that it is 
computationally expensive to track and control great 
numbers of sound objects, another that it is easier to 
pre-record these soundscapes and place use them as 

 a 
moving car or the main character speaking. 

MMAE, however, can generate these soundscapes at 
relatively low computational cost. As a result, we can 
produce soundscapes that can be changed 
near-instantaneously, dynamically and online. The buzz 
of the cocktail party can increase and diminish, the crowd 
can grow silent in anticipation and burst into cheering at a 
goal, and the monkeys of a jungle can decide to become 
more or less noisy at any given time.  

It is easy to see how these properties makes MMAE 
interesting from an entertainment industry point of view  
games could potentially be provided with a more flexible 
sound environment at low cost. More static media, such as 
film and television, may also benefit from rapid and 
dynamic creation of complex soundscapes, for prototype 
purposes if nothing else. As we expect to see an 
increasing presence  of spoken dialogue systems in games, 
there might be a certain overlap with speech technology 
applications here. Finally, MMAE simulations could 
provide very useful and realistic dynamically controllable 
crowd sounds for masking of speech in perception tests. 

3. Technology 
The Cocktail implementation of MMAE uses the Snack 
Sound library (http://www.speech.kth.se/snack/) as its 
backbone. The soundscapes consist of hundreds or even 
thousands of sounds played simultaneously and 
independently. This is made possible by relinquishing 
control over the individual sound objects on a number of 
levels, and even of their composition as a whole to some 
extent. For example, each sound is played fire-and-forget 
style  once playback has started, the sound is left to 
finish and disappear. Similarly, the composition of sounds, 
and the selection of what sound will be fired next, are not 

controlled in detail, nor do we keep track of it. Instead, 
sounds are selected from a repository using weighted 
random selection. The contents of the repository is 
configurable at initialization. The probabilities for a 
certain sound or class of sounds to be played is 
configurable during runtime, as is the probabilities of 
different positions in 3D space for each sound. Further, 
cocktail aims at keeping a certain number of sounds 
playing at any given time; this number is also 
configurable during runtime. 

As an effect of the fire-and-forget policy, runtime 
changes of the soundscape  for example the composition 
of sounds, the number of sounds or their positioning  is 
not instantaneous. When a change is made to the 
configuration, it is applied only to sounds that are played 
after the change occurred. Sounds that are already playing 
are unaffected. For this reason, the latency of changes is 
dependant on the length of the sounds included in the 
repository: the shorter the sounds, the more responsive the 
changes. For this reason, applications such an applause 
machine are implemented using one single clap for each 
sound, making for very dynamic control. Similarily, 
babble simulations work better with short utterances or 
fragments than with longer utterances.  

The most time consuming part of creating an 
experiment or a simulation, then, is to cut the sound into 
small enough pieces and label these, and then to describe 
the target composition of the soundscape. In the easiest 
case  say we only want to listen to a large amount of data 
quickly to get a first impression of it  this can be fully 
automatized. In more complex cases this work requires 

ently 
developing tools to make the manual effort less taxing. 

4. Summary 
We have presented MMAE, a powerful and versatile 
technique for building dynamic, near-instantaneous 3D 
soundscapes by playing simultaneously and in chorus 
large numbers of short sounds. We have demonstrated a 
few of its applications in the Cocktail demo 
implementation, and discussed others. We believe that the 
technique can be a useful and valuable contribution, by 
itself or as a compliment to other techniques, in a large 
number of fields, including getting the big picture of 
speech or other acoustic databases; analyzing and 
comparing large sets of sounds; browsing and sorting 
speech and sound data; and creating dynamic simulations 
of environments with large numbers of sound sources 
such as cocktail parties, sports events, jungles, applause 
or traffic. 
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The requirements for proper documentation of 
diagnostics and treatments have increased in the Swedish 
healthcare domain. As a result of this, many healthcare 
professionals need to devote a large amount of their time 
to documentation for the medical record, but they also 
need to produce adapted texts to be delivered to patients, 
employers, care givers, other health care personnel, social 
security agencies and insurance companies. Moreover, the 
law requires that the medical record itself should be 
written in a way that the patients can understand (SFS 
2008:355 §13). 

An automated text generation system or partially 
automated authoring system could hopefully aid in this 
endeavour, with the ability to handle vast amounts of 
information and quickly tailor texts according to specific 
parameters. Williams, Piwek & Power (2007) have 
created an example of such a system, which can turn the 
Electronic Medical Record (EHR) into a monologue or a 
(non-interactive) dialogue between two nurses in order to 
better explain the content of the EHR. While their system 
provide an interesting presentational structure and 
highlights the need of deeper explanation for patients, 
their system is limited to the goal of providing 
information. As a contrast, we believe that the system 
should be able to encompass emotions and willingness as 
well as knowledge goals. For this reason, we employ 
Rhetorical Structure Theory. 

DA! *+,$(-./01"3$-0$,2.,3".5"%3,-E0&0F$,&"
$,8$3""
What’s been done in the project so far is a study of how 
texts directed at healthcare professionals differed from 
those directed at patients, in order to investigate the basic 
presentational abilities that a system for mechanized 
generation of user-adapted texts from medical records 
would need. The study picked texts from FASS 
(!"#$"%&'()*+",-.&%)"/)(&(&#,),-0&#)1&), a compilation of 
medication information that provides information of each 
medication both in a version directed to patients and in a 
version directed to healthcare professionals. The texts 
were analysed through *+,$(-./01" #$-%/$%-," 7+,(-' 
(RST) in order to determine the kinds of rhetorical 
strategies used toward the different target groups. 

RST is a well-known method for dividing a text into 
segments and mapping them into a hierarchical structure 
in relation to the other segments depending on what effect 
they cause in the reader of the text. The focus on the effect 
on the reader is one of the benefits of RST, which means 
that the analysts are not restricted to plain information 
content in comparison to user knowledge but can consider 
other user attributes as well, such as personality and 
emotions.  

Ten text pairs with medical information from FASS 
were chosen at random, with each pair consisting of one 
text from Patients’ FASS and one text from Physicians’ 
FASS. The annotation program RSTTool (O’Donnel 
2000) was used for segmentation of texts and relating the 
segments to each other in nucleus/satellite pairs or 
multinuclear relations of equal importance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results of the study show that the texts directed to 

patients were more argumentative in its writing with 
direct instructions for the patient to follow. Typically, the 
texts for patients included examples of RST relations like 
23()0"()34, 5'#.3*&, 64"7/&$&4(, 8349)()34 and 
:4/;<)4<%"*&, all of which related to some action the 
reader should or should not perform. Texts directed to 
healthcare professionals on the other hand provide more 
comprehensive information to facilitate informed 
autonomous decision making, they were more extensive 
and provided a multitude of facts and details, often 
without providing explicit relations to the rest of the 
description (compact information rather than full text). 
The texts for physicians typically contained RST relations 
like 60)9&4%&, ="%+1#3'49, >&"*34 and -'$$"#;, which 
may provide and strengthen one or multiple opinions but 
the decision is left to the physician. Patients’ FASS can be 
said to empower and instruct the reader in an 
argumentative fashion, while the Physicians’ FASS 
guides the reader through rich and specific information 
that may contain hypotheses of varying certainty. 

Figure 1: Excerpt from FASS annotated with RST 
relations in RSTTool (translated from Swedish by the 
authors). 
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The RST relations and methods used were primarily 
based on the original work published by Mann & 
Thompson (1987) as well as a reference manual presented 
by Carlson & Marcu (2001). Out of all the relations 
suggested in those standard references, only a subset was 
found to be useful in the analysis of FASS medication 
texts. However, in the course of the analyses a number of 
additional relations were defined in order to better capture 
the intentions of some statements. These included some 
relations that are dealing with information focus, such as 
?)1@/)1@()41, -.&%)A)%"()34, >@&(3#)%"/<)4(&#%&.()34 and 
-'11&*()34, whereas others are more emotionally oriented 
in nature, such as B/"#$C,8"/$)41 and :4/;<)4<%"*&. The 
relations concerned primarily with information focus 
share similarities with existing relations, for instance 
?)1@/)1@()41 is similar to 6D"$./&, but since it is only 
applicable when the example provided is especially 
important for the case at hand and thus provide additional 
detail. The emotional relations, on the other hand, appear 
to provide a different perspective on the ‘effect of the 
reader’ that is not clearly represented in the standard set of 
RST relations. 

 

GA! 7,8$"2,5,-0$.(5"
As we proceed with the project, we will need to perform a 
more extensive study of rhetorical structures in relevant 
texts. However, the fact that the RST analyses of the two 
types of texts differed so much implies that RST can 
indeed be useful as a tool to capture and analyse rhetorical 
strategies to be used for adapting information to different 
recipients.  

In the next step, our investigation of RST as a basis for 
managing rhetorical strategies for text generation will be 
extended to complete medical records. A prototype text 
generation system will be developed in order to allow user 
studies of synthesized texts as well. This will provide 
further insight about how rhetorical strategies can be used 
and what is needed to for them to be useful, for instance: 

 
• What knowledge needs to be available for the 

system to know how to choose what rhetorical 
strategy to use? 

• How is the choice performed? Under which 
conditions is a certain strategy chosen? 

• What knowledge is necessary for the system to 
implement a rhetorical strategy?  

• How do the rhetorical strategies interact? 
 

Additionally, the differences observed in the FASS 
medication texts may be dependent on the different 
groups of readers having different goals, different 
pre-understandings of medical facts, different language 
capacities, different living situations or something else, by 
itself or in combination (see Cawsey, Grasso & Paris, 
2007, for some excellent suggestions about what to 
include in a patient user model).  This is another issue that 
requires further study to insure that the produced texts are 
optimal for the readers. 

The project is part of the GenTex endeavour, where we 
are studying support for text generation from structured 
records in various application contexts. Studies include, in 
addition to rhetorical strategies, general methods for text 
generation, user modeling for tuning the generated texts 

to specific user needs and preferences, user studies of 
perceived text qualities, and design of supporting tools 
including methods for data collection, for instance 
structured interview techniques.  

The produced text can either be a negotiated text where 
both parties fully understand the background and agree on 
the content, or two different versions expressing the same 
content but adapted to different types of users. In this case, 
there is typically one prime version of the text, which is 
formally valid, while a layman version may be produced 
to ensure a better understanding of the formal document.  

Examples of situations where there is a need to present 
structured data records in the form of descriptive text in 
order to promote human communication and 
understanding are: 

 
• Medical records to be read by people with 

different roles and background, such as 
physicians and patients. 

• Records of structured interviews, where the 
interviewee need to understand and confirm the 
collected data. 

• Requests and other statements submitted by 
filling in a form where a text presentation 
expresses the interpreted content of the 
completed form. 

• Documentation of advisory consultations, such 
as investment advice from a financial advisor in 
a bank. 
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1. Introduction
Several mechanisms are available for semantic coordi-
nation (i.e., the process of interactively coordinating the
meanings of linguistic expressions) in dialogue. These in-
clude corrective feedback, where one DP (Dialogue Par-
ticipant) implicitly corrects the way an expression is used
by another DP, as well as explicit definitions and negoti-
ations of meanings. However, it also possible to coordi-
nate silently, by DPs observing the language use of others
and adapting to it. Adapting to semantically innovative lan-
guage use requires, first of all, that the agent is able to detect
semantic innovation. Towards this goal, this paper proposes
a formal definition of semantic innovation.

We shall make use of type theory with records (TTR) as
characterized in Cooper (2005) and elsewhere. The advan-
tage of TTR is that it integrates logical techniques such as
binding and the lambda-calculus into feature-structure like
objects called record types.

2. Learning meaning from corrective
feedback

We see corrective feedback as part of the process of
negotiation of a language between two agents. Here is one
of the examples of corrective feedback that we discuss in
connection with our argument for this position in Larsson
and Cooper (2009):

“Gloves” example (Clark, 2007):

• Naomi: mittens
• Father: gloves.
• Naomi: gloves.
• Father: when they have fingers in them they are called

gloves and when the fingers are all put together they
are called mittens.

In the Gloves example, after the father’s utterance
of “gloves”, Naomi could use syntactic alignment to
understand this term as a noun with the corresponding kind
of compositional semantics:

�
x : Ind
cglove : glove’(x)

�

Provided that Naomi learns from the interaction that
gloves are also a kind of clothing, Naomi’s ontological
semantics for ”glove” after the first utterance by the father
is the following type





x : Ind
cglove : glove�(x)
cphysobj : physobj(x)
cclothing : clothing(x)





3. Perceptual type
We here add a further aspect of meaning, namely perceptual
type (or perceptual meaning). For our current purposes, we
will represent perceptual meaning as a record type specify-
ing and individual and one or more propositions indicating
that the individual is of a certain perceptual type, i.e., that
it has certain physically observable characteristics.

The word “glove�’, for example, may be associated with
a certain shape:

�
x : Ind
cglove−shape : glove-shape(x)

�

4. Contextual interpretation
To represent individual dialogue participants’ takes on con-
texts1, we will use record types with manifest fields. This
allows our context to be underspecified, reflecting the fact
that an agent may not have a complete representation of the
environment.

For our current purposes, we assume that our DPs are
able to establish a shared focus of attention, and we will
designate the label “focobj” for the object or objects taken
by a DP to be in shared focus.

We will first show how “normal” contextual interpreta-
tion, in the absence of innovations, is assumed to work.
We will assume that parts of the meaning of an utterance
are foregrounded, whereas other parts are backgrounded.
Background meaning (BG) represents constraints on the
context, whereas foreground material (FG) is the informa-
tion to be added to the context by the utterance in question.
We can represent this either as a record or as a function:

�
BG = . . .
FG = . . .

�

λt �BG . t∧. (BG∧. FG)

The functional version takes as argument a record type t,
representing the current context, which is a subtype2 of the

1Occasionally and somewhat sloppily referred to as “contexts”
below.

2Formally, T1 � T2 means that T1 is a subtype of T2. Two
examples will suffice as explanation of this notion:

1
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background meaning of the uttered expression (typically a
context containing manifest fields representing objects in
the environment and propositions about these objects). The
function returns a record type corresponding to the union
of t and the union of the background and foreground mean-
ings.

5. Formalising innovation
This section provides a TTR analysis of detection of inno-
vative language use. We will focus on the case where a
known expression is used with a (subjectively) innovative
meaning. The underlying intuition is that the meaning of
an expression should say something about the kind of con-
text in which it can be (non-innovatively) used. But how,
exactly? Here is our proposal.

An expression e is innovative in context c if there is a
mismatch between e and c in either of the following ways:

1. Background inconsistency: Some information presup-
posed by the expression contradicts some information
in the context; formally [e].BG∧. c ≈ ⊥

2. Foreground inconsistency: Some content conveyed by
the utterance of the expression contradicts something
in the context; formally [e](c) ≈ ⊥

This definition follows naturally from how contextual in-
terpretation works. Recall that meaning can be seen as a
function from context to content, where background mean-
ing serves as a constraint in the context. The definition
of innovation checks that it will be possible to apply the
meaning-function to the context, by checking that the con-
text is consistent with the constraints imposed by the back-
grounded meaning, and that the resulting contextual inter-
pretation will be consistent with the context.

As an example of detection of innovation we will use a
modified version of the “gloves” example, where Naomi
simply observes an utterance by Father:

Modified “Gloves” example:

• (Naomi is putting on her new gloves)
• Father: Those are nice gloves!

Here, we wish to illustrate what happens when a
previously known word is encountered with a different
meaning. We therefore assume, for the sake of argument,
that Naomi initially has a concept of gloves. We will
assume that Naomi takes “gloves” as having a perceptual
type distinct for that of “mittens”. However, again for the
sake of argument, we assume that she is mistaken as to the
nature of this difference; for example, she may disregard
the difference in shape and instead think that mittens and
gloves have different textures (e.g. that gloves are shiny
whereas mittens are woolly).

�
ref : Ind
c : glove(ref)

�
�

�
ref : Ind

�

�
ref=obj123 : Ind

�
�

�
ref : Ind

�

�
. [glove]Naomi =



x : Ind
cglove : glove�(x)
cphysobj : physobj(x)
cclothing : clothing(x)
cshiny−texture : shiny-texture(x)
chandclothing−shape : handclothing-shape(x)





That is, Naomi thinks that mittens and gloves both have
a common shape, but that they differ in texture. This means
that the meaning of Father’s utterance will be

[Those are nice gloves]Naomi =



BG =





focobj : Ind
cglove : glove�(focobj)
cphysobj : physobj(focobj)
cclothing : clothing(focobj)
cshiny−texture : shiny-texture(focobj)
chandclothing−shape : handclothing-

shape(focobj)





FG =
�
cnice : nice�(FG.focobj)

�





When encountering Father’s utterance, we take it that
the relevant take on the context for evaluating and under-
standing the utterance is something like

cNaomi =



focobj=a : Ind
cphysobj : physobj(focobj)
cclothing : clothing(focobj)
cwoolly−texture : woolly-texture(focobj)
chandclothing−shape : handclothing-shape(focobj)
cnot−shiny−texture : not(shiny-texture(focobj))





The cnot−shiny−texture field can either result from con-
sulting the environment by checking whether a shiny tex-
ture cannot be detected on focobj, or by inference from the
proposition in cwoolly−texture.

Now, according to our definition of innovation, Naomi
will detect a background inconsistency in that [Those are
nice gloves].BG∧. cNaomi ≈ ⊥. The inconsistency of
course stems from the presence of a proposition (shiny-
texture(focobj)) and its negation in the combined record.
Contextual interpretation will thus fail, since the meaning-
function cannot be applied to the context.
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Abstract
The MedEval test collection is a newly constructed Swedish medical test collection, unique in its kind providing the possibility
to choose user group: doctors or patients. A test collection such as MedEval makes it possible to study how to construct queries
in order to retrieve documents intended for one group or the other.

1. MedEval
The MedEval test collection is built on documents from the
MedLex medical corpus (Kokkinakis, 2004). MedLex con-
sists of scientific articles from medical journals, teaching
material, guidelines, patient FAQs, health care information,
etc. The set of documents used in MedEval is a snapshot
of MedLex in October 2007, approximately 42 200 docu-
ments or 13 million tokens.
MedEval is a Swedish medical test collection where as-

sessments have been made, not only for topical relevance,
but also for target reader group: Doctors or Patients. The
user of the test collection can choose if she wishes to search
in the Doctors or the Patients scenario where the topical
relevance assessments have been adjusted, or in a scenario
which regards only topical relevance. This enables the user
to compare the effectiveness of searches retrieving docu-
ments aimed at one group or the other. MedEval is the first
Swedish medical test collection.
The doctoral thesis Friberg Heppin (2010) describes the

construction of the MedEval test collection. It also de-
scribes pilot studies demonstrating how such a collection
may be used. The MedEval test collection has:

• documents assessed on a four-graded (0-3) scale of
relevance allowing a fine-grained study of retrieval ef-
fectiveness.

• documents assessed for target reader group allowing
studies of document retrieval based on topic relevance
as well as on intended audience.

• documents marked for target reader group allowing
studies of differences in the language registers.

• the potential of being a valuable resource in teaching
in language technology, information retrieval and lin-
guistics.

2. Target Groups
For a classification of documents according to intended
readers to be useful, there must be measureable differences
between the classes. Table 1 shows a number of type/token
frequencies in subsets of the collection. These are de-
scribed below. In each subset duplicates were removed if
a document had been assessed for more than one topic.

Full form types are the original terms of the documents and
lemma types are the same terms after lemmatization.

Entire collection All documents in MedEval.

Assessed documents All documents that have been as-
sessed for any topic.

Doctors All documents that for at least one topic have been
assessed to have target group Doctors.

Patients All documents that for at least one topic have
been assessed to have target group Patients.

Common files All documents that for at least one topic
have been assessed to have target group Doctors and
for another to have target group Patients.

Doctors relevant All documents that for at least one topic
have been assessed to have at least relevance grade 1
and to have target group Doctors.

Patients relevant All documents that for at least one topic
have been assessed to have at least relevance grade 1
and to have target group Patients.

Table 1 shows that the patients’ documents had only
57% of the doctors’ number of tokens per document. Even
though there were over 1 000 more patient than doctor doc-
uments, there were over 50 000 more lemma types in the
doctor documents and almost 30 000 more lemma com-
pound types. The average word length for doctors was 6.29
compared to 5.73 for patients. The ratio of compound to-
kens was also higher for doctors, 0.128 compared to 0.098.
There is a clear difference in the type-token ratio of the

subsets of MedEval. In Patients assessed the ratio is 33.2
compared to 25.6 in Doctors assessed, even though there
are 800 000 more tokens in the Doctors set. Bearing in
mind that type-token figures are dependent on the size of
the collection, the result is even more noteworthy.

3. User Groups
The MedEval test collection allows the user to state user
group: None, Doctors or Patients, directing her to one of
three scenarios. The None scenario contains the topical rel-
evance grades as made by the assessors. The Doctors sce-
nario contains the same asessments but with the relevance
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Entire Assessed Doctors Patients Common Doctors Patients
collection documents assessed assessed files relevant relevant

Number of documents 42 250 7 044 3 272 4 334 562 1 233 1 654
Tokens 12 991 157 5 034 323 3 232 772 2 431 160 629 609 1 361 700 988 236
Tokens/document 307 715 988 561 1 120 1 104 596
Average word length 5.75 6.04 6.29 5.73 6.16 6.33 5.63
Full form types 334 559 181 354 154 901 92 803 50 961 87 814 43 825
Lemma types 267 892 146 631 126 217 73 121 40 857 71 974 34 263
Lemma type token ratio 48.5 34.3 25.6 33.2 15.4 18.9 28.8
Compound tokens 1 273 874 573 625 412 475 237 267 76 117 179 580 92 420
Full form compound types 187 904 99 614 83 846 47 387 24 083 45 257 20 157
Lemma compound types 144 159 78 508 66 907 37 151 19 685 36 867 16 006
Ratio of compounds 0.098 0.114 0.128 0.098 0.120 0.132 0.094

Table 1: Type and token frequencies of the terms in different subsets of the MedEval test collection.

of the documents marked for Patients target group down-
graded by one. In the same way the Patients scenario has
documents marked for Doctors downgraded by one.
To demonstrate the effectiveness of search terms from

the different registers, two synonyms for ‘anemia’, anemi,
and blodbrist were run as search keys in the Doctors and
Patients scenarios for one topic. anemi is a neoclassical
term belonging to the expert language and blodbrist is the
corresponding lay term. The results are shown in table 2.
In the Doctors scenario the difference between the re-

sults of the two search keys was striking: full recall for the
neoclassical term quite early in the ranked list of documents
and no recall at all for the lay term. In the Patients scenario,
the neoclassical term did not perform quite as well as it did
for doctors, and the lay term did not perform as bad as it
did for doctors. Note that the resulting ranked lists of doc-
uments is the same for both scenarios for the same search
key. It is the relevance grades of the retrieved documents
that differ.

Scenario Recall anemi blodbrist
Doctors @10 50% (4/8) 0% (0/8)

@20 100% (8/8) 0% (0/8)
@100 100% (8/8) 0% (0/8)

Patients @10 22% (4/18) 33% (6/18)
@20 39% (7/18) 39% (7/18)
@100 66% (12/18) 56% (10/18)

Table 2: Running the synonyms anemi and blodbrist as
search keys in the Doctors scenario gave full recall early
in the ranking for the neoclassical term, but no recall for
the lay term. In the Patients scenario the difference in ef-
fectiveness was not as striking.

One plausible reason for the different results is that ex-
perts do not use lay terms. These are often imprecise and
can even be misleading. An example is blodbrist. Even
though the literal meaning is ‘blood deficiency’ the term
does not refer to a deficiency of blood, rather a deficiency
of red blood cells or of hemoglobin. In contrast, lay texts
often contain both lay and expert terms. An expert term
may be used, and a lay term added as an explanation, or a
lay term may be used and an expert term presented as ad-
ditional information. Both examples are shown in figure
1. It is interesting that the patient documents often contain

medical terms from both registers bearing in mind that they
contain fewer types than the doctor documents.

B12 är ett vitamin som är nödvändigt
för bildningen av röda blodkroppar,
brist kan då ge det vi kallar
perniciös anemi (anemi betyder just
blodbrist).
B12 is a vitamin that is necessary for the production
of red blood cells, deficiency can cause what we call
pernicious anemia (anemia means precisely blood
deficiency).

...t.ex. fel på sköldkörteln,
diabetes eller en speciell form av
blodbrist , s.k. perniciös anemi.
. . . e.g. failure of the thyroid gland, diabetes or a
special form of blood deficiency, known as pernicious
anemia.

Figure 1: Two examples of synonyms from different regis-
ters used in one sentence. In the first example the lay term
is used as an explanation, and in the second the expert term
is supplied as additional information.

4. Final Words
The main novelty of MedEval is the marking of target
groups, Doctors and Patients, together with with the pos-
sibility to choose user group. This opens up new areas of
research in Swedish information retrieval such as how one
can retrieve documents suited for different groups of users.
The Department of Swedish Language at the University

of Gothenburg is in the process of making the MedEval test
collection available to academic researchers.
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        
         
       

     
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      
   
      
       
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        
     
      
       


 

        
     
     


       


      
         
     

       
      
      
       

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       


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


        






   
      
      




        
       



 
     







     



 
      



       
        



     
        


      
     


         




 


    




     



     



     
    


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Abstract  

This paper investigates the possibilities in creating a bilingual English – Afrikaans dictionary by building a parallel corpus and using the 

Uplug tool to process it. The resulting parallel corpus with approximately 400,000 words per language was created partly from texts 

collected from the South African government and partly from the OPUS corpus. The recall and accuracy of the bilingual dictionary was 

evaluated based on the statistical data collected. Samples of translations were generated, compiled as questionnaires and then assessed by 

English – Afrikaans speaking respondents. The results yielded an accuracy of 87.2 percent and a recall of 67.3 percent for the processed 

dictionary. Our English – Afrikaans parallel corpora can be found at the following address: http://www.let.rug.nl/tiedeman/OPUS/   
 

1. Introduction 
Whether it is for business intelligence, shopping or for 
communicating in social websites such as Facebook, the 
Internet has become the largest source of information thus 
creating a platform for multilingual information retrieval. 
South Africa is a country with eleven official languages 
where most of the population only speaks a small 
percentage of all the languages and could therefore 
benefit from multilingual information retrieval. For this 
reason the need of a multilingual dictionary is of great 
importance.  

In this paper we present our work where we created a 
parallel corpus, ran it through the Uplug tool, generated a 
dictionary and then finally processed and evaluated it.  
Previous research using Uplug for word alignment of 
parallel corpora was performed by for example Dalianis et 
al (2009) with 71 percent average frequency and an 
average recall of 93 percent on Swedish - English. There 
was also no confirmation that POS-tags improve word 
alignment. Charitakis (2007) had a Greek-English parallel 
corpus which comprised of about 200 000 words per 
language. The conclusion based on their quality was that 
51 percent (f>3) of the translations were correct while 
with higher frequency (f>11) 67 percent was achieved. 

2. Creating a reusable corpus 
Because of the lack of parallel corpora, we decided to 
create our own corpus by mining multiple English – 
Afrikaans bilingual texts from the Internet. However, 
during the corpus creation process we received a portion 
of the OPUS corpus by Tiedemann and Nygaard (2004).  
 This meant that our final corpus would be partly from 
the OPUS corpus and partly from a parallel corpus that we 
created by sourcing publications from the South African 
government website (South African Government 
Information, 2010). These publications were converted 
from PDF format to plain text and then manually aligned 
at paragraph level. Only small modifications were needed 
after that as the texts already were aligned at sentence 
level for the most part. The final corpus contained 

421,587 Afrikaans words and 397,757 English words 
respectively and covering three domains: Law, public 
speeches and technical documentation. Around 200,000 
words (roughly 50%) per language originated from the 
OPUS corpus.  

3. Uplug and word alignment 
The Uplug system is an application with the purpose of 
providing a modular platform for the integration of text 
processing tools (Uplug, 2010). The reason why Uplug 
was the system of choice is because it has been used in 
many similar projects and it is fairly easy to get 
acquainted with. The resulting dictionary contained a total 
of 87,388 lines of word pairs (translations) with one pair 
per line after a total runtime of 9 hours 22 minutes and 54 
seconds. The dictionary however contained many 
duplicate words and punctuation mark translations, so it 
needed to be cleaned. The cleaning was done manually 
because the errors in the dictionary were often unique, 
making automated cleaning difficult to configure. The 
translations with frequency of 2 or less were seen as 
unreliable and therefore removed from the dictionary. 

After removing these duplicates and words with a 
frequency of 2 or less, we finally got a “cleaned” 
dictionary with 6,450 word pairs which was a 91 percent 
decrease from the original size.  

4. Evaluation 
Finally to evaluate the original- and cleaned dictionary, 
three different sample texts in English were used along 
with three different types of measuring techniques. The 
sample texts were chosen as to cover several domains in 
order to get reliable results. The following measuring 
techniques were used: 

English words found – to measure the amount of words 
from the sample texts which were present in the 
dictionary.  

Accuracy – the amount of words found in the sample 
texts that were present in the dictionary and were 
correctly translated. The words not found in the dictionary 
would be ignored. 
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Recall – the amount of correctly translated words that 
were found in the sample texts. The words not found 
would be considered as incorrect translations. 

Table 1. The summarized results. 
 

We compiled a questionnaire from the English words found 
and their translations that were evaluated by 
English/Afrikaans speaking respondents as well as Google 
Translate. The respondents evaluated the word pairs by 
deeming them either Correct, Partly correct or Wrong.  
 These results were then used to calculate accuracy and 
recall. Google Translate was used because of the small 
number of evaluating people. The English translation of the 
word pairs was entered into the translator, if the translation 
corresponded to the Afrikaans word in the word pair they 
were considered correct. If the translator produced a 
different word, that word was then entered into Google 
Translate. If the English word produced corresponded to 
the English word in the word pair, it was considered correct 
or partly correct depending on the accuracy. 

5. Results  
The average values for the evaluations done of the 
original and cleaned dictionary are seen in Table 1.  

Table 2. Accuracy evaluations for the cleaned dictionary. 

The decrease of English words found is understandable as 
the majority of the translations in the dictionary are low 
frequency and therefore removed during the cleaning 
process. 
 The accuracy for the cleaned dictionary had an average 
improvement of around 8 percentage points compared to 
the original dictionary, showing the importance of manual 
dictionary cleaning. 

6. Conclusions and future work 
When creating a parallel corpus, we found that many 
errors can occur when PDF documents are converted to 
plain text, therefore it is important that the whole text is 
thoroughly reviewed to identify errors. The texts must 
also manually be paragraph aligned (and preferably also  
sentence aligned) to get a good result but it demands a lot 
of time as most corpora are composed of several thousand 
sentences or more.  

Uplug was a very effective tool when processing the 
corpus. Except for some duplicate- and double 
translations as well as an error with wrong character 
encoding, the whole process worked very well. 

The results showed a clear connection between how 
many English words found from the sample texts, recall 
and accuracy when comparing the original dictionary 
with the cleaned one. The size of the dictionary was 
reduced to 9 percent of its original size after cleaning it, 
the amount of English words found was reduced to 75.5 
percent from the original 85.5 percent while the accuracy 
increased from 79.1 percent to 87.2 percent, showing that 
a huge number of the translations with frequency of 2 or 
less were faulty and unnecessary.  

The fact that Afrikaans is closely related to English and 
in addition to a large corpus, we got a relatively high 
overall accuracy compared to similar research. We also 
found that manually processing and cleaning the 
dictionary is an important step to ensure high accuracy.  

For future work, a good idea may be to use a 
lemmatizer to get the base form of the word which could 
lead to better results. As we did not find an Afrikaans 
lemmatizer, one idea could be to use a Dutch lemmatizer 
since the languages share the same language structure. 

For further reading see Draghoender & Kanhov (2010). 
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Dictionary English 
words found 
in dictionary 

Accuracy Recall 

Original  85.48% 79.11% 71.71% 
Cleaned 75.27% 87.16% 67.31% 

Evaluator Correct Partly 
correct 

Wrong 

Google 
translate 

85.26% 6.17% 8.57% 

Person A 87.35% 8.04% 4.61% 
Person B 91.04% 5.91% 3.06% 
Person C 91.37% 4.86% 3.77% 
Person D 80.77% 5.32% 13.91% 
Average 87.15% 6.06% 6.78% 
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Abstract
This Phrasebook is a program for translating touristic phrases between 14 European languages: Bulgarian, Catalan, Danish,
Dutch, English, Finnish, French, German, Italian, Norwegian, Polish, Romanian, Spanish, Swedish. The Phrasebook is imple-
mented in the Grammatical Framework programming language as the first demonstration for the MOLTO EU project (molto-
project.eu) and will be extended during the project.

1. Introduction

The MOLTO Phrasebook is a multilingual grammar appli-
cation developed within the EU MOLTO project to show-
case the features of the Grammatical Framework, GF, sys-
tem. It demonstrates how reliable multilingual translations
can be derived from an abstract grammar unifying these
translations and allowing to translate from any language to
the others. The interlingua used by GF, rather than translat-
ing words, focuses on meanings or concepts. The GF pro-
gramming language combines features from grammar lan-
guages to functional programming with categorical gram-
mar formalisms and logical frameworks (Ranta, 2004).

From the programmer’s perspective, any GF application
builds upon a large library of resource grammars and func-
tors: the GF Resource Grammar Library, that currently
makes available programmatic primitives to handle syntax,
lexicon and inflection for 22 languages with variable cov-
erage. GF deals with the structural differences between
languages at compile time, yielding maximal run-time ef-
ficiency. Ideally, leaving the linguistic aspects to the GF
libraries, the author of an application grammar needs only
basic skills in order to add a new language to an application.
In the specific case of the Phrasebook application, many of
the grammars were created semi-automatically by general-
ization from examples and grammar induction from statis-
tical models (Google translate). The various configurations
of skills tested during the development of the Phrasebook
are presented in Section 3.

GF is distributed for all platforms and GF applications
can be compiled to JavaScript making them suitable to the
web browsers, irrespective of the device. This possibil-
ity alone makes GF a convenient tool for fast prototyping
of mobile multilingual applications, such as the MOLTO
Phrasebook. From the users’ perspective, a GF application
can be accessed via a web browser on any device, including
mobile phones. Off the shelf JavaScript functions are avail-
able to construct a friendly user interface in which allowed
word choices guide the selection and/or textual input. Not
only does the system use incremental parsing to prompt the
possibilities, but it also produces quasi-incremental transla-
tions of intermediate results from words or complete sen-
tences. The user interface is presented in Section 4.

Figure 1: Screen-shot of the online demo

2. Abstract and Concrete Grammars
The GF abstract grammar that captures the object entities
and domain of the Phrasebook handles several categories,
from units of discourse such as phrases, sentences and
questions, to objects like numerable or mass items (three

pizzas but some water), and places, currencies, languages,
nationalities, means of transportation, date, and time. It
has a collection of constructors that allow to represent for
instance a question such as How far is the zoo? abstractly
as HowFar(Zoo) using HowFar : Place ->

Question ; Zoo : PlaceKind. Each language
is produced by linearizing the abstract tree with specific
rules that use the GF resource grammar to capture the
specific linguistic characteristics. In the example, the
French concrete grammar rules are Zoo = mkPlace

(mkN "zoo" masculine) dative and HowFar

place = mkQS (mkQCl what distance IAdv

place.name). The GF resource grammar for French
knows how to build a noun with morphology, mkN, a
question mkQS, and a question clause mkQCl. The
concrete grammar rule for Swedish is slightly differ-
ent HowFar place = mkQS (mkQCl far IAdv

(mkCl (mkVP place.to))), yet it is the same as
that for Norwegian because of how the resource grammars
are designed. Combining it all, the French translation will
be À quelle distance est le zoo? and the Swedish Hur långt

är det till djurparken?.
GF application grammars strive for quality. In the
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Language Fluency GF skills Informed dev. Informed testing Ext. tools RGL edits Effort
Bulgarian *** *** - - ? * **
Catalan *** *** - - ? * *
Danish - *** + + ** * **
Dutch - *** + + ** * **
English ** *** - + - - *
Finnish *** *** - - ? * **
French ** *** - + ? * *
German * *** + + ** ** ***
Italian *** * - - ? ** **
Norwegian * *** + - ** * **
Polish *** *** + + * * **
Romanian *** *** - - * *** ***
Spanish ** * - - ? - **
Swedish ** *** - + ? - **

Table 1: Effort estimate

Phrasebook, the kind of quality that can be achieved is
exemplified e.g. by sentences that have many transla-
tions, each one capturing a flavor of politeness (e.g. “you”
in English will have to be disambiguated to polite you,
colloquial you and male/female when translating to, say,
Italian or French). The abstract grammar makes distinc-
tions between various cases of personal pronouns that iden-
tify gender and familiarity, e.g. in greetings or in ques-
tions, so that it knows about IMale versus IFemale, or
YouPolMale versus YouFamFemale. If an ambigu-
ous sentence such as How old is your daughter? is en-
tered for translation, it leads to several choices in most
languages, for instance in Swedish to Hur gammal är

er dotter? for the cases of your(polite,female)
and your(polite,male) whereas Hur gammal är

din dotter? for your(familiar,female) and
your(familiar,male).

Currently the grammar does not yet cover directions,
time and problematic situations, for instance when com-
pared to http://wikitravel.org/en/Phrasebook. With a lexi-
con of 100 words, the grammar yields 2582 abstract syntax
trees of depth 2, which become 656399 of depth 4.

3. The Phrasebook as a Case Study
Developing a multilingual application covering some do-
main in 14 languages is demanding in terms of language
knowledge and quality testing. In Figure 1, we have tracked
the type of expertise and effort that was devoted to crafting
each single language. Native speakers, fluent in GF and
with linguistic background, worked on Bulgarian, Catalan,
Polish, and Romanian. However, developers had no knowl-
edge of Danish and Dutch, and had to request the help of
native speakers, who were presented with examples gener-
ated by a bootstrapped version of the concrete grammars,
based on similar languages or on idioms and literal transla-
tion taken from the Internet. The full legend for the table is
described in (Angelov et al., 2010).

The overall aim is to devise a MOLTO methodology that
lowers the cost of adding a new language to a GF appli-
cation by using automated example-driven grammar gen-

eration. The correct design of the batch of examples is
language dependent and assumes analysis of the resource
grammar, for instance to be able to build inflected words.
More precisely, for some languages it is enough to generate
examples that show one form of a noun in order to obtain
its GF representation (the full inflection table), whereas for
other languages, such as German, one has to know up to 6
forms.

4. The Phrasebook at Your Hands
The Phrasebook is distributed as open-source
software, licensed under GNU LGPL, from
http://code.haskell.org/gf/examples/phrasebook/. It is
also available online from the MOLTO project web pages,
as a demo and as a mobile application for the Android
platform. Users are welcome to send comments, bug
reports, and better translation suggestions using the feed-
back button, as shown in Figure 1. Fall-back to statistical
translation is currently implemented just as a link to
Google translate, however in future versions, GF will be
integrated with tailor-made statistical models.
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Abstract
In this paper we describe a Java library allowing applications to use advanced linguistic knowledge on Android devices. We
implemented parts of the Grammatical Framework runtime system and optimized it to run on Android handheld devices. This
allows building mobile applications on top of GF grammars.

1. Introduction

This paper describes our work in implementing the basic
GF runtime system in Java and using it for building appli-
cations on the Android platform.

GF (Grammatical Framework) is a type-theoretical
grammar formalism and a functional programming lan-
guage. It is mainly used in multilingual grammar applica-
tions for formalizing the syntax of natural languages. Com-
pared to many other approaches to computational linguis-
tics, which are based on statistical methods and machine
learning, GF treats natural languages from a programming
languages perspective. The key idea of GF is to have an
abstract syntax defining the main categories and rules that
connect them, which is common to all grammars and many
concrete syntaxes that implement the categories and rela-
tions from the abstract syntax, following specific character-
istics of the given language. The abstract syntax describes
the grammar conceptually and provides a framework for
the actual computational grammars, which are the concrete
syntax modules. It also limits the coverage of the grammar
to the constructions that could be built using the elements of
the abstract syntax. From this point of view, GF is similar
to other grammar formalisms like HPSG and LFG.

The main operations that can be performed on a GF
grammar are parsing from natural language to the abstract
syntax tree representing the underlying concept and lin-
earization that generates natural language constructions in
a certain language from an abstract syntax tree. By combin-
ing this two operations one obtains a translation between
any two concrete grammars. This approach has the advan-
tage that the translation will always be syntactically correct,
due to the fact that the linearization in a certain grammar,
uses the implementation of the concrete syntax module.

In addition to this, GF provides a portable runtime for-
mat, PGF (Angelov et al., 2010) which can be used to em-
bed the libraries further on in applications written in pro-
gramming languages that provide a suitable interpreter. In
this way, other projects can use GF modules, as normal
software libraries for the development of other projects.
PGF interpreters exists for Haskell and JavaScript at the
moment, and our work resulted in the Java version of the
interpreter.

2. Motivations
There are many motivations to have linguistic applications
on handled devices. One can think of automatic translation,
tools for languages learner or for travelers and help for im-
paired people. Many existing services in those categories
requires a live connection to the internet, which is not al-
ways available, especially when one is traveling abroad.

One of the advantage of GF is its extensive and growing
resource library, with formal grammar and basic vocabulary
for over 16 languages (Ranta, 2009). The library provides
the linguistic background for developing domain-specific
grammars and other language applications.

And finally, we choose the Android platform to experi-
ment because of its openness and its growing adoption.

3. Related work
Aarne Ranta implemented an multilingual translator for
number working on mobile devices. It was implemented
in JavaScript and it ran as a webpage in the device browser.
[link please]

The grammatical framework runtime has once been im-
plemented in Java by Björn Bringert (Bringert, 2005)
but this implementation was not maintained anymore and
didn’t follow recent changes in the grammar format and the
runtime system.

4. Implementation
The current runtime system being written in Haskell,
and since the algorithms for parsing and linearization are
specifics to GF, we couldn’t use pre-existing libraries and
implemented it from scratch.

During the beginning of this project, we concentrated on
implementing and optimizing the parser and linearizer. The
main reason is that the limited computing power of the tar-
geted devices would make difficult to implement the full
GF runtime system.

Those component are enough to build interesting ap-
plication using natural language. Moreover, for complex
grammars, we quickly reach the limits of the devices com-
puting power.

The parsing algorithm is described in (Angelov, 2009)
and the linearization algorithm in (Angelov and Ranta,
2010).
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5. Application
We developed a simple phrasebook application to demon-
strate a possible use of the library (http://www.
grammaticalframework.org/android/). The
application allows the user to enter simple sentences in
a controlled language and to translate them in a differ-
ent language. This application is based on the MOLTO
phrasebook project (http://www.molto-project.
eu/demo/phrasebook). This is a relevant use case as
it has a clear potential for usage because of the high quality
of the translations and the variety of languages for which
the grammar was deviced. It is also worth mentioning that
the reasonable coverage of the grammar makes the phrase-
book applicable in many day-to-day situations for tourists
traveling abroard.

To allow easy and fast input while restraining the user to
the controlled language, we used an interface similar to the
fridge magnets application (http://tournesol.cs.
chalmers.se:41296/fridge). This demonstrate the
utility of predictive parsing on the cell phone. This feature
is a great aid for users of a controlled language, since they
can always be aware of the coverage, and the possibilities
that the grammar offers. (See screenshot in figure 1.)

What is more is that the Android platform provides ser-
vices for high-quality voice synthesis for a number of lan-
guages, which can be plugged to the grammar applications.
This gives our approach a great advantage over the tradi-
tional phrasebooks.

Figure 1: Phrasedroid screenshot

6. Future work
Though we already worked hard on improving the initial
performances and to make the user experience acceptable,
gain in this domain are still possible. A next step might also
be to implement some parts of the logical framework.

And one of our main priority is to keep the library up to
date regarding future changes in the GF runtime system.
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Abstract
Many parsers use a part-of-speech tagger as a first step in parsing. The accuracy of the tagger naturally affects the performance
of the parser. In this experiment, we revise 1500+ proposed errors in SUC 2.0 that were mainly found during work with schema
parsing, and evaluate tagger instances trained on the revised corpus. The revisions turned out to be beneficial also for the taggers.

1. Introduction
Many parsers of today rely on a statistical part-of-speech
tagger as a preprocessing step, in order to rank or limit the
amount of possible analyses for each word. However, the
tagger is only as good as the data it is trained on, and could
potentially be a bottleneck for the correctness of parser sys-
tems. If the data contain errors and inconsistencies, the tag
distribution for the affected words and n-grams would be
skewed. Some of the errors are likely to harm both tagging
and parsing (e.g. sentence initial errors), while others may
only harm one of the two.

In this paper, we present an initial attempt to investi-
gate if, and how much, tagging accuracy can be enhanced
through revising a set of 1500+ potential errors mainly
collected in the work concerning schema parsing (Wil-
helmsson, 2010) with the Swedish Stockholm-Umeå cor-
pus (Ejerhed et al., 2006). The corpus, henceforth SUC,
has become the de facto standard for training and evaluating
part-of-speech taggers, as its annotation has been manually
revised, and also improved for version 2.0. It still includes
errors and inconsistencies, however.

2. Set of changes
The proposed set of changes particularly includes types
with severe consequences for parsing, such as tagging of/to
verbs, and tagging of/to the markers of sub-clauses or
relative clauses. In SUC 2.0, there are five such mark-
ers: subjunction, interrogative/relative pronoun, interrog-
ative/relative adverb, interrogative/relative determiner and
interrogative/relative possessive.

The following is a typical example of how som should
be changed from conjunction (KN) to interrogative/relative
pronoun (HP) to signal the start of a relative clause:

Vad är det som/KN har hänt (kk27-057)
What is it that has happened

In the graphical user interface of the schema parser, these
types of errors yield analyses that are often visually recog-
nizable directly. On the other hand, possible errors con-

cerning more subtle aspects, e.g. gender agreement in NP-
chunks, have not been detected to the same extent, as the
parser is robust enough to ignore these.

The set of suggested changes affects 2% of the sentences
in SUC. The changes are not claimed to reflect the propor-
tions of all the actual errors in SUC 2.0. It is unknown how
many these are, what their exact distribution is, and what
would be the accuracy for a tagger trained on a corrected,
or perfect, corpus.

As it seemed likely that some changes, although linguis-
tically well-motivated, actually would decrease the accu-
racy, we divided the errors into nine groups (see Table 1).
If any of the groups should decrease the accuracy, these
groups could be skipped, or the sentences affected could be
removed from the training data to increase overall accuracy.

The division was based on error type, with the extra con-
straints that the number of changes in each group should be
large enough to be able to yield significant changes in accu-
racy score and that the groups should not overlap. Members
that could belong to more than one group were therefore
placed in the group with the lowest group number. Each
group contains 4–15% of the suggested changes.

3. Evaluation
The error groups were evaluated using the statistical TnT
tagger (Brants, 2000) and 10-fold cross validation on SUC
for three tagsets, as the granularity of the tagset affects tag-
ger performance.

The SUC tagset consists of 150+ tags, but a better tag-
ging accuracy can be achieved with the Granska tagset
(Carlberger and Kann, 1999), which is a variation of the
SUC tagset, or “Granskaish”, which, in turn, is a subset of
the Granska tagset that can be mapped back to the SUC
tagset losslessly (Forsbom, 2008). The Granska tagset was
altered to fit the needs of the Granska grammar checker,
adding some features to the tags, and conflating tags with
infrequent features. Granskaish only added features for
copulas, auxiliaries, singulars (cardinal), and dates.

For each error group, we performed the changes, di-
vided the corpus into 10 partitions, trained a tagging model
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Group Description No. of changes SUC Granska Granskaish
No changes 0 95.52±0.15 95.69±0.15 95.62±0.14
All changes 1569 95.58±0.15 95.74±0.15 95.67±0.15

1 Sentence initial changes 192 95.53±0.15 95.70±0.15 95.62±0.14
2 Changes to interrogative/rel. adverb 258 95.52±0.15 95.69±0.15 95.62±0.14
3 Som to conjunction 92 95.53±0.15 95.70±0.15 95.62±0.14
4 Som to interrogative/rel. pronoun 111 95.53±0.15 95.69±0.14 95.62±0.14
5 Changes to conjunction 71 95.52±0.15 95.69±0.15 95.62±0.14
6 Changes to subjunction 130 95.52±0.15 95.68±0.15 95.61±0.14

7 Changes to adverb 285 95.55±0.15 95.71±0.15 95.64±0.15
8 Changes to preposition 193 95.53±0.15 95.69±0.15 95.62±0.15
9 Other changes 237 95.53±0.15 95.70±0.15 95.63±0.14

Table 1: Error groups with overall tagging accuracy and standard deviation.

for each partition and tagset, and ran the 10-fold cross-
validation test (see Table 1).

Altogether, the changes improved tagging accuracy, al-
beit with a small increase in standard deviation for the
Granskaish tagset. Group 7 improved the accuracy most,
while group 2 and 5 had no effect at all. Group 6 actu-
ally decreased the accuracy, at least for the Granska-based
tagsets. All other groups had a minor positive effect.

However small, the improvements in accuracy were all
statistically significant (α = 0.001) using the McNemar
test (McNemar, 1947).

4. Discussion
This initial experiment showed that part-of-speech errors
that cause problems for a parser are troublesome also for
statistical part-of-speech taggers. By revising such errors
in the training data, it is possible to improve the accuracy
of the tagger, and, most likely, consequently the accuracy
of the parser.

Contrary to the initial hypothesis, no group of changes
was obviously harmful for all tagsets, although some
groups did not improve accuracy. It may still be the case,
however, that individual errors in a group actually decrease
accuracy.

A natural second step would be to study in more detail
how the taggers tag the changed occurrence and its near-
est context, and to try to find more errors in a systematic
way, e.g. using the variation n-gram method proposed by
Dickinson (2005).
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Abstract

We present results from evaluations of an automatic text summarization technique that uses a combination of Random Indexing
and PageRank. In our experiments we use two types of texts: news paper texts and government texts. Our results show that text
type as well as other aspects of texts of the same type influence the performance. Combining PageRank and Random Indexing
provides the best results on government texts. Adapting a text summarizer for a particular genre can improve text summarization.

1. Introduction
CogSum (Jönsson et al., 2008) is a tool for creating extrac-
tion based text summaries based on the vector space tech-
nique Random Indexing. To further improve sentence rank-
ing CogSum also uses PageRank (Brin and Page, 1998). To
use PageRank we create a graph where a vertex depicts a
sentence in the current text and an edge between two dif-
ferent vertices is assigned a weight that depicts how similar
these are, by a cosine angle comparison. Sentences with
similar content will then contribute with positive support
to each other. This effect doesn’t exclusively depend on
the number of sentences supporting a sentence, but also on
the rank of the linking sentences. This means that a few
high-ranked sentences provide bigger support than a large
number of low-ranked sentences. This leads to a ranking of
the sentences by their importance to the document at hand
and thus to a summary including only the most important
sentences.

2. Experiment
To evaluate CogSum for text summarization on various text
types, two studies were performed. The first compared
summaries created by CogSum with or without PageRank
activated. This study was conducted on news texts and we
used another summarizer, SweSum (Dalianis, 2000), as a
baseline. SweSum is basically a word based summarizer
but with additional features such as letting users add key-
words, extracting abbreviations and having a morphologi-
cal analysis. SweSum has been been tailored to news texts
in various ways, e.g. by increasing the probability to in-
clude the first sentences in an article in the summary.

The created summaries were compared to existing gold
standards in the KTH eXtract Corpus (KTHxc) by an over-
lap measure on sentence level (Hassel and Dalianis, 2005).
We used 10 Swedish news texts with an average length of
338 words.

The second study was conducted to compare summaries
created by the same systems but with other texts, namely
5 fact sheets from the the Swedish Social Insurance Ad-
ministration (Sw. Försäkringskassan). The length of the
fact sheets ranged from 1000 to 1300 words. The gold
standards for these texts were created by Carlsson (2009).
The evaluation for this experiment was conducted in Au-
toSummENG, by means of the metric Graph Value Simi-

larity (Giannakopoulos et al., 2008), as this allows taking
content similarity between different sentences into consid-
eration during the evaluation.

The Random Indexing dimensionality was kept constant
to 100 through the first experiment, as done previously
by Chatterjee and Mohan (2007) on texts of equal length.
Different dimensionalities ranging from 100 to 1000 were
initially used in the second study as these texts were longer
on average. The summaries created in the second study
were more or less identical, especially the ones with a di-
mensionality of 500 and upwards. Results from previous
studies imply that as low dimensionality as possible is de-
sirable to deal with time and memory usage while it’s unim-
portant to optimize the variable because of the small dif-
ference between the created summaries (Sjöbergh, 2006).
With this in mind a dimensionality of 500 was used for the
second study.

3. Results

Text CogSum CogSumPR SweSum
Text001 85.71 85.71 85.71
Text002 30.00 9.09 38.10
Text003 20.00 0.00 80.00
Text004 57.14 54.54 52.63
Text005 70.59 35.29 66.67
Text006 66.67 66.67 50.00
Text007 50.00 50.00 85.71
Text008 42.86 66.67 50.00
Text009 40.00 37.50 70.59
Text010 28.57 33.33 66.67
Average 49.15 43.88 64.61

Table 1: Sentence overlap on news texts (%)

Table 1 shows results from the first study for the sum-
maries created by CogSum with or without PageRank and
SweSum for 10 news texts from the KTHxc corpus. The
table shows the overlap on sentence level compared to the
gold standards expressed in percentage. We can see that
SweSum gained the highest average sentence overlap of
64.61% followed by CogSum (49.15%) and CogSumPR
(43.88%).

The results from the second study, where we use govern-
ment texts are presented in Table 2. The table shows the N-
gram Value Similarity between the created summaries and
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the gold standards. The value of this metric ranges from 0
to 1.

Text CogSum CogSumPR SweSum
Text001 0.532 0.491 0.227
Text002 0.284 0.356 0.353
Text003 0.416 0.443 0.293
Text004 0.292 0.383 0.168
Text005 0.370 0.342 0.246
Average 0.379 0.403 0.258

Table 2: Graph Value Similarity on government texts

As shown in Table 2 the summaries created by Cog-
SumPR gained the highest average value of 0.403 followed
by CogSum (0.379) and SweSum (0.258).

To further investigate the various evaluation metrics used
in our study, we evaluated the news paper texts, i.e. the first
experiment, using AutoSummENG.

Graph Value CogSum CogSumPR SweSum
Average 0.526 0.516 0.584

Table 3: Graph Value Similarity on news texts

Table 3 presents the results, and as can be seen they are
consistent with the first study as the systems get ranked in
the same order as they did when ranked according to sen-
tence overlap, c.f. Table 1.

4. Discussion
The results of the first study showed that SweSum achieved
the best results. This is not surprising as this system is tai-
lored to summarize news texts. The results for CogSum and
CogSumPR were equal for most of the texts in the corpus
with a slight advantage for CogSum. One particularly inter-
esting result is the one for Text003 where SweSum got an
80% overlap while CogSum gained 20% and CogSumPR
0%, which call for further analysis in the future to be prop-
erly explained. It was hard to draw any definite conclusions
from this data and the possibility that CogSum performed
better than CogSumPR by chance exists. Still, it’s possible
that Random Indexing works well as it is and that the in-
corporation of a PageRank algorithm doesn’t improve the
created summaries.

The second study revealed that the summaries created by
CogSum with PageRank activated were closest to the gold
standards which means that they were created by a better
system. This is only the case for the 5 texts used in this
study and a larger evaluation would strengthen the reliabil-
ity of the study. The results showed that CogSum with and
without PageRank performed relatively equal results for all
of the texts which indicates that the two systems gained
an accurate ”understanding” of all of them. The fact that
the activation of PageRank led to a better average result for
these five fact sheets thus suggest that this version of the
summarizer may be preferable for this kind of texts in gen-
eral. No statistical significance testing was conducted in
either study due to the fairly small number of texts used,
but further studies involving a larger amount of texts are
close at hand.

One possible explanation to the results could be proper-
ties of the texts. The fact sheets were longer than the news
texts. It is possible that PageRank works better for texts
with more sentences as a larger number of sentences can be
used to strengthen the mutual effect. Another possible ex-
planation is the structure of the texts used in the two studies.
The fact sheets aim to contribute with as much information
as possible regarding a certain topic and thus have a fair
number of headings. The news texts on the other hand only
include a main header and read up on a news item with the
most important information presented in the beginning of
the text.

The evaluations were done automatically with no qualita-
tive input from people in potential target groups. Although
humans were involved in the creation of the gold standards
and thus affected the results indirectly, no information re-
garding readability or usefulness of the summaries were
collected. The results only show how different extraction
techniques mimic human choice of extraction units.
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1. Introduction

Transition-based parsing has been shown to yield state-of-
the-art results in dependency parsing thanks to determinis-
tic processing with very rich feature models. One of the
drawbacks of transition-based parsing is its greedy nature.
If an incorrect decision is made, this cannot be changed.
Furthermore, future decisions are based on the result of this
incorrect decision, which can then lead to error propagation
(McDonald and Nivre, 2007).

In this work, we introduce a repair-transition that allows
the parser to remove a previously added dependency arc
from the analysis. We analyze how to best train a parser
with this transition and show that this method leads to better
parsing accuracy on English data compared to a standard
transition-based parser.

2. Transition-based dependency parsing

The core of a transition-based parser is a parsing algo-
rithm consisting of a transition system and an oracle (Nivre,
2008). The oracle is used during training to determine a
transition sequence that leads to the correct parse. From
these oracle transition sequences a model is trained to pre-
dict which transition should be used during parsing.

A number of different parsing algorithms exist. Here we
will focus on the one called NivreEager. This algorithm
uses two data structures, a stack of partially analyzed word
tokens and a buffer of remaining input tokens, and the fol-
lowing four transitions:

Shift Push the token at the head of the buffer onto the
stack.

Reduce Pop the token on the top of the stack.

Left-Arcl Add to the analysis an arc with label l from the
token at the head of the buffer to the token on the top of the
stack, and push the buffer-token onto the stack.

Right-Arcl Add to the analysis an arc with label l from
the token on the top of the stack to the token at the head of
the buffer, and pop the stack.

3. Repair

Transition-based parsers are greedy, and this can lead to
errors in parsing. Figure 1 shows a sentence where a stan-
dard transition-based parser makes a greedy choice that is
incorrect. When the parser encounters the word believes it
chooses to make this the root of the sentence, which is not
correct - the conjunction and should be the root. When the
parser encounters and, it has already chosen believes as the

root and cannot change this decision. Apart from believes

being analyzed incorrectly, the decision also leads to and

and ’.’ being analyzed incorrectly. This is what is called
error propagation.

This problem motivates the use of repair-transitions. Re-
pair transitions are transitions that can repair the errors
made by the parser. Here we focus on one repair-transition:
Remove-ra-d Remove the incoming arc on the token at
the top of the stack.

In the sentence in Figure 1, this means that in a state
where believes is at the top of the stack, the parser can
choose the remove-ra-d transition and remove the ROOT-
arc from the <ROOT>-token.

3.1 Parsing

The transition-based parser with the remove-ra-d repair
transition introduced above first checks if the repair-
transition should be used. If so, it applies the transition.
If not, the parser performs a non-repair transition as usual.
This means that the parser has two models. One standard-
parsing model and one repair model.

3.2 Training

To train the repair-model for the parser an oracle that can
tell when the parser makes mistakes is needed. This oracle
is created by using a standard parser on gold-standard data
and seeing when the parser makes mistakes.

We first train a standard parser without repair-transitions.
We then use this parser to parse gold-standard texts. During
the parsing, situations where the repair-transition should be
used, can be identified. These are situations where the to-
ken at the top of the stack has a head that is different from
the head it has in the gold-standard (or a different relation).

When states where the repair-transition should be ap-
plied have been identified, a classifier can be trained to
predict in a given state whether or not the repair-transition
should be used. This is the repair model.

4. Experiments

4.1 Software

All experiments have been performed using MaltParser
(Nivre et al., 2006) (v. 1.3.1). We have extended this with
the use of the repair-transition as described above. In all ex-
periments the same features and parameters have been used
for the two models in the parser.

4.2 Data

We have used the English data from CoNLL-07 shared task
(Nivre et al., 2007). The training data consists of 400.000
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<ROOT>  He  believes  in  what  he  plays  ,  and  he  plays  superbly  .

COORDROOT
SBJ SBJ SBJADV

PMOD

OBJ

PRN
P

P ADV

Figure 1: Example of sentence parsed with standard parser. Dotted arcs are incorrect.

tokens in 16.000 sentences and the test data consists of
5.000 tokens in just above 200 sentences. The parameters
and features used for the parser are those used by the Malt-
Parser in the CoNLL-07 shared task.

4.3 Training regime

Given that we have a limited amount of training data, an im-
portant question to answer is how to use the data as we are
actually training two different models. A standard parsing
model and the repair model. The repair-parser should be
able to correct errors that the standard parser makes on un-
seen data, so the obvious choice would be to reserve some
of the training data for the training of the repair model and
use only this data for training this model.

To test this hypothesis we have split the training data into
two parts, A and B. We have trained three repair parsers
with three different repair models. In all of them the stan-
dard model is trained on A. One repair model has been
trained on A, i.e. only on data seen by the standard model.
One repair model has been trained on B, i.e. only on data
not seen by the standard model. The last repair model has
been trained on A and B, i.e. a mix of seen and unseen data.

Std. model Rep. model LAS
A 86.04
A A 86.83
A B 84.60
A A+B 86.97

Table 1: LAS for one standard parser and three repair
parsers. The first column shows the part of the training data
used for the standard model. The second column shows the
part of the training data used for the repair model.

Table 1 shows the results of these experiments. The hy-
pothesis that the repair model should be trained on unseen
data, seems to be incorrect. If the repair model is trained
only on unseen data, the accuracy of the parser decreases
compared to the standard parser. If it is trained only on seen
data the accuracy increases. The results for the last model
(A+B) shows that unseen data does not necessarily decrease
the performance - as long as the model is also trained with
seen data.

4.4 Results

Table 2 shows the final results on evaluation data. The re-
pair parser achieves significantly (p < 0.01) higher accu-
racy than the standard parser.

Standard Repair
LAS 86.33 †87.48

UAS 87.41 †88.50

LA 89.14 †90.41

Table 2: Results on CoNLL-07 shared task evaluation data
with standard parser and parser with repair-transition.

5. Conclusion

We have shown how to define, use and train repair-
transitions in transition-based parsing. We have also shown
that on at least one data set the new parser leads to sig-
nificant improvements in accuracy compared to traditional
transition-based parsing. To achieve this improvement, it is
vital that the training data used for the standard model in
the parser is also used for training the repair model.

6. Future work

In the experiments here the repair-model uses the same fea-
tures and parameters as the standard model. Higher parsing
accuracy can probably be achieved by doing feature selec-
tion and parameter optimization for the repair model.

We have only worked with one repair transition, remove-

ra-d. Other repair-transitions can be defined, and this is
something we will work with in the future.
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Abstract

Bibliographical references can be seen as short snippets of natural language text. Searching and browsing bibliographical refer-
ences are thus instances of Information Retrieval problems. In the present paper, we discuss a particular collection of some 180
000 bibliographical references to descriptive materials of the language of the world. The end user community especially requests
the references to be annotated with labels describing the identity of the content (e.g., a particular language) and type of content
(e.g., a dictionary or a grammar) of the reference. Since part of the collection is already annotated with such labels, the problem
is to devise a supervised learner (“labeler”) that can accurately label the unlabeled references, using the labeled ones as training
data. Given the specific structure of the problem domain, namely that a) documents are short, b) documents can be written in a
wide variety of different languages, c) labels can be signalled through existence/non-existence of a few trigger words, d) some
labels are common while other labels are very rare, we suggest an approach based on searching for short DNF boolean formulae
(similar to, but preferable to, Decision Trees).

1. Introduction

LangDoc is a large-scale project to list bibliographical ref-
erences to descriptive materials to all of the ca 7 000 lan-
guages of the world (Hammarström and Nordhoff, 2010).
The present collection contains about 180 000 such refer-
ences.

A linguist, typically a typologist searching/browsing
through references, would want the collection systemati-

cally annotated with metadata, such as the identity of the
(target-)language(s) the reference treats, the geographical
location country/continent, the content-type of the docu-
ment the reference refers to (e.g., (full-length) grammar,
grammar sketch, dictionary, phonological

description) and so on.
The present collection of 180 000 references comes from

a variety of sources, some of which are already annotated
with metadata, and this can be exploited in terms of super-
vised learning.

For example, a bibliographical reference to a descriptive
work may look as follows:

Schneider, Joseph. 1962. Grammatik der Sulka-

Sprache (Neubritannien) (Micro-Bibloteca An-
thropos 36). Posieux: Anthropos Institut.

This reference happens to describe a Papuan language
called Sulka [sua], it is a grammar (rather than
a dictionary, grammar sketch etc.), and is fur-
ther tagged with Oceania (continent) and Papua New

Guinea (country). This example reference is written in
German (i.e., the (meta-)language that the publication, and
therefore reference, is written in – not the (target-)language
that the publication aims to describe). The collection as a
whole spans some 29 (meta-)languages.

Now suppose we are given a new bibliographical refer-
ence which has no annotation. We would like to automat-
ically annotate it with identity, type and whatever other la-

bels are justified, given the training data consisting of al-
ready annotated references. For example, many titles in the
training data will contain the word “Grammatik” and be
annotated with grammar, those few which have the word
“Neubritannien” will likely be annotated with Oceania

and Papua New Guinea and so on.
At first, this problem, i.e., reference annotation by

keyword triggers, might seem like a very easy problem –
just find title words which are statistically overrepresented
with an annotation label in the training data, and then
label new instances as such words occur in their titles.
However, there are a few reasons why it is not that simple.
A label may be signalled by more than one word, e.g.,
“kurzgefaßte grammatik” signals grammar sketch

rather than grammar (not both!). It is not given which
keyword(s) signal which label(s), e.g., from the example
above, is it “Grammatik”, “der” or “Grammatik der” (all
of them statistically significant) that signals grammar?
Some labels are very common (and thus have frequent
trigger words) while other labels are very uncommon
(and thus their trigger words are very uncommon).
Typically, a small set of trigger words “account” for an
annotation label, i.e., no single one of them has a high
recall with its label, but together they do. For example,
among 15 236 references annotated for content-type 19
921 distinct word types are present. 3 220 have the
label grammar and 6 have the label Sulka [sua].

grammar

contain # overlap precision recall
162 “grammatik” 91 0.56 0.068
668 “der” 137 0.21 0.103
84 “grammatik”, “der” 48 0.57 0.036
1 “sulka” 1 1.00 0.001

Sulka [sua]

contain # overlap precision recall
1 “sulka” 1 1.00 0.16
668 “der” 4 0.01 0.67
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2. A DNF Approach

As outlined in the problem description, our domain knowl-
edge suggests that a label can be inferred if and only if a
suitable combination of words is present/absent in a given
publication title. More formally:

• A trigger-signature t = w1 ∧ . . . ∧ wk ∧ . . .¬wk+1 ∧
. . . ∧ ¬wk� for a label l is a conjunct formula of
negated/un-negated terms, such that if a title contains
all the un-negated terms but none of the negated terms,
then the label l should be inferred

• Each label l can have one or more trigger-signatures
t1, . . . , tn

For example, one trigger for the label grammar might
be {grammar,¬sketch}, and the full set of trig-
gers for grammar might contain {grammar,¬sketch},
{grammaire}, {complete, description}, {phonologie,
morphologie, syntax} and so on. Since titles are short
(less than 20 words or so), we envisage triggers to be short.

In other words, a classifier (one for each label) can be
described as a boolean formula in DNF, where each disjunct
corresponds to a trigger. Moreover, each disjunct can be
expected to be relatively short.

Thus, all we need to do is to search for a formula in DNF
form which can be expected to have only short disjuncts
and which is preferably short (in its number of disjuncts).
Thus, a simple algorithm is to start from an empty formula
and build it larger as accuracy increases with respect to a
label in the training data. One can build a formula larger i)
by adding a negated/un-negated term to one of its disjuncts
(replacing that disjunct), or, ii) by adding a negated/un-
negated term to one of its disjuncts (keeping both an up-
dated and un-updated disjunct), or, iii) by adding a new
disjunct, inhabited by a negated/un-negated literal. Since
we are interested in both high precision and high recall,
a natural way to measure accuracy is f-score. Formally:
di ⊆ Σ∗ be a document, i.e., a set of strings
D = {d1, . . . , dn} be a set of documents
WD =

�
di be the set of terms of a set of documents

LD(l) = {i|di has label l} be the subset of documents
with label l
c =

�
tj be a DNF boolean formula

cD = {i|c is true for di} be the subset of documents
whose terms satisfy a boolean formula c
PrecisionD(c, l) = |cD ∩ LD(l)|/|cD|
RecallD(c, l) = |cD ∩ LD(l)|/|LD(l)|
The training algorithm can be described as follows:

1. Start with a label l, a document collection D and an
empty formula c

2. Form sets of candicate formulae

C � = {c ∨ w|w ∈ WD} ∪ {c ∨ ¬w|w ∈ WD}
C �� = {ins(w, tj , c)|w ∈ WD, tj of c}∪

{ins(¬w, tj , c)|w ∈ WD, tj of c}
C ��� = {ins(w, tj , c) ∨ tj |w ∈ WD, tj of c}∪

{ins(¬w, tj , c) ∨ tj |w ∈ WD, tj of c}

where ins(x, tj , c) means “replace tj with tj ∧ x in
the formula c”, e.g., ins(c, t2, (a ∧ ¬b) ∨ (a)) = (a ∧
¬b) ∨ (a ∧ c).

3. Compute c� = argmaxc�∈C�∪C��∪C��� f-scoreD(c�, l)

4. If c� == c finish, otherwise jump to step 2

3. Results and Discussion

Classifiers for some 3 000 different labels were trained.
Nearly all of these labels are uncommon and get short for-
mulae with high (> 0.75) f-score. The common labels get f-
scores in the range 0.5-1.0, nearly all trigger-signatures are
short, but the length of the DNF may exceed 100 disjuncts.
This is significantly better than Decision Trees (Quinlan,
1986) whose performance on this problem (with one tree
per label) yields much larger trees for the same f-scores,
and requires threshold (tree-height) settings for training to
stop.

The output formulae are readily interpretable to a hu-
man, thus the classifier annotating a new reference can “ex-
plain” its result. Different disjuncts within one formula can
be interpreted as cross-language and (intra-language) trans-
lation equivalents, e.g., morphosyntax ∨ (grammar ∧
¬sketch)∨ grammaire∨ grammatik ∨ grammatika∨
langue ∨ arte ∨ course ∨ handbook ∨ spraakkunst ∨
structure ∨ grammatica ∨ . . . .

Training the classifier is slow, given the search space
with a large WD. It is likely that intelligent filtering of WD

may significantly reduce it, but since training speed is not
an issue, this has not been explored.

The approach in the present paper generalizes the method
of (Hammarström, 2008) to annotate bibliographical refer-
ences with only uncommon labels. We are not aware of
any other work specifically targeting the annotation of bib-
liographical references. Neither are we aware of related
work on a domain with different document content but with
a similar structure, i.e., short documents, many languages
etc., but given the generality of such a domain, presumably,
such work exists.

4. Conclusion

We have shown how to train a high-accuracy short-
document label-annotator that a) can handle multiword trig-
gers elegantly b) finds rare as well as common trigger words
c) allows “combining” medium-recall triggers into high re-
call, thus distinguishing them from spurious medium-recall
words like “der” or “of”, and d) is not likely to overfit.
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1. Introduction
Evaluation of machine translation (MT) is a difficult task,
both for humans, and using automatic metrics. The main
difficulty lies in the fact that there is not one single correct
translation, but many alternative good translation options.
MT systems are often evaluated using automatic metrics,
which commonly rely on comparing a translation to only
a single human reference translation. An alternative is dif-
ferent types of human evaluations, commonly ranking be-
tween systems or estimations of adequacy and fluency on
some scale, or error analyses.
We have explored four different evaluation methods on

output from three different statistical MT systems. The
main focus is on different types of human evaluation. We
compare two conventional evaluation methods, human er-
ror analysis and automatic metrics, to two lesser used eval-
uation methods based on reading comprehension and eye-
tracking. These two methods of evaluations are performed
without the subjects seeing the source sentence.
There have been few previous attempts of using read-

ing comprehension and eye-tracking for MT evaluation.
One example of a reading comprehension study is Fuji
(1999) who conducted an experiment to compare English-
to-Japanese MT to several versions of manual corrections
of the system output. He found significant differences be-
tween texts with large differences on reading comprehen-
sion questions. Doherty and O’Brien (2009) is the only
study we are aware of using eye-tracking for MT evalua-
tion. They found that the average gaze time and fixation
counts were significantly lower for sentences judged as ex-
cellent in an earlier evaluation, than for bad sentences.
Like previous research we find that both reading compre-

hension and eye-tracking can be useful for MT evaluation.
The results of these methods are consistent with the other
methods for comparison between systems with a big qual-
ity difference. For systems with similar quality, however,
the different evaluation methods often does not show any
significant differences.

2. MT systems
We applied our evaluation methods to three different
English-to-Swedish phrase-based statistical machine trans-
lation systems, all built using the Moses toolkit (Koehn et
al., 2007) and trained on the Europarl corpus (Koehn,
2005). Two systems differ in the amount of training data,
Large, with 701,157 sentences, and Small with 100,000
sentences. The third system, Comp, uses the same train-
ing data as Large, and additional modules for compound

processing (Stymne and Holmqvist, 2008). These systems
are also compared to the human reference translation in Eu-
roparl.

2.1 Test texts
We performed the evaluation on four short Europarl texts,
from the fourth quarter of 1999, which has been reserved
for testing. The texts have 504-636 words. All results are
aggregated over the four texts.

3. Evaluation
We have explored four types of evaluations: automatic met-
rics, human error analysis, reading comprehension and eye-
tracking. The human error analysis was made by two per-
sons. They had an inter-rater reliability of 87.8% (Kappa:
0.63). The reading comprehension and eye-tracking studies
were performed as a user study with 33 subjects for read-
ing comprehension, and 23 of those 33 for eye-tracking. In
these studies the subject saw one text each from the three
MT systems, and the human translation.

3.1 Automatic metrics
Table 1 shows Bleu (Papineni et al., 2002) and Meteor
(Lavie and Agarwal, 2007) scores for the different systems.
On both metrics Small is significantly worse than the other
two systems. The other systems have more similar scores,
with no significant differences, but the trend of which sys-
tem is better is opposite on the two metrics.

Meteor Bleu
Comp 17.48 58.02
Large 16.96 58.58
Small 14.33 55.67

Table 1: Metric scores

3.2 Human error analysis
A human error analysis was performed, where errors were
identified and classified into six error categories, based on
Vilar et al. (2006). The result of the error analysis is shown
in Figure 1. Overall the interaction between error type and
translation type was significant. The Small system has the
highest number of errors, especially for incorrect words,
which is not surprising considering that it is trained on less
data than the other systems. Comp has significantly fewer
errors than Large.

3.3 Reading comprehension
A reading comprehension test was performed using a ques-
tionnaire based on Fuji (1999) that was distributed after
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Correct Confidence of Estimated Estimated Estimated
answers correct answers fluency comprehension errors

Human 64.50% 7.19 5.56 5.70 2.94
Comp 59.50% 6.43 3.50 4.85 5.67
Large 67.25% 6.82 4.16 4.86 5.34
Small 59.25% 5.97 3.33 4.53 6.11

Table 2: Reading comprehension results

Figure 1: Frequencies of errors

reading each text. The questionnaires contained three con-
tent related multiple-choice comprehension questions. The
confidence of each answer and three evaluation questions
of the readers’ impression of the text were rated on a scale
from 1-8.
The results on the questionnaires are shown in Table 2.

The differences between all systems are not significant. The
number of correct answers is actually higher for the Large
system than for the human reference, but the confidence of
the correct answers is lower. On the estimation questions
the human reference is best in all cases, and Small worst,
with Large a bit better than Comp in the middle.

3.4 Eye-tracking

The eye-tracking study was performed using a SMI Remote
Eye Tracking Device. Error boxes were placed on errors in
four of the error categories from the error analysis. Con-
trol boxes were put in the beginning, middle and end of
each sentence, when there was no error box there. Fixation
time and number of fixations were measured for error and
control boxes, and for the full text. The error boxes had
significantly longer fixation times and a higher number of
fixations than the control boxes. We also found that differ-
ent types of errors had significantly different fixation time,
with word order errors having the longest fixations, and un-
translated words the shortest. This indicates that some error
types are more problematic than others for human readers.
The fixation time of error boxes were significantly differ-
ent between the three MT systems with Small having the
longest and Large the shortest fixation times. The same ten-
dency could be seen for the number of fixations. Small had
a significantly longer overall fixation time than the human
reference. For the other systems there were no significant
differences in overall fixation time.

4. Discussion and conclusion
It is hard to tell different MT systems apart on texts that
are as short as the ones used in this study. Several of the
methods did not give significant differences between the
systems. But a trend over all methods is that Small is worse
than both the other two systems and the human text. For
the other two systems though, it is hard to say which is
best, with mixed metric results, Comp having fewer errors
on the error analysis, and Large having somewhat better re-
sult on the reading comprehension and eye-tracking. More
research is needed into making a more fine-grained analysis
of the difference between systems of similar quality.
Overall we have shown that reading comprehension and

eye-tracking give similar results to other evaluation meth-
ods for system with large quality differences. For systems
with similar quality, however, the methods do not give con-
sistent results. For such systems we believe it is especially
important to know which aspects of the translations that are
important for the intended usage of the MT system, and
choose an evaluation method that measures that.
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Abstract
In this paper we describe the LetsMT! platform for sharing training data for building user-specific machine translation models.
We give an overview of the general structure of the data repository including the flexible internal storage format that will be used
to access data via a transparent user interface. Several tools will be integrated in the platform that support not only uploading data
in various formats but also the verification, conversion and alignment of translated documents. The shared resources can then
be used within the platform to train tailored translation models using existing state-of-the-art technology that we will integrate
in LetsMT! In this paper we show the potentials of such an approach by comparing a domain-specific system with the general
purpose engine provided by Google Translate. Our results suggest that domain-specific models may lead to substantial gains
even when trained on scarce resources.

1. Introduction
In recent years, statistical machine translation (SMT) has
become the leading paradigm for machine translation.
However, the quality of SMT systems largely depends on
the size and appropriateness of training data. Training SMT
models becomes a major challenge for less supported lan-
guages since parallel corpora of reasonable size are only
available for a few languages. Furthermore, most parallel
resources come from very restricted domains and models
trained on these collections will always have a strong bias
towards the domain of the training data.

To fully exploit the huge potential of existing open SMT
technologies we propose to build an innovative online col-
laborative platform (LetsMT!1) for data sharing and MT
building. This platform will support the upload of public
as well as proprietary MT training data allowing users to
build multiple MT systems according to their selections of
shared training data. Permissions to access uploaded con-
tent will be set by the users allowing them to define user
groups to share the data with. We will stress the possibility
of data privacy that will motivate professional users to use
our platform but we hope to achieve a liberal sharing policy
among our users.

The main goal of LetsMT! is to make SMT technol-
ogy accessible for anyone and to enable every-day users
to build tailored translation engines on their own and user-
contributed data collections without worrying about techni-
cal requirements. Initial data sets and baseline systems will
be made available to show the potentials of the system and
to motivate users to upload and share their resources.

In this paper we describe the general structure of the data
repository and the internal storage format that we will use.
Finally, we also include a test case illustrating the bene-
fits of domain-specific SMT models compared to general
purpose translation using state-of-the art MT provided by
Google.

1LetsMT! is a ICT PSP PB Pilot Type B project from the area
CIP-ICT-PSP.2009.5.1 Multilingual Web: Machine translation for
the multilingual web.

2. The LetsMT! Data Repository
One of the key functions of the LetsMT! platform is to pro-
vide the possibility to train domain-specific SMT models
tailored towards specific needs of its users. For this appro-
priate data resources are required. LetsMT! is based on data
sharing and user collaboration. We will allow data uploads
in a variety of formats and store all resources in a unified
internal storage format.

The LetsMT! data repository will be based on a ro-
bust version-controlled file system. We will use a simple
and clear file structure to store parallel and monolingual
data. Each corpus identified by a unique name (parallel or
monolingual) will be stored in a separate version-controlled
repository. The name of the corpus will be used as the
name of this repository and may contain arbitrary numbers
of documents. Repositories can be created by any user but
each user will only have access to his/her own branch in-
side this repository that will be set up during creation time.
Each LetsMT! user can then work with a copy of existing
corpora through branching (of course only if permissions
allow that). In this way we create a space-efficient and flex-
ible environment allowing users to share data and even to
apply changes to their copy without breaking data integrity.
This will allow us to integrate on-line tools for personal
data refinement, for example, tools for adjusting sentence
alignments. These refinements can again be shared between
users. Another benefit of version-control systems is that
changes can be traced back in time. Specific revisions can
be retrieved on demand and data releases can be defined.

Inside each repository we will keep the original uploads
in their raw format in order to allow roll-back functional-
ities. Furthermore, pre-processed data in our internal cor-
pus format will be stored together with their meta-data. We
will use ISO 639-3 language codes to organize the data col-
lection in appropriate subdirectories. Meta-data will also
be stored in a central database allowing users to quickly
browse and select training data according to their needs.

Internally all uploaded documents will be converted to a
simple XML format which is easy to process and convert.
Basically, we will add appropriate sentence boundaries to
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the textual contents with unique identifies within each doc-
ument. Sentence alignments will be stored in separate files
with pointers referring to sentences in the corpus. An ex-
ample is given in figure 1.

<?xml version="1.0" encoding="utf-8"?>

<!DOCTYPE cesAlign PUBLIC "-//CES//DTD XML

cesAlign//EN" "">

<cesAlign version="1.0">

<linkList><linkGrp targType="s"

fromDoc="Europarl/xml/eng/ep-00-01-17.xml"

toDoc="Europarl/xml/fre/ep-00-01-17.xml">

<link xtargets="1;1" />

<link xtargets="2;2" />

<link xtargets="3;3 4" />

Figure 1: Sentence alignments in LetsMT!

One of the main advantages of this approach is that align-
ment can be changed easily without the need of changing
anything in the original corpus files. Various alignment ver-
sions can be stored and several languages can be linked
together without repeating corpus data. Furthermore, cor-
pus selection can be done using the same format. Several
parallel corpora or only parts of certain corpora can be se-
lected without the need of explicitly concatenating the cor-
responding corpus data. These selections can then be stored
space-efficiently in the repository. They can be shared and
revised easily. A simple procedure can then be used off-line
to extract the actual data from the repository when training
is initiated.

3. User-Tailored SMT Models
The largest benefit of the LetsMT! platform will be the sup-
port of user-specific SMT engines. Users of the platform
will have full control over the selection of data resources
which will be used for training a system. The potentials
of such an approach can be seen in the test case described
below.

We took data from the medical domain in order to show
the impact of domain-specific data on SMT training. In
particular we used the Swedish-English portion of the pub-
licly available EMEA corpus which is part of OPUS (Tiede-
mann, 2009). This corpus covers a very specific domain
including documents published by the European Medicines
Agency. We extracted non-empty sentence alignments with
a maximum of 80 tokens per sentence from the corpus in or-
der to create appropriate training data for standard phrase-
based SMT. Table 1 lists some statistics of the data.

English Swedish
sentences 898,359 898,359
tokens 11,567,182 10,967,600

unique sentence pairs
sentences 298,974 298,974
tokens 4,961,225 4,747,807

Table 1: Training data extracted from EMEA

The EMEA corpus contains a lot of repetition as we can
see from the numbers in table 1. The number of unique

sentence pairs is much lower than the count for the origi-
nal corpus. Naturally, we want to test the SMT model on
unseen data only also to make a fair comparison to general-
purpose machine translation. Therefore, we merged multi-
ple occurrences of identical sentence pairs in order to create
a set of unique sentence pairs and randomly selected 1000
of them for tuning and another 1000 for testing. The re-
maining sentence pairs are used for training. We trained
standard phrase-based SMT models in both directions on
that data using the target language side of the parallel train-
ing corpus for training the 5-gram language model. We ba-
sically used standard settings of the Moses system (Koehn
et al., 2007) including lexicalized reordering and minimum
error rate tuning.

For comparison we translated the same test set of 1000
example sentences using the current on-line system of
Google Translate (date of the run: 28 August 2010) and
measured lower-case BLEU scores for both systems. The
results are shown in table 2.

Google Moses-EMEA
English-Swedish 50.23 59.29
Swedish-English 46.57 65.42

Table 2: Translation quality in terms of BLEU scores

The gain that we achieved by using in-domain training data
is more impressive than we actually had expected. In the
general case data of such a small size would not be suffi-
cient for training appropriate SMT models. Not only the
parallel data used for training the translation model is very
little but especially the monolingual target language data
used for the language model is much smaller than other-
wise recommended. However, due to the domain speci-
ficity and especially the translation consistency in our data
reasonable results can be achieved with this tiny amount of
training data. Furthermore, we can see that general pur-
pose translations do not reach the same quality even though
they are trained on vastly larger amounts of data. It might
even be possible that our training and test data is part of the
collection used by Google as these documents are publicly
available on the web. This, however, is beyond our control
and we can only speculate about the resources used to train
Google’s translation engine.
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